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Many studies have suggested silicon as a candidate light element for the cores of Earth and Mercury.
However, the effect of silicon on the melting temperatures of core materials and thermal profiles of cores
is poorly understood, due to disagreements among melt detection techniques, uncertainties in sample
pressure evolution during heating, and sparsity of studies investigating the combined effects of nickel and
silicon on the phase diagram of iron. In this study we develop a multi-technique approach for measuring
the high-pressure melting and solid phase relations of iron alloys and apply it to FepgNig.1Sip1 (Fe-
11wt%Ni-5.3wt%Si), a composition compatible with recent estimates for the cores of Earth and Mercury.
This approach combines results (20-83 GPa) from two atomic-level techniques: synchrotron Mdssbauer
spectroscopy (SMS) and synchrotron x-ray diffraction (XRD). Melting is independently detected by the
loss of the Mossbauer signal, produced exclusively by solid-bound iron nuclei, and the onset of a
liquid diffuse x-ray scattering signal. The use of a burst heating and background updating method for
quantifying changes in the reference background during heating facilitates the determination of liquid
diffuse signal onsets and leads to strong reproducibility and excellent agreement in melting temperatures
determined separately by the two techniques. XRD measurements additionally constrain the hcp-fcc
phase boundary and in-situ pressure evolution of the samples during heating. We apply our updated
thermal pressure model to published SMS melting data on fcc-Fe and fcc-Fep gNip 1 to precisely evaluate
the effect of silicon on melting temperatures. We find that the addition of 10 mol% Si to FeggNig
reduces melting temperatures by ~250 K at low pressures (<60 GPa) and flattens the hcp-fcc phase
boundary. Extrapolating our results, we constrain the location of the hcp-fcc-liquid quasi-triple point at
147414 GPa and 3140+90 K, which implies a melting temperature reduction of 500 K compared with
Fep.9Nip.1. The results demonstrate the advantages of combining complementary experimental techniques
in investigations of melting under extreme conditions.
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1. Introduction mal evolution models of terrestrial planets (e.g., Knibbe and van
Westrenen, 2018) have benefited from high-pressure experimen-

The metallic cores of terrestrial planets in our solar system are  tal studies on the melting curves of iron and iron alloys (e.g.,

suggested to be composed of iron alloyed with nickel (~5wt%) and
candidate light elements, based on cosmochemical studies, plane-
tary accretion models, and seismological constraints in the case of
the Earth (McDonough and Sun, 1995; Sohl and Schubert, 2007;
Hirose et al., 2013). Constraints on temperature profiles and ther-
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Morard et al,, 2011; Zhang et al., 2016; Anzellini et al., 2013; Sin-
myo et al, 2019). Accurate constraints on core temperatures are
essential for understanding major processes like inner core crys-
tallization (Labrosse et al., 2001), magnetic field generation (Olson,
2013), and heat flow through the core-mantle boundary (Lay et al.,
2008), as well as the compositions, phase relations, and dynamics
of complex multiscale structures in Earth’s lowermost mantle (e.g.,
Jackson and Thomas, 2021; Dobrosavljevic et al., 2019; Li, 2020;
Dannberg et al., 2021). The presence of moderate amounts of light
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elements such as Si, O, C, S, and H has consistently been shown
to depress the melting temperatures of iron alloys, though their
effects on the temperatures and shapes of melting curves remain
challenging to constrain due to disagreements across the range of
studies and experimental techniques (reviewed by Fischer, 2016).

Silicon has commonly been proposed as a candidate light ele-
ment for several terrestrial planetary cores. Its suggested presence
in Earth’s core has been inferred from its abundance in the sili-
cate mantle, its solubility in liquid iron (Ozawa et al., 2009), and
discrepancies between its isotopic composition in meteorites and
the bulk silicate Earth (Shahar et al., 2009; Hin et al., 2014). Con-
centration estimates are generally placed between 1 to 11wt%Si
(e.g., Morrison et al.,, 2018; Javoy et al, 2010; Ricolleau et al.,
2011). In the case of Mercury’s core, the presence of silicon has
been inferred from analyses of magnetic field and surface chem-
istry data collected by the recent MESSENGER mission (Knibbe and
van Westrenen, 2018; Steenstra and van Westrenen, 2020), with
suggested concentrations ranging from 1 to 20wt%Si dependent on
the presence of carbon or sulfur (Knibbe et al., 2021).

Very few studies, however, have investigated the combined ef-
fects of silicon and nickel on the high-pressure and temperature
phase boundaries of iron. For the melting of Fe-Ni-Si, experimental
studies are limited to one static compression study (Morard et al.,
2011) and one shock compression study (Zhang et al., 2018). The
few melting studies on Fe-Si compositions without nickel show
discrepant results, with some suggestion of elevated melting tem-
peratures relative to iron, and are limited to relatively large Si
concentrations (>9wt%) (Lord et al., 2010; Asanuma et al., 2010;
Fischer et al, 2012, 2013). Solid-solid phase boundaries, which
also affect high-pressure melting and the location of solid-solid-
liquid triple points, are dependent on Si concentration (Fischer
et al., 2013; Wicks et al.,, 2018) and the presence of nickel (Tor-
chio et al,, 2020), further complicating interpretations of melting
results. The only study on solid phase boundaries of Fe-Ni-Si mea-
sured a flattening of the hcp-fcc boundary relative to Fe that could
not be predicted from separate measurements of Fe-Ni and Fe-Si
(Komabayashi et al., 2019b).

In this work we develop a multi-technique approach for mea-
suring the high-pressure melting and solid phase relations of iron
alloys. We compress samples from an identical source in laser-
heated diamond anvil cells using identical preparation procedures.
Melting is detected with two independent in-situ atomic-level
techniques: synchrotron Mdssbauer spectroscopy (SMS), sensitive
exclusively to the dynamics of solid-bound °’Fe nuclei, and syn-
chrotron x-ray diffraction (XRD), sensitive to the loss of long-
range crystalline order due to melting. SMS measurements fea-
ture a high-frequency temperature readout system (Zhang et al.,
2015) that monitors rapid temporal fluctuations to improve preci-
sion on temperature measurements. XRD measurements constrain
the hcp-fcc phase boundary and thermal pressure evolution of the
samples, and are conducted using a burst heating with reference
background updating method to quantify changes to the refer-
ence background during heating. We apply this multi-technique
approach to studying the phase diagram of FeggNig.1Sip.1 (Fe-
11wt%Ni-5.3wt%Si), a candidate composition for planetary cores
that has been shown to satisfy seismic observational constraints
of the density, bulk modulus, and bulk sound speed of Earth’s in-
ner core boundary (Morrison et al., 2018).

2. Methods
2.1. Sample preparation
Samples of Feg gNig 1Sig.1, previously studied by Morrison et al.

(2018, 2019), were cut into rectangular sections with lateral di-
mensions of 30 to 100 um and thickness of ~10 ym and loaded in
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diamond anvil cells (DACs) with rhenium gaskets serving as sample
chambers. Samples were sandwiched inside the sample chamber
between flakes of dehydrated KCl with a minimum thickness of
10 pm that served as both thermal insulation and a pressure trans-
mitting medium. At least one ruby sphere was loaded into the
sample chamber without contact with the sample. Once loaded,
each DAC was heated in a vacuum oven for 12 to 24 hours in or-
der to minimize oxygen and moisture in the sample chamber, then
subsequently sealed and compressed to its target pressure. Starting
pressures were estimated from ruby fluorescence and measured by
XRD (see Section 3.3). All samples for both sets of experiments
were cut from the same bulk material and prepared using identi-
cal methods (see Text S1 for further details).

2.2. Phase detection techniques

2.2.1. Synchrotron Mdssbauer spectroscopy

Synchrotron Mdossbauer spectroscopy (SMS) is a nuclear reso-
nant forward scattering technique that involves the excitation of
the first excited state of the >’Fe nucleus, characterized by a tran-
sition energy of 14.4 keV and an excitation lifetime of 141 ns (Jack-
son et al., 2013; Sturhahn, 2000, 2004). In the scattering process,
most photons from the incident synchrotron x-ray beam are scat-
tered by the sample’s electrons in femtoseconds. Some photons,
however, excite the >’Fe nucleus and are re-emitted as the nu-
cleus decays back to its ground state. A finite fraction of excitation
events results in recoil-free absorption and emission of photons by
the sample with no transfer of momentum between the photons
and the iron nuclei, known as the Mossbauer effect. Nuclear res-
onant forward scattering is a coherent, elastic scattering process
that is proportional to the Lamb-Madssbauer factor fiy = e*"2<”2),
where f;y is the probability of recoil-free excitation events, k is
the wavenumber of the incident photon (1.161 x 108 cm~'), and
(uz) is the mean-square displacement of the nucleus. By measuring
forward scattered, time-delayed photons, one can isolate the Moss-
bauer signal that originates exclusively from the solid-bound °7Fe
nuclei.

The Mossbauer signal has been demonstrated to be an effec-
tive probe for detecting melting in Fe and Fe-Ni (Jackson et al.,
2013; Zhang et al., 2016). As the sample is heated to its melting
temperature, a loss of signal intensity indicates a loss of coher-
ence in the scattering process, meaning that the iron atoms are
no longer bound by the solid sample within the lifetime of the
nuclear excitation. As the finite displacement of the solid-bound
nucleus becomes very large upon melting, the measured signal and
the Lamb-Mdossbauer factor begin dropping off to zero, giving a
signature of melting that can be fit with an experiment-specific
scattering intensity model. The SMS technique thus directly probes
the dynamic behavior of the iron atoms in order to detect melting.
Because the Mossbauer signal originates exclusively from solid-
bound iron nuclei, no other components in the sample assemblage
or experimental setup contribute to the signal, resulting in negli-
gible background and allowing for clear demarcation of the first
onset of melt.

2.2.2. X-ray diffraction

Synchrotron X-ray diffraction (XRD) is an in-situ technique sen-
sitive to atomic positions, with the electronic scattering process
occurring at extremely fast timescales (on the order of 10~1° sec-
onds). The presence of melt in the sample is revealed by the
appearance of a diffuse scattering signal, originating from atomic
disorder in the liquid state. This particular signal, termed liquid
diffuse scattering, is characterized by a discontinuous increase in
background intensity. The appearance of a liquid diffuse scattering
signal has been used in previous studies for detecting melting at
high pressures in iron and iron alloys (e.g., Anzellini et al., 2013;
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Morard et al., 2011; Boehler et al., 2008). XRD measurements addi-
tionally provide several other valuable pieces of information. Struc-
tural information is used to constrain the hcp-fcc phase boundary
and monitor signals of chemical contamination. Unit-cell volumes
measured at each temperature are used to calculate in-situ sample
pressure evolution through the heating run using previously pub-
lished thermal equations of state for the sample and the surround-
ing KCl, thus reducing a large source of uncertainty in constructing
the phase boundaries at high-P, T conditions. Finally, changes in
sample pressure during the XRD heating run can be fit and ap-
plied to the SMS measurements, where sample preparations are
essentially identical but pre-melting information on the sample’s
unit-cell volume (and thus pressure) is unavailable.

2.3. Experimental procedures

2.3.1. Synchrotron Méssbauer spectroscopy

The SMS experiments are conducted at beamline 3-ID-B of
the Advanced Photon Source, which features resonant scattering
techniques coupled with double-sided laser heating, the high-
frequency FasTeR temperature measurement system (Zhang et al.,
2015), conventional CCD-based upstream and downstream spec-
trometers, and x-ray diffraction (XRD). These experiments are con-
ducted in top-up mode with 24 photon bunches separated by 153
ns. X-rays are prepared with a bandwidth of 1 meV at the 14.4125
keV nuclear resonance of °’Fe using a silicon high-resolution
monochromator (Toellner, 2000). The signal is recorded using an
avalanche photodiode detector (APD) in forward scattering geome-
try. lonization chambers are placed proximal to the DAC (upstream
and downstream) to record fluctuations in the incident x-ray inten-
sity and x-ray intensity absorption through the DAC assemblage, to
monitor the thickness of the sample chamber during heating.

The shape and full-width half-maximum (FWHM ~16x16 pm?)
of the x-ray beam are measured by knife-edge scans using tung-
sten rods. Upstream and downstream cameras are optically aligned
to the DAC position, while the DAC is aligned to the x-ray position
using delay count intensities measured by horizontal and verti-
cal scans of the sample chamber. Alignment of the laser hotspot
(FWHM ~35x35 pm?2) and the x-ray beam are visually verified im-
mediately before and after each heating run with cameras, and
small changes in hotspot position due to thermal expansion of
laser optics are monitored during heating runs and fit during data
analysis (Section 3.2.1). XRD images are collected immediately be-
fore and after each heating run using a movable high resolution
MAR345 image plate (Marresearch GmbH). Due to the meV band-
width and the 14.4 keV incident energy, the exposure time re-
quired for a reasonable quality diffraction image is about 20 min-
utes. A CeO, standard is used to calibrate the sample and image
plate geometry. Samples are initially heated to ~1500 K for at least
5 minutes in order to anneal the sample heating location and ad-
just the upstream and downstream laser powers to achieve similar
CCD readout temperatures on both sides and a uniformly heated
sample. A high-statistical quality SMS time spectrum is collected
at the elevated annealing temperature in order to constrain a start-
ing effective thickness of the sample heating location (Zhang et al.,
2016). We refrained from collecting XRD images at high tempera-
tures due to requisite long XRD exposure times.

Each heating run consists of a computer-controlled acquisition
sequence, in which every 3 seconds the laser power is ramped
up incrementally and various parameters are recorded, including
the laser power, the time-integrated Mdssbauer signal intensity
(delayed counts), x-ray intensities from the ionization chambers,
and temperature readouts from the FasTeR system and CCD spec-
trometer. The FasTeR system measures the downstream sample
temperature and is characterized by a high sampling frequency,

Earth and Planetary Science Letters 584 (2022) 117358

recording ~300 samplings for every 3 second interval, while the
CCD-based spectrometer measures the upstream and downstream
temperatures and performs one measurement at the start of every
3 second interval. The total time for each heating run is around 2
to 4 minutes following the start of the acquisition sequence. Once
the heating run is completed, laser power is quenched, and an SMS
spectrum is collected, followed by an XRD image.

2.3.2. X-ray diffraction

The XRD experiments are conducted at beamline 13-ID-D of
the Advanced Photon Source, using a Pilatus CdTe 1M x-ray de-
tector and incident x-rays of energy 37 keV focused to a spot size
of ~3x3 um?, measured by knife-edge scans using tungsten rods.
A LaBg standard is used to calibrate the sample and image plate
geometry. Double-sided infrared lasers produce a flat-top heating
spot with diameter ~10 um (Prakapenka et al., 2008). Temper-
atures are measured on the upstream and downstream sides of
the sample using a PIMAX 3 detector (Princeton Instruments) that
records 1 to 10 measurements for every 4 second x-ray exposure
window, with exposure time and measurement frequency adjusted
for varying emission intensity. X-ray induced fluorescence on the
sample is used to align the x-ray beam with the location of the
laser heating spot and temperature measurements. Sample heating
locations are annealed for at least 5 minutes at ~1500 K.

For most XRD measurements, we use a burst heating method
that involves alternating pairs of high-temperature (“hot”) and
quenched (“cold”) measurements. The laser power is set to an ini-
tial low power to begin each heating run at a sample temperature
of ~1200 K. Laser shutters open to heat the sample and a 4 second
“hot” XRD collection is triggered. Laser shutters are then immedi-
ately closed to quench the sample, and an ambient temperature
“cold” XRD measurement is immediately collected, also for 4 sec-
onds. Once a measurement pair is recorded, the laser power is
increased to the next step in order to target a higher tempera-
ture for the next XRD measurement pair. Laser powers are adjusted
to maintain upstream and downstream temperature balance and
minimize axial thermal gradients in the sample. The total heating
time for a single heating location is around 1 to 4 minutes, spread
over the series of intermittent laser bursts. The short durations of
continuous heating time in burst mode help to minimize hotspot
drift and improve precision on x-ray and hotspot alignment. We
additionally conduct two heating runs using a continuous heating
method where laser power is manually increased during heating
without intermittent quenching in an otherwise identical proce-
dure that also uses 4 second XRD exposure times.

3. Results
3.1. Determination of the hcp - fcc phase boundary

X-ray diffraction images are integrated using the software
DIOPTAS (Prescher and Prakapenka, 2015). All 300 K patterns
confirm the presence of hcp-FepgNig1Sip1 and B2-KCl at am-
bient temperature, while high-temperature patterns reveal the
transformation of the sample to fcc symmetry (Fig. 1a). Some
ambient temperature patterns show remnant fcc reflections from
crystal grains that do not transform back to the hcp phase dur-
ing the rapid laser quench (Figs. 1b, 2c). The sluggish nature of
this back-transformation has been previously observed for iron
alloys (Komabayashi et al., 2012, 2019a). Additionally, some high-
temperature patterns exhibit small remnant hcp peaks that persist
after the bulk sample has transformed to the fcc phase, likely stem-
ming from the radial tails of the x-ray beam that traverse colder
parts of the sample. No other phases are identified from the pat-
terns, suggesting no evidence of carbon contamination or other
chemical reactions within detection limits. The temperatures used



V.V. Dobrosavljevic, D. Zhang, W. Sturhahn et al.

4
x10" : : ; : ; . 1 mm 2800
8 HOT [a;
2600
ARk = = M 2400
3 2 = 3 M 2200
| =
2 2000
2 1.5
8
£ 1800
1=
1600
05F |
111 1 [T O T 1| 11400
(I i )
[ B 1 I N T
ol . . . . . : . A1 900
8 10 12 14 16 18 20 22 24
20 (°)

Earth and Planetary Science Letters 584 (2022) 117358

4
x10 . : : : : = 2800
el | coLD [P
‘ 2600
2.5 v = g
s E;i S ~— | 2400 5
g E\:‘:‘E — <
€3 .- Y —t———— 00 2
~ - n—1 —N—V | ———_—
o E?;KE—__.—:—-‘ o
2 v o
£ 2 e ——— W 2000 &
¢ ©15 S = 2
o C M A A (]
£ 2 ¥ES =< 1800 3
e E IS ==== == §
1 ¥ = A\ = o
¥ ﬁ — A A—— — a
e A
=¥ i N A— i —————— g
N B YA ————— -
hep-Fe, Ni Sig | | | | [ [ T T I | 1|| 11400
fcc-Feo aN'o.ls'e 1 I I I I
B2-KCI 1 1 1 1 | | 1 1
. . . , . . . . 1200
8 10 12 14 16 18 20 22 24
20 (%)

Fig. 1. High temperature (“hot”) [a] and quenched (“cold”) [b] integrated XRD patterns from burst heating run D1P2S3 (49-56 GPa), color-coded by temperature. Colored ticks
below patterns identify reflections from hcp-Feg gNig 1Sio.1 (pink), fcc-FeggNig.1Sip.1 (purple), and KCl (black). The sluggish fcc to hcp back-reaction can result in reflections
from remnant fcc grains in patterns quenched from temperatures above the hcp-fcc transition (see also Fig. 2). (For interpretation of the colors in the figure(s), the reader is

referred to the web version of this article.)
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Fig. 2. Evolution of sample grain growth and recrystallization (texture) during heating run D1P2S3 (49-56 GPa). Panel [a] shows a raw 2D XRD image for a 300 K measurement
quenched from 2400 K. Panels [b] and [c] show hot and cold azimuthal intensities of the fcc (200) reflection (yellow box in [a]) as a function of sample temperature and
temperature before quench, respectively. Hot measurements ([b]) show grain growth and recrystallization of the fcc phase above the hcp-fcc transition (gray bar). Quenched
measurements ([c]) capture “snapshots” of recrystallization effects due to the sluggish back transformation from fcc to hcp during rapid quench. Panel [d] shows 300 K
intensities of the hcp (101) reflection (cyan bar in [a]). Texture of the quenched hcp phase evolves from fine-grained to coarse-grained as the sample is heated above the

hcp-fee transition.

for further analysis of the high-temperature patterns are the mean
of the upstream and downstream temperatures, with uncertainties
represented by the standard error of the mean. The dependence
of sample temperature on the incident laser power cannot be re-
liably used to identify the onset of melting in this study (see Text
S2, Fig. S1).

For all heating runs, we observe smooth continuous diffraction
rings for high temperature hcp reflections and spotty diffraction
rings for high temperature fcc reflections, as well as for remnant
fec reflections in quenched measurements (Fig. 2b-c, Movie S1). We
interpret these observations as the onset of grain growth (texture
development) concurrent with the hcp-fcc transition. With subse-
quent heating at temperatures above the transition, we observe
changes in diffraction spot positions and in fcc reflection intensi-
ties (Fig. 3) with each heating step and XRD measurement, which
we interpret as recrystallization of the fcc phase at high tempera-
tures. We observe similar behavior during burst heating mode in
the quenched hcp reflections, which transition from continuous to
spotty diffraction rings (grain growth) (Fig. 2d) at the hcp-fcc tran-

sition and similarly exhibit changes in diffraction spot positions
(recrystallization) with subsequent heating steps.

We constrain the temperature of the hcp-fcc phase boundary
using multiple non-overlapping sample reflections from the high-
temperature XRD patterns, choosing two to five individual reflec-
tions from both phases for all heating runs (listed in Figs. 3, S2-10).
We integrate reflection intensities, subtract the integrated back-
ground intensity at each reflection, and normalize by the starting
intensity. This procedure collapses all reflection intensities onto the
same range of arbitrary intensity units, allowing for direct compar-
ison and simultaneous fitting of all selected reflections for each
phase. The loss of the hcp reflection intensities with increasing
temperature is fit using a sigmoid function, whose finite width,
generally ~400 K (Fig. 3, Figs. S2-10), results from two phenom-
ena. A coexistence region (~100-200 K) is expected for the hcp
and fcc phases, as observed previously for iron-silicon alloys (e.g.,
Komabayashi et al., 2019a). However, the likely presence of an ax-
ial temperature gradient in the sample (e.g., Sinmyo et al., 2019)
could lead to overestimation of an hcp-out temperature, due to the
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Fig. 3. Changes in normalized integrated intensities from multiple hcp- and fec-
Feo gNig.1Sip.1 reflections during heating run D1P2S3 (49-56 GPa). Transition tem-
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temperatures. Recrystallization of fcc grains (Fig. 2) produces fluctuations in fcc re-
flection intensities.

presence of the hcp phase in the cooler sample interior even as the
hotter sample surface has fully transformed to the fcc phase. To
account for these effects, we calculate the hcp-out temperature as
the 50% intensity value from the sigmoid fit, with uncertainty es-
timated from the scatter of individual reflection intensities around
the sigmoid fit. The onset of fcc reflections with increasing tem-
perature is not fit due to significant scatter in intensities, resulting
from recrystallization of the fcc phase. Instead, the fcc-in tempera-
ture is estimated at around 20% of the maximum intensities with
reasonable uncertainty. The temperature of the phase boundary is
calculated as an average of the hcp-out and fcc-in temperatures,
with total uncertainty as the root-mean-square of the difference in
these temperatures and their individual uncertainties.

3.2. Detection of melting

3.2.1. Synchrotron Mdssbauer spectroscopy

Determining the melting temperature of FeggNig 1Sig.q1 from
SMS experiments involves fitting the intensity of the Mdssbauer
signal as a function of the sample temperature, calculated as an
average of the upstream and downstream CCD temperatures. We
additionally bin the high-frequency FasTeR temperatures to match
the 3 second measurement intervals of the CCD temperatures and
SMS intensities. The standard deviation of the FasTeR temperatures
within each 3 second interval provides a higher temporal estimate
of the sample temperature fluctuations (averaging around 30-50 K)
than the CCD measurements. Temperature uncertainties are calcu-
lated as a quadrature sum of the upstream and downstream CCD
temperature difference and the FasTeR temperature fluctuations.
FasTeR temperatures show excellent agreement with the down-
stream CCD temperatures during all heating runs.

We use the CONUSS software package (Sturhahn, 2000) to fit
the high-temperature SMS time spectrum collected before the start
of the acquisition sequence in order to constrain the effective
thickness of the sample at the start of the heating run (Fig. 4a). Ef-
fective thickness is dimensionless and is the product of the numer-
ical density of the °’Fe atoms, the physical thickness of the sam-
ple, the nuclear resonant cross-section (2.56x10722 m? for °’Fe),
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and the Lamb-Maossbauer factor (probability of recoil-free scatter-
ing events). We then calculate the Mdssbauer signal intensity for
each 3 second collection interval of the heating run (Fig. 4b) as the
integral of delayed counts over the timing window. We normalize
integrated counts by the x-ray intensity ratio measured by the up-
stream and downstream ionization chambers, in order to remove
the effects of fluctuations in incident x-ray intensity and changes
in the sample chamber thickness. Changes in the sample chamber
thickness, as measured by the upstream and downstream ioniza-
tion chambers, never exceed 2% for any heating runs (Figs. S11-14).

The starting effective thickness, along with the sizes and shapes
of the x-ray beam and laser hot spot incident on the sample sur-
face, are inputs into the MINUTI software SIMX module (Sturhahn,
2021), which models the temperature evolution of the normalized
delayed counts as a function of temperature and fits the measured
data to constrain the melting temperature (Fig. 4c) (see Zhang et
al., 2016). We illustrate the effects of x-ray beam size and start-
ing thickness on the Mossbauer intensity profiles as a function
of temperature in a series of forward models (Fig. S15). We ad-
ditionally show effects of a small offset between the x-ray beam
and the laser hotspot, which is a fit parameter in all heating runs
(reported in Table S1) and is in good agreement with offset mag-
nitudes visually estimated with CCD cameras during heating. By
incorporating experiment-specific details with an underlying phys-
ical basis for the temperature evolution of scattering events, this
approach provides a meaningful and quantitative basis for inter-
preting the presence of melt.

3.2.2. X-ray diffuse scattering

Melting is revealed in XRD measurements by a liquid dif-
fuse scattering signal, whose intensity must overcome a relatively
large baseline background to be statistically detectable and may
be difficult to identify solely from visual inspection of diffrac-
tion patterns. To quantify background intensity changes, we se-
lect a narrow background near the lowest 20 sample reflections
(Fig. 5a,c), an area relatively isolated from Bragg reflections and
consistently shown to produce the strongest diffuse signal (e.g.,
Anzellini et al., 2013), and integrate this region for both the
“hot” high-temperature and “cold” quenched patterns (Fig. 5b). The
cold patterns in burst heating mode produce “snapshots” of the
baseline reference background shape as it evolves during heating.
Most heating runs exhibit noisy fluctuations in the reference back-
ground, likely caused by recrystallization above the hcp-fcc transi-
tion, that lead to the diffuse signal being difficult or impossible to
detect in the hot patterns (Figs. S2-8) (e.g., Asanuma et al., 2010).
The two continuous heating runs similarly exhibit background fluc-
tuations and no obvious diffuse signal, indicating that the effect of
recrystallization on background intensities is independent of heat-
ing mode (Figs. S9-10). Background fluctuations behave differently
at different reflection angles (Fig. 5b), making it difficult to detect a
diffuse signal by only comparing hot intensities at different angles.

We introduce a background updating method to quantify
changes in the reference background level and facilitate the deter-
mination of the liquid diffuse signal onset. This method involves
normalizing each hot intensity by the corresponding cold inten-
sity, essentially updating the shape of the reference background
with each heating step and removing the noisy fluctuations caused
by recrystallization (Fig. 5d). For all burst heating runs, this pro-
cedure reveals the onset of a statistically significant discontinuous
increase in background intensity that we interpret as the onset of
a liquid diffuse signal. The gentle increase in background inten-
sity before melting may be attributed to thermal diffuse scattering
of the solid sample. We explore the effect of integrating different
background regions, including fits to full 260 backgrounds (Text S3,
Figs. S16-17), and find that the strongest sensitivity to a liquid dif-
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Fig. 4. Typical SMS measurement of melting (heating run D1S1, 43-47 GPa). Panel [a]: High-statistical quality Mossbauer time spectrum is collected for ~5 minutes while
annealing at ~1500 K. Spectra are fit with CONUSS (Sturhahn, 2000) to calculate the sample starting thickness. Panel [b]: Temperature (red line, left axis) and time-integrated
delayed counts (purple shading in [a]) are collected over a series of 3-second intervals as laser power is gradually increased in an automatic acquisition sequence. Sudden
drop-off in counts occurs at the onset of melting. Panel [c]: Scattering intensity model (solid black line) is fit to the count-temperature profile (purple points, left axis) in
MINUTI (Sturhahn, 2021) to constrain the melting temperature (purple bar). Changes in sample chamber thickness (gray points, right axis) are calculated from total x-ray
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Fig. 5. Background intensity analysis for heating run D1P2S3 (49-56 GPa). Panels [a] and [c] show high temperature (“hot”) and quenched (“cold”) integrated XRD patterns,
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quench step. Onset of a plateau in volumes aligns with the melting temperature de-
termined from the liquid diffuse scattering signal (orange bar). The shaded gray bar
represents the hcp-fcc transition.

fuse signal is achieved with integration of the narrow low-angle
region and use of the reference background updating method.

3.2.3. Unit-cell volumes

Lattice parameters and unit cell volumes for Feg gNig 1Sip.1 and
KCl phases are determined from fits of the XRD patterns using the
GSAS-II software package (Toby and Von Dreele, 2013) for a sam-
pling of measurements from each heating run (Fig. 6). For most
runs, the melting temperature as determined by the liquid diffuse
scattering signal seems to generally align with the onset of a vol-
ume plateau (Anzellini et al., 2013), though scatter in the volume
data poses a challenge to place precise constraints on the melting
temperature. For the two continuous heating runs, where no dif-
fuse signal can be detected, we can estimate a melting temperature
from the onset of a volume plateau (Figs. S9-10). We additionally
calculate c/a ratios of the hcp phase for all measurements (Fig. S18)
and find excellent agreement with previous reports (Morrison et
al.,, 2018; Komabayashi et al., 2019b).

3.3. In-situ pressure determination and thermal pressure calculation

Previously published thermal equations of state (Tateno et al.,
2019; Morrison et al.,, 2018; Komabayashi et al., 2019b; Edmund
et al., 2020; Komabayashi, 2014) are used to calculate in-situ pres-
sures of B2-KCl, hcp-Feg gNig.1Sig.1, and fcc-Feg gNig.1Sig.1 for high-
temperature and quenched XRD measurements (Table S2 and Text
S4). These equations of state result in excellent agreement between
Feg.gNig.1Sip.1 and KCl pressures, consistently within 1-2 GPa, for
both ambient and high temperatures (Fig. 6), though fcc pressures
exhibit more scatter likely due to recrystallization effects. Final
XRD pressures used for phase boundary location are an average
of FeggNig.1Sip.1 and KCl pressures, with uncertainties calculated
as the difference in pressures.

Using the in-situ pressures calculated for the XRD measure-
ments, we can constrain the thermal contribution to pressures in
the sample chamber as a function of temperature. We calculate
thermal pressures of the FeggNig.1Sip.y sample by compiling all
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Fig. 7. Compilation of all thermal pressures of all XRD measurements in this study,
calculated as the difference between hot and corresponding quenched cold pres-
sures, for hcp- (red) and fcc-FeggNig.1Sip.1 (blue) and B2-KCl (gray). Linear fits of
thermal pressure slopes (solid lines) for hcp-Feg gNig.1Sip.1 [2.940.9 GPa per 1000
K] and B2-KCl [2.940.1 GPa per 1000 K] show excellent agreement. Onset of scat-
ter in pressure for the fcc phase corresponds to the onset of melting in the XRD
measurements. For further details on the thermal pressure model constructed from
these data, see Section 3.3, Text S5, and Figs. S19-21.

hot pressure increases relative to pressures of the corresponding
quenched measurement. A linear fit to all sample thermal pres-
sures constrains a slope of 2.9+0.9 GPa per 1000 K, in excellent
agreement with the fit to all KCl thermal pressures (2.9+0.1 GPa
per 1000 K) (Fig. 7). Based on these in-situ measurements, we re-
port a thermal pressure model for FeygNig 1Sip1 in a KCl pressure
medium: 2.9 GPa per 1000 K with an added uncertainty of 3 GPa
on pressures at melting. This thermal pressure model accounts
for uncertainties in KCl temperatures, while showing agreement
with published in-situ measurements on Fe and FeggNig 1 in a KCI
pressure medium (see Text S5 and Figs. S20-21 for details). We ap-
ply this thermal pressure model to all SMS measurements in this
study, with starting cold pressures calculated from the XRD mea-
surements taken before and after each SMS heating run.

3.4. Phase diagram of Feg gNig 1Sig.1

We present a summary of all measurements conducted in this
study in Fig. 8, spanning a range from 20 to 83 GPa and 1200
to 3500 K, with P-T conditions of measured phase boundaries re-
ported in Table S1. Melting temperatures demonstrate both strong
reproducibility for each individual melt detection technique as well
as excellent agreement within mutual uncertainties between the
two independent techniques. We calculate a fit to all melting
points with the commonly used empirical Simon-Glatzel formu-
lation (Simon and Glatzel, 1929)

Pm— P y
Tm=Tmo <7m " m0+1>

where the melting points (T, Pp) are related to a reference
melting point (T, Pmo) and x, y are adjustable, material-specific
fit parameters. For FeggNig 1Sig.1, we find best-fit values Tpo =
1990+50 K, Prmo = 23+1 GPa, x = 10+5 GPa, and y = 0.1840.05,
resulting in the melting curve shown in Fig. 8 with fit quality
R? =0.92. For the hcp-fcc boundary, we calculate a linear fit with
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Fig. 8. Compilation of pressure, temperature, and phase conditions of all measure-
ments (color points) in this study for SMS (diamonds) and XRD (circles) heating
runs. White points represent phase boundaries as determined in Sections 3.1 and
3.2 (reported in Table S1). Melting temperatures from SMS and XRD techniques ex-
hibit excellent agreement and reproducibility within uncertainties: liquid (orange),
solid (purple, SMS; blue, XRD). XRD runs additionally constrain the solid hcp-fcc
transition (hcp - red, fcc - blue, transition range - pink). Solid lines are fits to phase
boundaries with shaded uncertainties. See Section 3.4 and Text S6 for fitting details.

slope 11.6+0.9 K/GPa and 0 GPa intercept 1430455 K, resulting in
the phase boundary shown in Fig. 8 with RZ = 0.96. The intersec-
tion of these two phase boundaries is calculated to constrain the
location of the hcp-fcc-liquid quasi-triple point at 1474+14 GPa and
3140490 K. In reality, melting of an alloy should be described by a
solidus and liquidus. Within our experimental resolution however,
the solidus and liquidus are indistinguishable and are addressed
simply as the melting curve of FeygNig.1Sig.1, in accordance with
previous studies on Fe-Ni and Fe-Si systems (e.g., Asanuma et al.,
2010; Zhang et al., 2016). Treatment of uncertainties and error
propagation is discussed in Text S6.

4. Discussion
4.1. Comparison with previous studies

In order to compare with previous studies and discuss the ef-
fects of silicon on the melting temperatures of Fe and Fe-Ni, we
first conduct a systematic analysis to determine the relative effects
from similar measurements. To do so, we apply our new thermal
pressure model to previous SMS melting data on Fe and Feg gNig 1
(Jackson et al., 2013; Zhang et al, 2016), which were collected
at the same beamline using identical experimental techniques as
this study. Using these recalculated pressures, we fit updated SMS
melting curves for fcc-Fe and fcc-FeggNig1 (Fig. 9, Text S7). We
now consider how the recalculated SMS data on Fe and FeggNig 1
compare with other recent melting studies and find that discrep-
ancies remain.

We therefore examine a recently proposed hypothesis (Morard
et al, 2018) suggesting that differences in pressure metrology
alone explain discrepancies in fcc-Fe melting temperatures among
various techniques. To do so, we compile recent measurements of
Fe melting from a range of in-situ techniques (Fig. 9a). The highest
melting temperatures are from Anzellini et al. (2013) and Hou et
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al. (2021), while the lowest are reported by Aquilanti et al. (2015),
Sinmyo et al. (2019), and Basu et al. (2020), spanning a range of
~700 K at 100 GPa. SMS results (Jackson et al., 2013; Zhang et al.,
2016), fall in between these two bounds and are generally com-
patible with Sinmyo et al. (2019) and Basu et al. (2020) within
mutual uncertainties. Results from Boehler et al. (2008) are in ex-
cellent agreement with SMS results, while results from Morard et
al. (2018) display better agreement with lower bound tempera-
tures at lower pressures and general agreement with upper bound
temperatures at higher pressures. This compilation shows disagree-
ments among studies that are significantly larger than measure-
ment uncertainties. Important for the discussion here, Anzellini et
al. (2013) and Sinmyo et al. (2019) report nearly identical ther-
mal pressures (Figs. S20-21, Text S5), while displaying up to 700 K
difference in melting temperatures.

The above comparisons suggest that pressure metrology alone
cannot resolve discrepancies in fcc-Fe melting data. They also can-
not necessarily be attributed to the specific in-situ diagnostics used
to determine the onset of melting. This can be seen from the fact
that similar diagnostic methods for melt detection, such as sam-
ple resistivity (Sinmyo et al., 2019; Basu et al., 2020; Hou et al,,
2021), changes in x-ray absorption spectra (XAS) (Aquilanti et al.,
2015; Morard et al., 2018), and appearance of a liquid diffuse x-ray
scattering signal (XRD) (Boehler et al., 2008; Anzellini et al., 2013),
have all given results at both the upper and lower temperature
bounds (Fig. 9a). Our study examines independent experimental
datasets, from XRD with a background updating method and from
SMS, finding excellent agreement in melting temperatures. There-
fore, identical diagnostic methods may still involve different inter-
pretations of the onset of melting.

The apparent discrepancies may also result from other exper-
imental factors. One possibility is carbon contamination from the
diamond anvils (Prakapenka et al., 2003), which could lead to un-
derestimated melting temperatures due to the formation and melt-
ing of FesC, as suggested by Morard et al. (2018). However, this
explanation is difficult to apply to the measurements of Boehler et
al. (2008) and Sinmyo et al. (2019), both of whom observed the
loss of Fe reflections upon melting and no Fe3C reflections in their
XRD data. Another possibility is variable thickness of samples and
differing heating methods (one-sided or two-sided laser heating,
and electrical heating), which could produce temperature gradi-
ents in the sample and potentially lead to overestimated melting
temperatures, as suggested by Sinmyo et al. (2019). However, such
axial temperature gradients are unlikely to be larger than ~250
K for typical sample thicknesses (~5 pm) and would be negligi-
ble for thin samples (~1 pm) (Sinmyo et al., 2019). Another factor
could involve temperature determination from Planck fits of ther-
mal emission spectra, which could lead to both overestimation and
underestimation of melting temperatures, as suggested by Hou et
al. (2021). We note that the temperature measurement system at
beamline 3-ID-B (APS) was calibrated using the temperature asym-
metry of the NRIXS spectra (Lin et al., 2004; Sturhahn and Jackson,
2007), which is independent of the optical path. Aquilanti et al.
(2015) also suggested that misalignments of the x-ray beam and
laser hotspot could lead to overestimation of melting temperatures.

For Fe-Ni, results from Torchio et al. (2020) on the melting of
fec-Feg gNig 2 using x-ray absorption spectroscopy (XAS) show sys-
tematically higher temperatures than SMS results on fcc-Feg gNig 1
(Zhang et al., 2016), but are compatible within mutual reported
uncertainties, spanning a range of ~300 K at 100 GPa (Fig. 9b),
and both studies reach similar conclusions. Specifically, when com-
paring with XAS results on Fe (Morard et al., 2018), Torchio et
al. (2020) found negligible effect of nickel on melting temper-
atures, in excellent agreement with the relative effect of nickel
determined by SMS measurements (Zhang et al., 2016). These con-
clusions lend confidence that the relative effect of alloyed-Ni and
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Si on iron’s melting curve can be well-constrained, despite open
questions about the accuracy of various fcc-Fe melting curves.

4.2. Effect of nickel and silicon on phase relations in planetary cores

A recent compilation of melting studies on silicon-bearing iron
alloys measured by XRD without burst heating and background up-
dating (Fischer, 2016) illustrates the challenge of interpreting the
effect of silicon on the melting temperatures of iron due to spar-
sity and scatter of data (reproduced in Fig. 10). When compared
to the melting curve of pure Fe measured by XRD (Anzellini et al.,
2013), Feg.84Sip.16 (9Wt%Si) shows a decrease in melting tempera-
ture below 50 GPa and a possible increase above 90 GPa (Fischer
et al., 2013), while Feg 74Sig 27 (16wt%Si) shows a decrease of vari-
able magnitude from 20 to 140 GPa (Fischer et al, 2012) and
Feg.70Sip.30 (18wt%Si) shows negligible effect below 60 GPa and
a growing decrease from 60 to 120 GPa (Asanuma et al., 2010).
For nickel-bearing compositions, the only prior static compression
melting study on such alloys shows that the melting curves of
Feg.78Nig.04Sip.1g (10wt%Si) and Feq 79Nig.04Sip.26 (15wWt%Si) mea-
sured by XRD (Morard et al., 2011) exhibit lower temperatures
and greater curvature relative to Fe (Anzellini et al., 2013). Two
measurements of Feg75Nig.07Sip.1g (10wt%Si) from a shock com-
pression study (Zhang et al., 2018) may be compatible with results
from Morard et al. (2011), though the studied pressure ranges do
not overlap, and significant uncertainty may exist in the thermal
conductivity values used to model the measured raw interfacial
temperatures. Importantly, no melting studies exist on alloys with
more moderate concentrations of Si (<9wt%).

Interpretation is challenging in part because Fe crystallizes in
the fcc structure from the melt below 100 GPa and hcp above 100
GPa, while alloys with relatively high Si concentration (> 9wt%)
can exhibit phase mixtures like B2 + fcc + hcp or the presence of
bcc-like phases (Fischer et al., 2013; Asanuma et al., 2010; Wicks et

al., 2018). Morard et al. (2011) similarly observed a mix of fcc and
bcc phases present at melting for Feg7gNig.04Sio.1s (10wt%Si) in
the studied pressure range (20-80 GPa). In contrast, lower Si con-
centrations such as Feg g2Sig.og (4wt%Si) and Feg ggSip.12 (6.5wWt%Si)
have been shown to exhibit fcc and hcp stability fields similar to Fe,
albeit with the hcp-fcc transition boundary shifted to higher tem-
peratures (Komabayashi et al., 2019a). Komabayashi et al. (2019b)
showed that Feg ggNig 04Sig.0s (4wt%Si) exhibits fcc and hcp sta-
bility fields similar to Fe but with a flatter transition boundary
relative to Fe (Komabayashi et al., 2009) (Fig. 10), in agreement
with an earlier study on Feg ggNig 04Sio.0s (4wt%Si) that observed
the hcp phase at Earth’s inner core conditions (Sakai et al., 2011).

Using the updated SMS melting curves of fcc-Fe and fcc-
FeggNip 1 calculated in Section 4.1, we systematically evaluate the
effect of silicon. We find that the addition of 10 mol% Si reduces
the melting temperature of FeggNip.; by ~250 K at low pressures
(<60 GPa) and up to 500 K at conditions of Earth’s outermost core
(Fig. 10). These findings are in qualitative agreement with results
from Morard et al. (2011), who found a similar reduction in tem-
perature and increase in curvature of the melting boundary for
Feo.70Nig.04Sio.26 relative to pure Fe (Anzellini et al., 2013). While
the relative effect is consistent, we note the systematically larger
melting temperatures in these aforementioned XRD studies com-
pared to results from this study. These offsets could be caused by
several experimental factors discussed in Section 4.1 for pure Fe,
some of which may explain the findings of Asanuma et al. (2010),
who identified melting of Fey70Sig30 from temperature disconti-
nuities and recovered sample textures but could not detect liquid
diffuse signals.

Regarding subsolidus phase relations, we find that Feg gNig 1Sig 1
exhibits fcc and hcp stability fields similar to Fe but with a transi-
tion boundary featuring a much shallower slope and higher tem-
peratures at low pressure. This combined effect of Ni and Si is in
qualitative agreement with the previous study on Feg ggNig.04Sio.08
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Fig. 10. Phase boundaries of FeggNijpSiip measured in this study (orange lines; see
Fig. 8 for orange symbol shapes), with the calculated hcp-fcc-liquid quasi triple point
(black outlined orange circle) and a Simon-Glatzel model for the melting curve (Text
S7). Solid black and gray curves are SMS melting of Fe and FeggNijp, respectively, as
refit in this study (Section 4.1, Fig. 9, Text S7). Dashed black line is the melting of
Fe determined by XRD without burst heating and background updating (Anzellini
et al, 2013). Dotted lines show the hcp-fcc boundary previously determined by
XRD (in a resistive-heated DAC) for Fe (black, Komabayashi et al., 2009), Feg;Nig
(gray, Komabayashi et al.,, 2012), and FeggNisSig (blue, Komabayashi et al., 2019b),
while squares show the hcp-fcc boundary for Feg,Sig (purple) and FeggSi12 (pink)
(Komabayashi et al., 2019a). Melting temperatures of Fe(-Ni)-Si from previous stud-
ies using XRD without burst heating and background updating (in a laser-heated
DAC) are plotted as an average of reported lower and upper bounds (empty pur-
ple circles: Fischer et al., 2013; filled purple circles: Fischer et al., 2012; filled pink
circles: Asanuma et al., 2010; blue circles: Morard et al., 2011). Shock melting of
Fe75Ni7Sijg is shown in blue triangles (Zhang et al., 2018), with an asymmetric er-
ror bar encompassing the raw interfacial temperature measurement value (—150 K)
and uncertainty (121 K). Error bars are plotted for at least one representative data
point for each melting study.

(Komabayashi et al., 2019b), with a more pronounced flattening ef-
fect on the boundary in this study due to greater concentrations of
both Ni and Si. The reduction in melting temperatures and flatten-
ing of the hcp-fcc boundary leads to an hcp-fcc-liquid quasi-triple
point for FeggNig 1Sig.q1 at higher pressures and lower tempera-
tures relative to Fe and Fe-Ni. The resulting melting temperature
of FeggNig 1Sip.1 is 400 K lower than that of fcc-FeggNig.q at 125
GPa and 500 K lower than that of hcp-FeggNigq at 150 GPa, if
the hcp-FeggNig.q1 melting curve has the same shape as the hcp-Fe
melting curve (Sinmyo et al., 2019).

5. Conclusion

In this study, we present a multi-technique approach for prob-
ing the dynamics and spatial positions of atoms in iron-bearing
materials to measure solid phase relations and melting curves
at extreme conditions. Specifically, we apply synchrotron Moss-
bauer spectroscopy and x-ray diffraction methods to Feg gNig 1Sig 1,
a composition compatible with recent estimates for the cores of
Earth and Mercury, to clarify the combined effects of nickel and
silicon on planetary cores. To our knowledge, this study repre-
sents the first combined use of these two techniques, sensitive
to different atomic-level properties at different time and length
scales, to detect melt. The introduction of a burst heating and
background updating method for the XRD measurements leads to
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excellent agreement in the melting temperatures determined inde-
pendently by the two techniques. Using a thermal pressure model
constructed in this study, we present updated SMS melting curves
for fcc-Fe and fcc-FeggNip.q to systematically evaluate the relative
effect of silicon.

We find that the addition of 10 mol% Si to FeggNigq reduces
melting temperatures by 250 K at low pressures (<60 GPa) and
flattens the hcp-fcc boundary. These pressures are relevant to small
terrestrial-type cores like in Mercury (<35 GPa), and if silicon is
the major light element in Mercury’s core, the lower melting tem-
peratures imply lower core temperatures and/or a smaller inner
core (Knibbe and van Westrenen, 2018). We find that silicon ex-
tends the hcp-fcc-liquid quasi-triple point of FeggNipq to higher
pressures and lower temperatures, resulting in a decrease in melt-
ing temperature at Earth’s outermost core pressures by 500 K.
If one assumes an identical curvature of the hcp melting bound-
ary for FeggNig 1Sig.1 as for Fe (Zhang et al., 2016) and no effect
on the shape of the core adiabat, then 10 mol% (5.3wt%) silicon
would suggest that the core-side temperature of the core-mantle
boundary (CMB) is around 3500 K. This temperature is below the
lowest estimates for solidus temperatures of lower mantle assem-
blages at the CMB (Nomura et al., 2014) and lends support for
solid-state interpretations of seismic heterogeneities like ultralow
velocity zones (Wicks et al., 2017; Dobrosavljevic et al. 2019; Jack-
son and Thomas, 2021).
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