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SUMMARY

Recent modelling studies have shown that laboratory-derived rheology is too strong to re-
produce observations of flexure at the Hawaiian Islands, while the same rheology appears
consistent with outer rise—trench flexure at circum-Pacific subduction zones. Collectively,
these results indicate that the rheology of an oceanic plate boundary is stronger than that of
its interior, which, if correct, presents a challenge to understanding the formation of trenches
and subduction initiation. To understand this dilemma, we first investigate laboratory-derived
rheology using fully dynamic viscoelastic loading models and find that it is too strong to
reproduce the observationally inferred elastic thickness, T, at most plate interior settings. The
T, can, however, be explained if the yield stress of low-temperature plasticity is significantly
reduced, for example, by reducing the activation energy from 320 kJ mol~!, as in Mei et al., to
190 kJmol~! as was required by previous studies of the Hawaiian Islands, implying that the
lithosphere beneath Hawaii is not anomalous. Second, we test the accuracy of the modelling
methods used to constrain the rheology of subducting lithosphere, including the yield stress
envelope (YSE) method, and the broken elastic plate model (BEPM). We show the YSE method
accurately reproduces the model 7, to within ~10 per cent error with only modest sensitivity
to the assumed strain rate and curvature. Finally, we show that the response of a continuous
plate is significantly enhanced when a free edge is introduced at or near an edge load, as in the
BEPM, and is sensitive to the degree of viscous coupling at the free edge. Since subducting
lithosphere is continuous and generally mechanically coupled to a sinking slab, the BEPM may
falsely introduce a weakness and hence overestimate 7, at a trench because of trade-off. This
could explain the results of recent modelling studies that suggest the rheology of subducting
oceanic plate is stronger than that of its interior. However, further studies using more advanced
thermal and mechanical models will be required in the future in order to quantify this.

Key words: Lithospheric flexure; Mechanics, theory, and modelling; Rheology: crust and
lithosphere.

(2013) for Hawaiian Islands] and low-temperature plasticity (LTP)

I INTRODUCTION laws (e.g. Mei et al. 2010) suggest, however, spatial variations in

Plate tectonics implies that the plates behave rigidly in the way
they respond to loads on long geological timescales. The principal
evidence for a rigid oceanic lithosphere has come from observa-
tions of flexure which show that the effective elastic thickness, 7,
(equivalent to flexural rigidity) increases with age away from a mid-
ocean ridge (Watts 1978) and from experimental rock mechanics
data which suggest that while its strength is limited by brittle de-
formation in its upper part and ductile flow in its lower part, the
lithosphere has an intervening elastic ‘core’ that increases in thick-
ness with age (Goetze & Evans 1979; Watts & Burov 2003). Recent
studies based on modelling plate flexure [Hunter & Watts (2016)
for circum-Pacific trench—outer rise systems and Zhong & Watts

plate rigidity, with subduction zones appearing stronger than ex-
pected for the age of the plate at the time of loading and the interior
of plates weaker. This poses a dilemma, especially for the forma-
tion of deep-sea trenches and the initiation of subduction, since plate
boundaries would be expected to be generally weaker, not stronger,
than plate interiors.

Possible explanations for this dilemma include consideration of
the timescales of loading (Hunter & Watts 2016), the role of flexure-
induced bending stresses (Craig et al. 2014a) and faulting (Billen
& Gurnis 2005) and the thermal effects of magma-assisted flex-
ure (Buck et al. 2015) due, for example, to ‘petit’ spots (Hirano
et al. 2008) or deep mantle plumes (Pleus ez al. 2020). Hunter &
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Watts (2016), for example, found that while there is indeed evi-
dence of a localized weak zone in the region of the seaward wall of
a trench where the curvature of flexure is highest, the ‘background’
T, of a trench—outer rise system (their so-called ‘seaward 7,’) was
controlled by a relatively high (671-714 °C) oceanic isotherm com-
pared to that found at the Hawaiian Islands (~450°C). Similarly,
McNutt (1984) found the mechanical thickness of subducting litho-
sphere to generally be larger than that at ocean island settings, and
attributed the difference to regional thermal anomalies. However,
there is increasing evidence to suggest that thermal rejuvenation by
the Hawaiian plume does not significantly modify the lithospheric
thermal structure (Ribe & Christensen 1994), surface heat flux (von
Herzen 1989), nor does it support swell topography which appears
to be dynamic (e.g. Ribe & Christensen 1994; Zhong & Watts 2002;
Cadio et al. 2012; Huppert et al. 2020). Therefore, that estimates
of T, from recent studies indicate lithospheric rheology is stronger
(i.e. higher yield stress) at subduction zones than at ocean island
settings is not easily understood.

The purpose of this paper is to address this dilemma by a revaluat-
ing some of the methods that have been used to model plate flexure
and their implications for understanding the rheology of oceanic
lithosphere in plate boundary and interior settings. Our focus is on
the validity of broken elastic plate models (BEPM) and the yield
stress envelope (YSE) methods used to estimate 7, the sensitivity
of these estimates to some of the parameters in laboratory-derived
rheological laws, and the effects of regional variations in the thermal
and/or magmatic structure on 7,. We use fully dynamic viscoelastic
loading models to show that the YSE method accurately reproduces
T, and the state of stress of flexed oceanic lithosphere, and that
the BEPM method significantly enhances the flexure such that a
trade-off exists and an oceanic plate may appear stronger than it ac-
tually is, and that 7, at a majority of seamount and ocean-islands is
overestimated by a factor of approximately 2 by laboratory-derived
rheology.

2 MODELS AND METHODS

In this section, we present lithospheric rheology including brittle and
ductile yielding mechanisms. We then introduce the YSE method
and the numerical viscoelastic loading model. The elastic plate
model (EPM) and BEPM are well documented in previous studies
and so are reproduced here only visually (Fig. 1, for full details,
refer to Turcotte & Schubert 1982, or Watts 2001). The lithosphere
may be approximated to first order as an elastic plate, but more
complete models include the possibility for anelastic yielding that
may occur under high stress and high temperature conditions.

2.1 Lithospheric rheology

Laboratory studies suggest that when stress exceeds the local elastic
limit, anelastic yielding of the lithosphere is controlled by (i) fric-
tional sliding, (ii) LTP (also commonly referred to as dislocation
glide or Peierls creep) and (iii) high-temperature creep (HTC). The
yield stress of frictional sliding is formulated (Byerlee 1978)

Tyield = M fPEZ, (h

in which p, is the frictional coefficient of a pre-existing fault, p is
density, g acceleration due to gravity and z is depth. This simple
formulation assumes that the normal stress on an arbitrary fault is
equal to the local lithostatic pressure, although it is also straightfor-
ward to consider the differing normal stress and strength of normal,
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Figure 1. Schematics of the EPM and the BEPM. (a) The EPM is infinite in
2-D space. The plate is assumed to be thin relative to the width or wavelength
of the load such that vertical variations within the plate can be neglected.
The load pictured is an infinite line load or delta function in x, and constant
in y. Commonly used loads also include sinusoidal loads and finite-width
loads. (b) The BEPM is identical to the EPM except that the model geometry
is semi-infinite in x and a bending moment is often applied to the free edge.
The deformational response in both the EPM and the BEPM is purely elastic.

reverse and strike-slip faults. While the seminal laboratory study
of Byerlee (1978) estimated the frictional coefficient py = 0.7, ob-
servational and modelling studies estimate 1, = 0.3 based on the
dip angle newly formed faults in the outer-rise at subduction zones
(Craig et al.2014b), as well as based on the seismic strain rate at the
Hawaiian Islands (Bellas & Zhong 2021). Based on observations
of heat flux above interplate thrust faults, i, < 0.1 (Gao & Wang
2014; England 2018). The reasons for this spread in 11, between dif-
ferent tectonic settings and laboratory conditions are not generally
understood.

LTP (i.e. dislocation glide or Peierls creep) is formulated (e.g.
Mei et al. 2010)

é = Ao" exp (—%(1 - (g)p)q> , (2)

in which ¢ and o are the second invariants of the strain rate and
deviatoric stress tensors, respectively, 4 is the pre-exponential fac-
tor, n is a constant, £, is the plastic activation energy, R is the
gas constant, T is temperature, op is the Peierls stress and p and
q are constants determined in experiments (Figs 2a and b). Dif-
ferent laboratory studies estimate significantly different parameter
values which may be resolved by considering the length scales of
deformation (Kumamoto ez al. 2017). However, even the weakest of
laboratory-derived LTP flow laws (Idrissi et al. 2016) is too strong to
reproduce observations of flexure at the Hawaiian Islands (Zhong &
Watts 2013; Bellas et al. 2020). Zhong & Watts (2013) showed that
the flexural strength of the lithosphere is controlled to first order by
LTP, and so this deformation mechanism is of greatest importance
in the following work.

HTC including diffusion and dislocation creep may be formulated
as a composite law (e.g. Podolefsky et al. 2004; Zhong & Watts
2013)

E E.
: = B m—1 m—1 _ c c i 3
¢=Bo(of ' +o )exp( xT T RL 3)
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Figure 2. Lithospheric rheology and the YSE. The YSE represents litho-
spheric strength as a function of depth in terms of the maximum stress, oy,
that can be supported at each depth. A 90 Ma thermal structure is assumed
in all panels based on the half-space cooling model. (a) The YSE based on
laboratory-derived rheology for frictional sliding (us), LTP and HTC. (b)
Same as (a), except the intersection of elastic bending stresses (dashed red)
with the YSE is shown. (c) Same as (a), except the activation energy of LTP
is reduced from 320 to 190 kI mol~! as is required to reproduce observations
of flexure at the Hawaiian Islands (Zhong & Watts 2013; Bellas et al. 2020).

in which B is a pre-exponential factor, ot is the transition stress
at which diffusion and dislocation creep contribute equally to strain
rate, m is a constant, £, is the HTC activation energy which we
assume to be equal for diffusion and dislocation creep for sim-
plicity and 7, is the reference mantle temperature. The parameter
values for HTC used in this study reproduce observations of seis-
mic anisotropy in geodynamic models (Podolefsky et al. 2004)
(Table 1). HTC is generally well understood from laboratory stud-
ies (Karato & Wu 1993; Hirth & Kohlstedt 2003), studies of the
long-wavelength geoid (e.g. Hager & Richards 1989), postglacial
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Table 1. Model parameters.

Parameter Value

Shear modulus, x 3.3333 x 100 Pa

Reference viscosity, 19 1020 Pas
Gravitational acceleration, g 10 ms™2
Gas constant, R 8.32 J(mol K)~!
Mantle density, p 3330 kgm ™3
Mantle temperature, 7, 1350 °C
Frictional sliding (Byerlee 1978)
_ o _ Tyield __ Hson

=3 =78 = e

*Frictional coefficient, s 0.7

Low-temperature plasticity (Mei et al. 2010)
1-n E
=% =5 eplghll— (51
Pre-exponential factor, 4 1.4 x 107 MPa 2

* Activation energy, £, 320 kJ mol~!
Peierls stress, o p 5.9 GPa
Stress exponent, n 2
Stress exponent, p 12
Stress exponent, ¢ 2

High-temperature creep (Podolefsky et al. 2004)

n 2% :W CXP(%—RET‘;”)
Stress exponent, m 3.5
Transition stress, o 3 x 10° Pa
Activation energy, £, 360 kJ mol~!
*Activation temperature, Tytc 800 °C

*Parameters marked with an asterisk are varied to test their influence on
flexure . Note that although the reference viscosity is 1020 Pa s, a minimum
viscosity of 102! Pa s is imposed in numerical models.

rebound (e.g. Mitrovica & Forte 1997), and post-seismic deforma-
tion (e.g. Freed et al. 2010) and does not have a strong influence on
flexure (Zhong & Watts 2013).

In Fig. 2(a), we show the yield stress envelope (YSE) defined by
these three deformation mechanisms. Macroscopic yielding occurs
when stress exceeds the local yield stress, while stress below the
local yield stress causes elastic deformation (Fig. 2b). The yield
stress associated with each deformation mechanism is solved from
constitutive eqs (1-3) by assuming either a strain rate and a temper-
ature profile (LTP and HTC) or increasing lithostatic pressure with
depth (frictional sliding).

2.2 The yield stress envelope method

The YSE method asserts that the effective elastic thickness, 7, of
a yielding plate can be defined based on the bending moment at a
given curvature (McNutt & Menard 1982). The bending moment
of a yielding plate can be calculated from the general expression of
the bending moment,

My = / 0ur (2 — z)dz, )

in which o, is the differential stress due to flexure, z is depth and
z, is depth to the neutral plane in the flexed plate. Note that the
differential stress in a yielding plate is given by the elastic bending
stress truncated by the YSE, where the elastic bending stress is
expressed

Oxx = =5 > (5)

in which « is curvature, £ is Young’s modulus and v is Poisson’s
ratio. Note also that the total stress component o, = 0 such that
differential stress is given by o .
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The intersection of the elastic bending stress with the YSE (i.e.
the integrand in eq. 4) is presented in Fig. 2(b). To solve T, of a
yielding plate, the bending moment of the yielding plate (eq. 4,
Fig. 2b) is equated to the bending moment of a purely elastic plate,
which is expressed

_ kE 73
T12(1—-v?) ¢

It is worth noting here that the YSE method is generally applied
with numerous approximations and simplifications. For example,
the YSE is typically solved for a constant values of strain rate,
curvature, neutral plane depth, although they may vary significantly
in time and space. Previous work has shown that the YSE method
is most accurate when the maximum curvature is chosen (Mueller
& Phillips 1995), but we will perform a test of this method against
fully dynamic models for the first time here.

(6)

My

2.3 The viscoelastic loading model

Viscoelastic loading models are fully dynamic, meaning they ac-
count for spatial and temporal variations in stress, strain rate, curva-
ture, etc. Comparing the fully dynamic solutions with those of the
YSE method will allow us to test whether these spatial variations
are necessary to resolve for an accurate estimate of elastic thick-
ness. We will also use the viscoelastic loading model to investigate
the efficacy of applying the BEPM to model flexure at subduction
zones.

Deformation of an incompressible viscoelastic medium is ex-
pressed by the conservation equations of mass and momentum (e.g.
Zhong & Watts 2013)

uj; =0, 7

Oij,j — (Pg“3),i = 0, (8)

in which u; is the displacement, o; is the stress tensor, p density,
g acceleration due to gravity and subscripts after a comma de-
note a spatial derivative. The constitutive equation of a Maxwellian
medium is

n . .
oij + ; 61y = —pdi; — 2né;;, )

in which 7 is the viscosity, 1 the shear modulus, 6;; the stress rate
tensor, p pressure and &; the strain rate tensor. Maxwellian rheol-
ogy represents viscous and elastic deformation combined in series
(e.g. Zhong et al. 2003). An important timescale for viscoelastic
deformation is given by the Maxwell time, vy = n/u (e.g. ~950 yr
for n = 10?! Pa s), which is the characteristic timescale on which
viscoelastic deformation occurs.

In the numerical models, the viscosity field is defined in one of
three major ways to emulate and test the YSE method and BEPM.
First, and most simply, viscosity may be bimodal with two vertically
stratified layers (e.g. Fig. 3b). In two-layer models, a high-viscosity
plate (10?7 Pa s) overlies a low-viscosity mantle (10*' Pa s). This
two-layer viscosity structure simulates an elastic plate with thick-
ness equal to that of the high-viscosity plate because essentially zero
viscous stress relaxation occurs in the high-viscosity layer on the
timescales relevant to flexure. Therefore, the high-viscosity plate is
effectively a purely elastic plate, and this has been demonstrated in
benchmark calculations with the EPM in previous work (e.g. Zhong
1997; Zhong & Watts 2013).

Second, viscosity may be defined based on the laboratory-derived
constitutive eqs (1-3) and the relationship n=0/2¢ to test the YSE

30 km
— (3
p=3330 kg/m?
pa—
40 km

h(x)
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w
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24
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Figure 3. Schematic of viscoelastic loading models. We present the load
and examples of the three main viscosity structures that are assigned in
2-D viscoelastic loading models (not to scale). (a) The load is applied to
the surface boundary as a normal stress related to topography following
oo=pgh(x). Viscoelastic loading models are configured either with two-
layer viscosity (b), with viscosity based on laboratory studies (c), or with
viscosity based on laboratory studies and an imposed weak zone of finite
width centred on x = 0 (d). The shear modulus throughout the domain is
uniform. Note that the models are configured with a reflecting boundary
condition at x = 0. In all other figures, only results on the right-hand side of
x = 0 are presented, across which results are symmetric.

method (Fig. 3¢). In the models, viscosity is defined by HTC (eq. 3)
wherever temperature exceeds an imposed activation temperature,
Turc. The activation temperature is varied from 600 °C to 900 °C
in our study, a range which is approximately centered on the value
recommended by laboratory studies of 800 °C (Mei et al. 2010).
It is important to impose Tyrc because HTC is limited by diffu-
sional processes on the microscale, which are activated by thermal
energy. In particular, diffusion creep is limited by diffusion of grain
boundaries, and dislocation creep is limited by the diffusion of dis-
locations and/or crystallographic defects (i.e. the climb velocity of
jogs, Mei et al. 2010; Karato 2012). Wherever temperature is less
than Tyrc, the viscosity is defined by the lower of those predicted
by frictional sliding and LTP (e.g. Fig. 3c).

Third, viscosity may be defined based on laboratory-derived con-
stitutive eqs (1-3) and with a low-viscosity zone imposed near x = 0
to the test the BEPM (e.g. Fig. 3d). Imposing such a weak zone al-
lows us to simulate a free edge, because the lithospheric plate is
effectively free and decoupled near x = 0. We aim to configure a
fully dynamic model with effectively semi-infinite geometry and



a free edge as in the BEPM to test the implications of the BEPM
when it is applied to model flexure at subduction zones.

The key motivation behind the numerical model setups is to es-
timate the effective elastic thickness, 7,, of a complex viscosity
lithosphere. To estimate 7,, we compare the steady-state flexure
from a complex viscosity model with many two-layer models for
which the high-viscosity layer thickness (7,) is varied in 1 km in-
crements. Then, the 7, of the complex viscosity model is given by
the two-layer model which best-reproduces the steady-state flex-
ure. This methodology accounts for spatial variations in strain rate,
stress, curvature etc., which will allow us to test whether simplified
methods such as the YSE and BEPM accurately account for these
variations based on their estimates of 7,. In addition, since the nu-
merical models are used only to estimate 7, and we do not compare
predictions with observed flexural profiles, we are afforded several
simplifications. In particular, 7, is either completely insensitive or
weakly sensitive to the load for linear and nonlinear rheology, re-
spectively (refer to Section 3.1), and we neglect infill of the flexural
depression by sediment or rocks and the weight of water, although
results are not appreciably changed compared to previous work
which included these effects (e.g. Bellas ez al. 2020).

We assume a load that is constant in time and imposed as a
normal stress on the surface boundary (Fig. 3a). The load is trape-
zoidal in shape with bottom-half-width equal to 40 km, top-half-
width equal to 30 km, height equal to 3 or 6 km, and the normal
stress corresponds to local topography and mantle density following
oo=pgh(x), where h(x) is the topography of the load (Fig. 3). Since
the load is imposed as a normal stress on the surface and the weight
of water is neglected, a surface load with 3 km height and mantle
density corresponds to a load of 5.3 km height and 2900 kg m™3
density (i.e. that of intrusive mafic rocks, Watts et al. 2021) when
the weight of water is considered. Similarly, a load with 6 km height
in our simplified models corresponds to a seamount with 10.6 km
height, and we suggest that these load choices adequately represent
the observed spread in seamount heights around the globe.

The governing equations are solved using a finite-element model,
CitcomSVE, that was originally developed for modelling glacial iso-
static adjustment in a spherical shell geometry (Zhong et al. 2003)
and later modified to include nonlinear rheology and Cartesian ge-
ometry (Zhong & Watts 2013). All numerical models in this study
have 2-D Cartesian geometry, uniform mantle density and uniform
elastic properties. The vertical sidewall and bottom boundary con-
ditions are free-slip (i.e. reflecting), and the surface boundary is a
free and deformable surface (i.e. stress-free). The reflecting bound-
ary conditions allow models to simulate loading in a domain that
is effectively infinite in the horizontal dimension. The model do-
main is 1500 km wide (x), and 600 km deep (z) with 256 horizontal
elements and 160 vertical elements. Horizontal grid refinement is
applied near the load, such that the horizontal resolution is 2 km
at x = 0 km and increases linearly to 10 km at x = 1500 km. The
vertical resolution is 2.5 km in the upper 100 km and 4.2 km in the
lower 500 km in all complex viscosity models. In two-layer viscos-
ity models, the vertical resolution is 3—4 km in the high-viscosity
layer. Numerical models are evolved in time with time steps equal
to a quarter Maxwell time, 7,,/4~238 yr. Note that all model results
are symmetric across x = 0.

3 RESULTS

Results are presented in three major sections. First, in Section 3.1,
we predict 7, based on laboratory-derived rheology for a broad
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range of parameter values and compare predictions with observa-
tions. Second, in Section 3.2, we test whether the YSE method
accurately reproduces the 7, of fully dynamic viscoelastic loading
models. Third, in Section 3.3, we investigate the effects of intro-
ducing a free edge in models of flexure as is done in the BEPM.
Finally, in Appendix A, interested readers will find an analysis of
the type of error that arises in the classic EPM when the thin plate
approximation breaks down.

3.1 Laboratory-derived lithospheric rheology and global
observations of flexure

It has been suggested that the Hawaiian lithosphere may be weaker
than laboratory-derived rheology would predict (Zhong & Watts
2013; Hunter & Watts 2016; Bellas et al. 2020) because it is ther-
momechanically eroded by the Hawaiian plume (e.g. Hunter &
Watts 2016; Pleus et al. 2020), and/or due to magmatic diking and
intrusion (Buck et al. 2015). Hypothetically, if the discrepancy be-
tween the observed and predicted flexure at the Hawaiian Islands
is indeed caused by thermal and/or magmatic anomalies, then we
expect that laboratory-derived lithospheric rheology would more ac-
curately reproduce flexure elsewhere, for example, at ocean-island
settings where plume activity and volcanism are not as extensive
such as Bermuda, Cape Verde, the Island of Mayotte, or the Canary
Islands. We would consider it highly unlikely for mantle plumes,
magmatic diking and intrusion to modify the lithosphere to equal
degree at many seamounts and ocean islands with much weaker
plume activity and volcanism than that at the Hawaiian Islands. In
contrast, if the source of the discrepancy is that laboratory-derived
rheology is too strong, then laboratory-derived rheology should re-
peatedly underestimate flexure at many ocean island settings to
approximately equal degree no matter the extent of plume activ-
ity and volcanism. To discriminate between these possibilities, we
formulate viscoelastic loading models with a broad range of litho-
spheric thermal ages and load amplitudes (e.g. Fig. 4) and compare
with a global observational data set of elastic thickness, 7, (Fig. 5).

In the viscoelastic loading models, lithospheric thermal age is
varied from 20 to 130 Ma in 10 Ma increments, and the ther-
mal structure is calculated using the half-space cooling model. The
time-dependent flexural response to the load is computed for 500
Maxwell times to a steady-state (~475 kyr, Tm = no/p). In Case
1 h, which belongs to Suite 1, the thermal age is 90 Ma, the fric-
tional coefficient is 1y = 0.7, LTP is defined exactly as derived
by the laboratory study of Mei et al. (2010), HTC is formulated
following Zhong & Watts (2013), and we set the activation tem-
perature Tyrc = 800 °C (Tables 1 and 2). The evolution of surface
flexure, internal viscosity, stress and strain fields are shown at 7 =0
(Figs 4a—d), t = 12.5ty; (Figs 4e—h) and r = 5007y (Figs 4i-1). At
t = 5007y, surface flexure is maximal (Fig. 4i), the lithosphere is
thinned beneath the load due to nonlinear weakening (Fig. 4j), the
load is supported by lithospheric stress (Fig. 4k) and the strain rate is
negligible indicating a steady state (Fig. 41). The steady-state surface
flexure is best-reproduced by a two-layer model with 7, = 64 km
which indicates that 7, of the complex viscoelastic lithosphere in
Case 1h is 64 km (Figs 4m—p). We note that 7, = 64 km would be
unusually high for 90 Ma oceanic lithosphere.

In Suite 1, we compute the evolution of a suite of models that are
identical to Case 1h except the age of the lithosphere is varied in
10 Ma increments from 20 to 130 Ma. The predictions of 7, from
Suite 1 approximately follow the 800 °C isotherm, which increases
from ~25 km depth at 20 Ma, to ~80 km depth at 130 Ma (Fig. 5b,
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Figure 5. Observed and predicted elastic thickness, 7. Observed (a) and predicted (b) elastic thickness as a function of seafloor age supposed on a colour map
which shows the thermal structure based on the half-space cooling model. Black lines show isotherms for 300 °C, 600 °C and 900 °C. In Suite 1, ur = 0.7,
Ertp = 320 kJmol~!, 49 = 3 km and Txrc = 800 °C where s is the frictional coefficient, Errp is the activation energy of low-temperature plasticity, 4 is
the trapezoidal load amplitude and Tyrc is the activation temperature for HTC. All other suites are identical to Suite 1 except for the following modifications.
In Suite 2, Tyrc is increased to 900 °C. In Suite 3, Tyrc is decreased to 600 °C. In Suite 4, A4y is increased to 6 km. In Suite 5, 1y is decreased to 0.3. In Suite

6, Ertp is decreased to 190 kJ mol~!.

Table 2). Note that we have set the threshold temperature Tyrc = 800
°C.

We increase Tyre = 900 °C in Suite 2 and leave all other param-
eters unchanged relative to Suite 1. In Suite 2, the 7, approximately
follows the 900 °C isotherm (Fig. 5b and Table 2). The reason for
which 7, approximately follows the isotherm of 7yr¢ in Suites 1
and 2 is made clear by Fig. 2(a), where laboratory-derived rheology
predicts a large yield stress (i.e. high viscosity) for LTP, which dras-
tically reduces upon the transition to HTC (i.e. when temperature
exceeds Tyrc). However, reducing Tyrc indefinitely should not nec-
essarily reduce 7, to arbitrarily small values, because the strength
of HTC also becomes quite large at intermediate depths and tem-
peratures (e.g. 400-600 °C). For example, when Tyrc is equal to
600 °C in Suite 3, and the effective 7, approximately follows the
700 °C isotherm. This indicates that reducing Tjrc to even smaller
values will not reduce the predicted 7, any further, because HTC is
no weaker than LTP at temperatures less than ~700 °C. Therefore,
this estimate represents a lower bound for 7, based on laboratory-
derived rheology and a load with amplitude 4y = 3 km and density
p =3330kgm™>.

In Suite 4, we test the effects of a larger load with amplitude
Ay = 6 km which corresponds to a normal stress consistent with
the largest seamounts and ocean islands on Earth (e.g. Hawaii,
Tenerife). All other aspects of the models are identical to those of
Suite 1. Relative to Suite 1, the predictions of 7, from Suite 4 are
smaller by 1-4 km or 1-15 per cent, and still fall between the 600—
900 °C isotherms or ~25-80 km depth (Fig. 5b and Table 2). This
demonstrates that the stress dependence of lithospheric rheology
cannot significantly reduce estimates of 7, based on reasonable
variations in load size.

In Suite 5, we test the sensitivity of 7, to the frictional coefficient
of faults by reducing the frictional coefficient from ;= 0.7 to 0.3
(Bellas & Zhong, 2021) and all other aspects are consistent with
Suite 1 (49 = 3 km, Tyrc = 800 °C). In Suite 5, 7, falls along the
800 °C isotherm for increasing seafloor age similar to Suites 1-4

which demonstrates a weak influence of the 11 on T, consistent with
previous studies (Fig. 5b and Table 2, Zhong & Watts 2013). We
have also tested the flexural response against the influence of non-
zero cohesion equal to 75 MPa, and the influence of formulating
frictional sliding to be sensitive to the differing strength of normal
and reverse faults and found very weak sensitivity in both cases.
It is worth noting that Zhong & Watts (2013) also found a weak
influence of HTC on flexure provided the reference viscosity of the
mantle is reasonable (e.g. <10%? Pa s) and for this reason, we do not
test the effects of varying HTC in this study.

In Suite 6, LTP is modified such that the activation energy, £,
is reduced from 320 kJmol~! (Mei et al. 2010) to 190 kImol~!
(Fig. 2c) because previous studies have shown that flexure at Hawaii
may be reproduced by laboratory-derived flow laws including that
of Mei et al. (2010) if the activation energy for LTP, E),, is reduced
as such (e.g. Bellas ef al. 2020). All other aspects of Suite 6 are
identical to those of Suite 1. In Suite 6, 7, is reduced by a factor
of approximately two compared to Suites 1-5 and falls along the
~450 °C isotherm depth, or ~10-40 km depth for seafloor age
20-130 Ma (Fig. 5b and Table 2). The significance of this result is
that the only appreciable perturbation to 7, comes from a significant
reduction in the strength (viscosity or yield stress) of LTP, consistent
with previous studies (Zhong & Watts 2013; Bellas et al. 2020).
Meanwhile, reasonable variations in the load amplitude 4, (Suite
4), in the creep activation temperature 7y7c (Suites 1-3), or in the
frictional coefficient 1t/ (Suite 5), produce only minor variations in
T..

We now introduce the global data set of observationally inferred
T, estimates, with which results from Suites 1-6 will be compared
(Fig. 5a). Note that isolated seamounts and islands (e.g. Bermuda)
may form by a different mechanism than those associated with
hotspot tracks (e.g. Hawaii, Louisville). The observational cata-
logue includes 101 estimates of 7, based on flexural systems which
span the global oceans, 31 of which are derived from French Polyne-
sia (for details, refer to Watts & Zhong 2000). The vast majority of
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Table 2. Infinite plate models.
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Evrtp
Case  Thermal age (Ma) Ag (km) Tyrc (°C)  (kimol™!) wr wo(m) T.FE (km) 7,YSE (km)
la 20 3 800 320 0.7 1337 27 28
1b 30 3 800 320 0.7 1129 35 35
le 40 3 800 320 0.7 1017 40 43
1d 50 3 800 320 0.7 933 45 48
le 60 3 800 320 0.7 866 50 52
1f 70 3 800 320 0.7 802 56 56
lg 80 3 800 320 0.7 777 59 60
1h 90 3 800 320 0.7 733 64 63
1i 100 3 800 320 0.7 709 66 68
1j 110 3 800 320 0.7 687 70 72
1k 120 3 800 320 0.7 666 72 75
11 130 3 800 320 0.7 647 76 78
2a 20 3 900 320 0.7 1241 30 30
2b 30 3 900 320 0.7 1057 38 42
2c 40 3 900 320 0.7 933 46 49
2d 50 3 900 320 0.7 859 51 53
2e 60 3 900 320 0.7 800 56 60
2f 70 3 900 320 0.7 750 62 65
2g 80 3 900 320 0.7 709 66 69
2h 90 3 900 320 0.7 672 72 74
2i 100 3 900 320 0.7 650 76 77
2j 110 3 900 320 0.7 630 78 81
2k 120 3 900 320 0.7 603 84 86
21 130 3 900 320 0.7 587 86 90
3a 20 3 600 320 0.7 1551 22 18
3b 30 3 600 320 0.7 1312 28 29
3c 40 3 600 320 0.7 1162 34 32
3d 50 3 600 320 0.7 1059 38 36
3e 60 3 600 320 0.7 984 43 43
3f 70 3 600 320 0.7 923 47 45
3g 80 3 600 320 0.7 873 50 50
3h 90 3 600 320 0.7 832 54 54
3i 100 3 600 320 0.7 796 57 57
3j 110 3 600 320 0.7 765 60 60
3k 120 3 600 320 0.7 738 64 63
31 130 3 600 320 0.7 714 66 67
4a 20 6 800 320 0.7 2892 24 26
4b 30 6 800 320 0.7 2405 32 31
4c 40 6 800 320 0.7 2143 37 38
4d 50 6 800 320 0.7 1953 43 44
4e 60 6 800 320 0.7 1806 48 51
4f 70 6 800 320 0.7 1681 53 54
4g 80 6 800 320 0.7 1607 56 59
4h 90 6 800 320 0.7 1515 62 63
4i 100 6 800 320 0.7 1462 64 66
4 110 6 800 320 0.7 1414 68 70
4k 120 6 800 320 0.7 1367 70 74
4 130 6 800 320 0.7 1327 74 75
5a 20 3 800 320 0.3 1430 24 24
5b 30 3 800 320 0.3 1184 32 35
5c 40 3 800 320 0.3 1056 38 39
5d 50 3 800 320 0.3 962 43 45
Se 60 3 800 320 0.3 889 49 51
5f 70 3 800 320 0.3 826 54 54
5g 80 3 800 320 0.3 792 57 59
5h 90 3 800 320 0.3 745 62 62
5i 100 3 800 320 0.3 720 66 67
5§ 110 3 800 320 0.3 697 68 70
5k 120 3 800 320 0.3 675 72 74
51 130 3 800 320 0.3 655 74 78
6a 20 3 800 190 0.7 2124 13 14
6b 30 3 800 190 0.7 1829 17 16
6¢ 40 3 800 190 0.7 1639 20 20
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Table 2. Continued

Ertp

Case  Thermal age (Ma) Ao (km) Tyt (°C)  (kImol™') sy wo(m) T.FE (km) 7,YSE (km)

6d 50 3 800 190 0.7 1491 24 25
6e 60 3 800 190 0.7 1366 27 29
of 70 3 800 190 0.7 1255 29 32
6g 80 3 800 190 0.7 1218 32 34
6h 90 3 800 190 0.7 1153 34 35
6i 100 3 800 190 0.7 1099 37 40
6j 110 3 800 190 0.7 1053 39 42
6k 120 3 800 190 0.7 1022 41 44
6l 130 3 800 190 0.7 987 43 45

*A4p is the load amplitude, Tyrc is the activation temperature for high-temperature creep, Eyryp is the plastic
activation energy, iy is the frictional coefficient, wy is the maximum surface flexure, T, L FEis the elastic thickness
based on numerical models and 7, YSE is the elastic thickness based on the YSE method. Cases are organized into

suites, within which only the thermal age is varied except for a few select cases marked with the symbols.

observationally inferred 7, estimates lie between the 300-600 °C
isotherms, although estimates from French Polynesia are anoma-
lous (Fig. 5a, Watts 2001; Watts & Zhong 2000). It is generally
thought that the anomalously low 7, estimates derived from French
Polynesia represent oceanic lithosphere that has been significantly
modified by interaction with the South Pacific Isotopic and Thermal
Anomaly (Smith e al. 1989). There is also appreciable spread in
the 7, data set for standard settings (i.e. between the 300-600 °C
isotherms) which may be related to the varying degrees of plume
and magmatic activity at different ocean island systems, or to the
methods that were used to infer 7, which span a large body of work
published since 1970 (Watts & Zhong 2000). However, the gen-
eral consensus is that 7, estimates excluding French Polynesia are
standard, while 7, at French Polynesia is anomalous.

In comparison, for Suites 1-5, all of which include laboratory-
derived LTP, the predictions exceed the standard observations of
T, by a factor of approximately 2, and observations from French
Polynesia by even more. Meanwhile, the standard observations are
accurately reproduced by Suite 6 which includes modified LTP.
Therefore, we have demonstrated for the first time that laboratory-
derived lithospheric rheology significantly overestimates 7, at most
oceanic-plate interior settings, not just the Hawaiian Islands. In
conclusion, we have shown that Hawaiian lithosphere is not anoma-
lous in terms of elastic thickness (i.e. rheology, thermal structure
and magmatic effects), and the conundrum that the yield stress of
oceanic lithosphere appears stronger at subduction zones than ocean
islands remains unsolved.

3.2 The yield stress envelope method and fully dynamic
models of flexure

In this section, we test whether the YSE method reproduces 7, of
fully dynamic viscoelastic loading models and examine the sensi-
tivity of the YSE method to error in the curvature and strain rate
which are required as inputs but not necessarily well constrained in
observational studies. The overarching goal is to determine whether
the YSE method, which was used to constrain lithospheric rheology
at subduction zones (Hunter & Watts 2016), is associated with sys-
tematic error that may explain the discrepancy between the rheology
of subducting lithosphere (equivalently, that derived in laboratory
experiments), and that of oceanic plate interiors.

In the following, we present results from the 2-D numerical
model, Case 1h, that are relevant to the YSE method. Recall that

Case 1h was previously present in Section 3.1 and has 90 Ma litho-
spheric thermal structure and load amplitude 4, = 3 km (Figs 2, 4
and 5, and Table 2). At + = 500ty Case lh is in steady state,
the maximum surface flexure is ~700 m, and the two-layer model
which best reproduces flexure has 7, = 64 km (Fig. 6a). In addition,
the maximum curvature is ~—107® m™ which occurs in the trench
outer-slope region (Fig. 6a) where observations from real flexure
systems are most often available (Craig et al. 2014a). The 1-D ver-
tical stress profile is taken at the location of maximum curvature
and shows that elastic bending stresses reach ~50 MPa and are
truncated by frictional sliding near the surface, and by HTC below
~65 km depth (Fig. 6b). LTP is not activated in the 1-D vertical
stress profile because bending stresses are not large enough to inter-
sect the yield stress of LTP (compare Fig. 6b with Fig. 2a). In other
words, deformation is purely elastic except for yielding by frictional
sliding and HTC near the surface and at depth, respectively, because
LTP is so strong in Case 1h.

We use results from the numerical Case 1h to construct the cor-
responding YSE, and to determine 7, based on the YSE method
in following steps. First, the YSE is constructed by predicting the
yield stress of frictional sliding, which is a simple function of depth
(eq. 1). Second, the average strain rate in the lithosphere while the
surface is actively deflecting (¢ = 107'¢ s7!, Fig. 4h) and a 90 Ma
thermal structure are used to solve the yield stresses of LTP and
HTC (egs 2 and 3, respectively). Third, the maximum curvature in
the flexural bulge region from Case 1h is used to predict the elastic
bending stress (eq. 5). Fourth, the bending moment is given by the
vertical integral of the YSE and elastic bending stresses (Fig. 6b;
eq. 4). Finally, this bending moment is equated to the expression for
the bending moment of a purely elastic plate (eq. 6) such that 7, can
be solved. Note that the depth of the neutral plane, z,, is constrained
by the requirement that the integral of stresses above and below it
cancel out.

When the YSE method is applied in this manner with inputs taken
directly from Case 1h, the elastic thickness estimate is 7, = 64 km,
which reproduces the true or numerical value of 64 km exactly (Ta-
ble 2), thus validating the YSE method. This is what we expect given
that the YSE constructed in this manner produces good agreement
with the 1-D vertical stress profile taken directly from the numerical
model, Case 1h (Fig. 6b).

We also test the sensitivity of the YSE method to error in strain
rate and curvature since these parameters may be associated with
significant uncertainty in observational studies. Curvature controls
the slope of elastic bending stress with depth (eq. 5), while strain
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Figure 6. The YSE method and fully dynamic viscoelastic loading models. (a) The flexure (solid) and surface curvature (dashed) from Case 1h and the
best-fitting two-layer model, which has 7, = 64 km. Only half of the flexural profile is shown, which is reflected across x = 0 km. The black dot marks the
maximum curvature. (b) The differential stress profile taken from Case 1h at the location of maximum curvature (FE for finite element), and the stress profiles
predicted by the YSE method for accurate inputs (red, YSE), for curvature that is too large by a factor of 2 (yellow, YSE(2«)), for curvature that is too small
by a factor of two (green, YSE(«x/2)), for strain rate that is too large by a factor of 10 (blue, YSE(10¢)), and for strain rate that is too small by a factor of 10
(cyan, YSE(é/10)). (c) Same as (a), but for Case 6h. (d) Same as (b) but for Case 6h.

rate controls the yield stresses of the ductile deformation mecha-
nisms (e.g. eqs 2 and 3). First, if the curvature used as input to the
YSE is increased by a factor of 2, then the slope of elastic bend-
ing stresses increases by a factor of 2, and larger bending stresses
activate yielding by frictional sliding and HTC to greater degree
(Fig. 6b). If the YSE method is applied as outlined above, but uses
curvature that is too large by a factor of 2, then the predicted T, is
reduced from 64 to 63 km. This is because increasing the curvature
is equivalent to increasing the degree of nonlinear weakening. Sim-
ilarly, if curvature is reduced by a factor of 2, then the YSE method
estimate of 7, increases to 70 km (Fig. 6b). This demonstrates that
the YSE method applied to Case 1h is not very sensitive to error in
the assumed curvature. Second, we test the sensitivity to error in the
assumed strain rate. We test decreasing the strain rate from 107'¢ to
1077 s7! and the effect is to decrease the yield stress of the ductile
deformation mechanisms (eqs 2 and 3; Fig. 6b), such that the YSE
method predicts 7, = 63 km. Similarly, if the strain rate is increased
to 10715 571, the effect is to increase the yield stress of LTP and HTC
(Fig. 6b), and the YSE method predicts 7, = 66 km. In summary,
our results show that the YSE method is modestly sensitive to error
in both strain rate and curvature in Case 1h, where error in 7, is
always less than 10 per cent.

Having analysed the YSE method applied to Case lh in some
detail, we now apply the YSE method similarly to all cases in Suite

1, as well as to Suites 2—6 (Table 2). To be clear, the maximum
curvature and average strain rate in the lithosphere are taken from
each numerical model and used as input for each corresponding YSE
and the prediction of 7,. The results are summarized in Table 2, and
the main result is that the YSE method reproduces the 7, of the
numerical models within ~10 per cent errors, despite limitations
such as being unable to account for spatial and temporal variations
in strain rate and curvature.

Detailed results and sensitivity tests are also presented for Case
6h, for which the lithosphere is much weaker, the degree of bending
is greater, and the predicted 7, is consistent with observationally
inferred values for 90 Ma oceanic lithosphere (Figs 5a and 6¢ and d).
The YSE method applied to Case 6h predicts 7, = 37 km compared
to the fully dynamic value 7, = 34 km. In addition, curvature that
is too large or too small by a factor of 2 causes the YSE method to
predict 7, is 32 and 41 km, respectively, while strain rate that is too
large (1071 s71) or too small (107'7 s71) causes the YSE method to
predict 7, is 41 or 33 km, respectively.

These results indicate that the YSE method is more sensitive to
error when applied to systems with a greater degree of bending, with
up to 21 per cent error associated with overestimation of 7,, but up to
only 6 per cent error for underestimation. Whether the YSE method
overestimates or underestimates 7, is important because significant
underestimation of 7, could lead to the association of reasonable 7,
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values with laboratory-derived rheology, even though our previous
results suggest it is too strong (e.g. Fig. 5). However, our results show
that the YSE method is not very susceptible to underestimating 7,
when subject to error in the strain rate and curvature used as input.

In summary, we have tested a wide variety of loading scenarios
on infinite plates which are representative of most oceanic plate
interior flexure systems (Table 2). The results show that the YSE
method performs well for a wide range of 7, (15-89 km), rheolog-
ical parameter values (Tables 1 and 2), thermal structures (20—130
Ma), and trapezoidal load amplitudes (3—6 km) for load density
p = 3330 kgm~>. Furthermore, the YSE method is not particu-
larly sensitive to error in either the curvature or the strain rate when
applied to a system with modest flexure (<10 per cent error is main-
tained), although this sensitivity increases as the degree of flexure
increases. When applied to systems subject to a significant degree
of flexure (e.g. curvature ~10~7 m™'), the YSE method may over-
estimate 7, by up to 20 per cent, but underestimates 7, by no more
than 6 per cent. Therefore, it seems unlikely that error from the
YSE method can explain why laboratory-derived rheology, which
is too strong compared to plate interior settings, appears consis-
tent with subducting lithosphere in recent studies (Hunter & Watts
2016).

3.3 Testing the broken elastic plate model against fully
dynamic models of flexure

The BEPM has been widely used to model lithospheric flexure at
subduction zones (e.g. Bodine et al. 1981; Hunter & Watts 2016),
foreland basins (Lyon-Caen & Molnar 1983), oceanic fracture zones
(Wessel & Haxby 1990) and even oceanic islands (e.g. Watts & ten
Brink 1989; Wessel 1993) with much success in reproducing the
morphology of bending at such settings (i.e. bending with uniformly
concave-downward curvature). The BEPM has recently been used
in tandem with the YSE method to constrain the rheology of sub-
ducting lithosphere at circum-Pacific subduction zones (Hunter &
Watts 2016). Since we demonstrated that the YSE method accu-
rately reproduces 7, in Section 3.2, we now investigate the BEPM
to test whether it is accurate and appropriate for modelling flexure
at subduction zones.

In the following, we modify the viscoelastic loading model to
have a reduced viscosity zone near x = 0 km which effectively im-
poses a free edge and mimics the geometry of the BEPM (e.g.
Fig. 3d). The viscoelastic loading models are distinct from the
BEPM in that they are subject to a finite-width load and the bend-
ing moment is not independently varied, but we suggest that the
effects of a line load on the free edge of an EPM are similar. As in
previous sections, we estimate 7, based on the minimum misfit two-
layer model (note that the two-layer models do not include a free
edge).

Case 7a with a continuous (i.e. unbroken) plate will serve as a
reference model. Case 7a is identical to Case 1h except that the
trapezoidal load amplitude is increased to 10 km to reflect larger
loads in subduction zones (Table 3). The steady-state solution of
flexure and the viscosity field are presented in Fig. 7(a), where
the flexure is ~2500 m and the viscosity field shows evidence of
nonlinear weakening beneath the surface load (i.e. near x = 0).
The two-layer model which reproduces the flexure of Case 7a with
minimum misfit has 7, = 58 km.

Case 7b is identical to Case 7a except viscosity is reduced to
102! Pa s in the lithosphere between x = 0 and 8 km where four
elements resolve the weak zone (Figs 3d and 7b). This weak zone is

Reconciling lithospheric rheology 867

imposed to simulate a free edge, the geometry of the BEPM and real
Earth systems in which a free edge arises because of the existence
of an adjacent weak zone. This model configuration is also similar
to that of a 1-D cantilever beam that is fixed at one end. As a result
of imposing this weak zone, the maximum flexure of the competent
lithosphere occurs at the free edge (~3000 m, Fig. 7b), and the
curvature is now uniformly concave down. The flexure of the weak
zone is much greater than the competent lithosphere but will be
ignored in our analysis because its only purpose is to simulate a
free edge. The flexure of the competent lithosphere (x > 20 km)
is best reproduced by a two-layer model with 7, = 36 km. Note
that this 7, = 36 km is ~38 per cent smaller than that of Case 7a
(Table 3).

In the following, we investigate the sensitivity of the results to
the properties of the weak zone. In Case 7c, the viscosity of the
weak zone is increased to 10?> Pa s (Fig. 7c), and all other as-
pects of the model are identical to Case 7b. The elastic thickness
T. = 38 km and slightly larger than in Case 7b (36 km), which
reflects the increased strength associated with the higher viscos-
ity assigned to the weak zone (Table 3). Next, the viscosity of the
weak zone is increased to 10%° Pa s in Case 7d, and results are
presented in Fig. 7(d). The effective elastic thickness 7, = 48 km
and significantly larger than Cases 7b and 7c (Table 3). This indi-
cates that the flexural response of the system approaches that of the
continuous plate as the viscosity of the weak zone is increased, as
expected.

We also investigate sensitivity of the results to the weak zone
width. In Case 7e, the weak zone width is increased from 8 to
12.5 km, but we do not present results visually because they
are not significantly different from those of Case 7d (Fig. 7d).
In Case 7e, the effective elastic thickness 7, = 46 km, indicat-
ing that a wider weak zone imparts more weakening to the sys-
tem. Finally, in Case 7f, the weak zone width is increased to
19 km, and the effective elastic thickness 7, = 44 km, which
also supports the idea that a larger weak zone imparts more
weakening.

The significance of these results is that the flexural response to
a load is highly sensitive to the existence of a free edge and the
degree to which it is viscously coupled to the adjacent weak zone.
Cases 7b—g with free edges and adjacent weak zones demonstrate a
significant reduction in the net flexural strength of the whole system
relative to the continuous lithosphere of Case 7a (up to 38 per cent).
This indicates that the net flexural strength of the system is not
only a function of the plate thickness, but also of the properties
of the adjacent weak zone (i.e. free edge). Therefore, applying the

Table 3. Broken plate models.

Eyrrp

Case (kImol~1) T, (km)  nwz (Pas)  Axwz (km)
Tas 320 58 N/A N/A

7b 320 36 102! 8

7c 320 38 1022 8

7d 320 48 1023 8

Te 320 46 103 12.5

7f 320 44 1023 19

*In all cases, the thermal age of the lithosphere is 90 Ma, the trapezoidal load
amplitude 49 = 10 km, the high-temperature creep activation temperature
Tyrc = 800 °C and the frictional coefficient 1y = 0.7. The viscosity of the
weak zone is nwz, and the width of the weak zone is Axwz. Case 7a is a
reference model with unbroken lithosphere.
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Figure 7. The effect of introducing a free edge in models of flexure. All results are symmetric across x = 0. (a) The steady-state flexure and viscosity field for
Case 7a with infinite or continuous lithosphere (black), and the best-fitting two-layer model (red). The vertical dashed blue line shows the leftmost extent to
which the misfit to flexure is calculated. (b) Similar results are presented for Case 7b which has a weak zone with viscosity 10>! Pa s imposed in the lithosphere
between x = 0 and 8 km, (c) for Case 7c in which the weak zone viscosity is 10%> Pa s and (d) Case 7d in which the weak zone viscosity is 10>} Pa s. This
model configuration mimics the semi-infinite geometry and free edge of the BEPM.

BEPM to a real Earth system could significantly bias the inferred
plate thickness (i.e. strength and rheology). In particular, if the free
edge in the model is a source of weakness relative to the real Earth
system, then trade-off with the inferred plate thickness may occur
to conserve the net flexural strength, where the net flexural strength
is constrained by observations of flexure and loads. This could lead
to overestimation of the plate strength and would have important
implications for previous constraints on rheology that were based
on the BEPM (e.g., Hunter & Watts 2016).

4 DISCUSSION

The distribution of stress and strain in a bending plate is of great
interest because it elucidates the physical properties of the litho-
sphere. However, only simplified formulations of the physics of
bending have been available to investigate flexural systems un-
til quite recently. For example, the solutions of the classic EPM,
BEPM and the YSE method, all rely on the thin plate approxima-
tion and other assumptions. Furthermore, deformation mechanisms
including frictional sliding, LTP and HTC have been observed and
quantified in mineral physics experiments, but laboratory condi-
tions are considerably different from those in the lithosphere (e.g.

strain rate). While some recent studies (Hunter & Watts 2016) in-
dicated that laboratory-derived rheology is consistent with the flex-
ure of subducting lithosphere based on the BEPM and the YSE
method, other studies have demonstrated that laboratory-derived
rheology is too strong relative to field observations at the Hawai-
ian Islands (Zhong & Watts 2013; Bellas et al. 2020). This study
seeks to understand the source of the apparent discrepancy in the
yield stress of oceanic lithosphere, where oceanic lithosphere ap-
pears stronger at plate boundaries than at plate interiors, by in-
vestigating the methods that have been used to infer elastic thick-
ness.

4.1 The yield stress envelope method and the broken
elastic plate model

We show that the YSE method accurately reproduces the effec-
tive elastic thickness, 7, to within 10 per cent error of viscoelastic
loading models for a broad range of theological parameters, thermal
structures and load amplitudes (Table 2 and Fig. 6). We also show
that the YSE method is not very sensitive to error in the strain rate
and curvature when applied to a system with modest flexure (e.g.
curvature ~10® m™). Even for a factor of 10 error in curvature and
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strain rate, 7, as estimated by the YSE method is never underesti-
mated by more than 6 per cent. Therefore, it is not likely that the
YSE method caused rheology that is actually too strong to appear
consistent with observations at subduction zones by underestimat-
ing 7, in previous studies, and our investigation of the YSE method
did not resolve the conundrum of strong oceanic plate boundaries
relative to plate interiors.

In our investigation of the BEPM, we showed that introducing a
free edge in models of flexure significantly enhances the flexural
response to a load and reduces the effective 7, of the system as
a whole. In addition, the degree to which the flexural response is
enhanced is highly sensitive to the properties of the weak zone.
The significance of this result is that the BEPM assumes a com-
pletely unconstrained free edge, but is applied to model real Earth
systems that are not necessarily free to equal degree. For example,
at subduction zones, the subducting plate is generally continuous,
and likely maintains some finite strength and mechanical coupling
to the downgoing portion of the slab as it traverses the trench and
beyond. However, this finite strength is completely neglected in the
BEPM which may, therefore, contain a source of weakness at the
free edge relative to the real Earth system. To be clear, we are not
suggesting that the continuous or infinite EPM is a better option
for modelling flexure at subduction zones. Rather, we are pointing
out a potentially critical difference between the BEPM and the real
Earth systems to which it is applied.

If the free edge in the BEPM is weaker than the correspond-
ing location in the real Earth system, then the BEPM will infer a
higher 7, to compensate for the relative weakness of the free edge.
For example, previous studies have shown that the BEPM infers a
significantly larger 7, than the EPM when applied to fit observa-
tions of flexure at Hawaii (Watts & ten Brink 1989; Wessel 1993).
Therefore, we suggest that exactly this type of trade-off may arise
between the free edge and the inferred plate thickness in the BEPM,
and if this is the case, then results from recent studies which used
the BEPM to constrain lithospheric rheology at subduction zones
may be called into question.

4.2 Rheology of the lithosphere at ocean island settings

We have shown that laboratory-derived rheology overestimates 7,
by a factor of 2 at standard ocean island settings, and by a factor
greater than 2 at French Polynesia where 7, is anomalously low
(Fig. 5). We consider it highly unlikely that plume- and magmatic-
activity would modify the lithosphere to equal degree at many
seamounts and ocean islands, especially those with much weaker
plume-activity and volcanism than that at the Hawaiian Islands (e.g.
the Canary Islands, the Island of Mayotte, or Bermuda). Therefore,
our new results support the conclusion of Zhong & Watts (2013) and
Bellas et al. (2020) that laboratory-derived LTP significantly over-
estimates the yield stress of the Hawaiian lithosphere, and show that
this conclusion also applies to oceanic lithosphere at ocean island
settings in general.

Other studies (e.g. Buck ef al. 2015; Pleus et al. 2020; Guest et
al., 2020) have suggested that a modification to laboratory-derived
rheology is not necessary, and rather that the Hawaiian lithosphere
is anomalously warm and/or magmatically fractured. We acknowl-
edge that regional thermal rejuvenation by a plume could bring
laboratory-derived rheology or Suites 1-5 into agreement with ob-
servations, but that the required amount of warming corresponds to
a reduction in thermal age from 60 to 20 Myr, from 100 to 30 Myr,
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or ~67 per cent reduction (Fig. 5) which is not supported by ob-
servations of heat flux at the Hawaiian Islands (von Herzen ef al.
1989) nor Cape Verde (Courtney & White 1986), swell topography
at 14 ocean island settings (Huppert et al., 2020), nor admittance
ratios at the Hawaiian Islands (Cadio et al. 2012). We also acknowl-
edge that laboratory-derived rheology could reproduce observed 7,
if magmatic diking and intrusion impart a reduction in lithospheric
viscosity to mantle viscosity (10?! Pa s) over a region that pene-
trates coherently through all depths in the lithosphere and over a
finite width of a few kilometres and is effectively infinite in length
(Cases 7a and 7b), but this is not supported by seismic observations
of small isolated magma chambers and conduits (Laske ez al. 2011;
Wright & Klein 2006) nor the continuous distribution of seismic-
ity across lithospheric depths (Klein 2016) at the Hawaiian Islands
where volcanism is generally considered to be of greatest intensity
on Earth.

It is also important to consider the possibility that oceanic litho-
sphere is always anomalous at ocean island settings at the time of
loading relative to a standard oceanic lithosphere due to thermome-
chanical erosion by plumes and the weakening effects of magmatic
plumbing systems. However, we consider it highly unlikely that
such anomalies have led to a consistent factor of two reduction in 7,
at most ocean island settings given the varying degrees of plume-
and volcanic-activity. For example, we would expect for the greatest
amount of thermal and magmatic weakening to be associated with
the Hawaiian Islands, but 7, at the Hawaiian Islands is 30-35 km
and slightly larger than most other estimates of 7, for 90 Ma seafloor
at the time of loading (Fig. Sa).

Previous studies have demonstrated that the flexural strength of
the lithosphere is primarily controlled by LTP (Zhong & Watts
2013), and we reinforce here that the only way to bring laboratory-
based predictions into agreement with observations of 7, is to reduce
its strength (i.e. yield stress or effective viscosity). We show that
reducing the activation energy of the LTP according to Mei et al.
(2010) from 320 to 190 kJ mol~' produces agreement between pre-
dicted and observed 7, (Fig. 5).

4.3 Rheology of subducting lithosphere

Hunter & Watts (2016) reported that laboratory-derived rheology is
consistent with subducting lithosphere based on the YSE method
and the BEPM. This conclusion was based on an inversion which
fit a uniform value of 7, to observed gravity profiles > 600 km in
length. However, laboratory-derived rheology is much too strong
compared to Hawaiian lithosphere (Zhong & Watts 2013; Bellas
et al. 2020) and the vast majority of ocean island settings (Fig. 5).
This disagreement gives rise to a conundrum in which the rheology
of subducting lithosphere appears stronger than that of plate interior
settings and is a major motivation of the present study.

Based on the highly uniform composition of oceanic lithosphere,
we expect that subducting lithosphere at circum-Pacific subduction
zones would have equivalent rheology to the lithosphere at Hawaii
and other oceanic plate interior settings, barring differences asso-
ciated with size effects (Kumamoto ef al. 2017), strain hardening
(Hansen et al. 2019) and chemical or mechanical alteration (e.g.
Huismans & Beaumont 2003; Ranero et al. 2003). At Hawaii, one
of the largest ocean-island loads on Earth, flexure of ~5 km has
accumulated over ~1 Myr (Moore & Clague 1992) which is compa-
rable to the amount and rate of deformation at many circum-Pacific
subduction zones (6~107'% s7"). This suggests that lithospheric rhe-
ology would be similarly affected by deformation (i.e. size effects
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and strain hardening) at Hawaii compared to subduction zones,
where the effects are likely saturated at both settings. In contrast,
curvature at circum-Pacific subduction zones (~10° m ™) is signif-
icantly larger than that at Hawaii (~107 m™!) such that larger stress,
greater activation of yielding mechanisms (Garcia et al. 2019) and a
greater potential for chemical and mechanical alteration, are all as-
sociated with subducting lithosphere. This suggests that, if anything,
the rheology of subducting lithosphere should be weaker than that
of the oceanic plate interior, which makes it even more difficult to
reconcile why laboratory-derived rheology appears consistent with
subduction zones (Hunter & Watts 2016) but it too strong compared
to ocean island settings (Zhong & Watts 2013). In other words, if
laboratory-derived rheology is too strong at plate interior settings,
we would expect it to be much too strong at subduction zones.

Our modelling calculations reveal that the existence of a free edge
and the properties of a weak zone can significantly enhance the flex-
ural response to a load (Figs 3d and 7). This suggests that trade-off
may occur between the free edge and T, inferred by the BEPM when
it is applied to real Earth systems that do not possess an equally free
edge (e.g. subducting lithosphere). Important questions arise regard-
ing the implications of this trade-off. For example, to what degree
does trade-off in the BEPM influence constraints on the rheology
of subducting lithosphere? Unfortunately, we are presently unable
to quantify the degree to which the BEPM overestimates 7, due to
trade-off with the free edge. However, because laboratory-derived
rheology is too strong compared to plate interior settings, we suggest
that this newly identified trade-off may be partially responsible for
the apparent agreement between laboratory-derived rheology and
subducting lithosphere shown in recent studies (Hunter & Watts
2016). Furthermore, it is essential that subducting lithosphere be
weaker than the plate interior because such a variation in strength
is required for the formation of trenches and subduction zones and
plate-like deformation. It is not sufficient that lithospheric loads be
localized at plate boundaries, because the deformational response
of a uniformly high yield-stress lithosphere would be diffuse, in
contrast to the intense degree of localization that is observed at
plate boundaries.

The problems associated with the BEPM may be far-reaching
and have broad implications for understanding lithospheric rheol-
ogy and how it varies between tectonic settings. For example, most
estimates of 7, at plate boundaries have been derived using the
BEPM (Hanks 1971; Caldwell ef al. 1976; Parsons & Molnar 1976;
McNutt & Menard 1982; Wessel & Haxby 1990; Levitt & Sandwell
1995; Hunter & Watts 2016). It is interesting to note that the BEPM
has been used in trenches and fracture zones where the isotherm
to which T, corresponds is unusually high (~700 °C), despite the
expectation that the lithosphere be weakest at plate boundary set-
tings. The BEPM has also been widely used to model the flexure
of foreland basins which form in front of mountain belts, includ-
ing the India-Eurasian collisional system (Karner & Watts 1983;
Lyon-Caen & Molnar 1983; Jordan & Watts 2005).

Flexure at subduction zones comprises a high degree of tectonic
complexity ranging from the major thrust fault separating subduct-
ing and overriding plates, to mainly normal faults in the trench-
outer-rise (Ranero et al. 2003; Ranero & Sallares 2004), to laterally
varying 7, (Hunter & Watts 2016), and high-stress activation of duc-
tile yield mechanisms to the point of bending moment saturation
(Garcia et al. 2019), all of which make it difficult to assess the appli-
cability of a free edge as in the BEPM. For example, it is not clear to
what degree T, reduces as it traverses the region between the outer-
rise and the trench axis and therefore to what degree the subducting
lithosphere can be treated as a completely unconstrained free edge

at the trench. The properties of this reduction in 7, most likely de-
pend on the age, curvature, fault geometry at individual subduction
zones, and mechanical and chemical alteration. Furthermore, it is
both challenging and necessary to represent the distributed negative
buoyancy force from the subducted slab in the mantle which may
ultimately be responsible for the trench and outer-rise topography
(e.g. Zhong & Gurnis 1994). It is also unclear what loading effects
may be associated with arc-volcanoes which often exhibit large pos-
itive gravity anomalies and are therefore at least partially supported
by lithospheric stresses (Basset & Watts 2015). We suggest that fully
dynamic viscoelastic models of subduction including internal loads
from buoyancy will be required to reassess previous constraints on
the rheological parameters at subduction zones. It will be highly
instructive to test whether the modified rheological parameters that
reproduce flexure at the Hawaiian Islands (e.g. Zhong & Watts 2013;
Bellas et al. 2020), and most oceanic plate interior flexure systems
(Fig. 5), also reproduce flexure at subduction zones in future studies.
At present, how to reconcile laboratory-derived rheology with
flexure at subduction zones remains an open question, but LTP,
specifically, appears to be too strong compared to oceanic litho-
sphere. This conclusion is also reflected in a recent study which
employed models of flexure at subduction zones considering fric-
tional, LTP, elastic and HTC deformation mechanisms and produced
a relatively poor fit to observations at flexure-sensitive wavelengths
associated with the outer-rise at the Marianas trench (Bessat ef al.
2020). We suggest that the source of the apparent disagreement may
be that the rheology of LTP varies significantly between laboratory
and lithospheric conditions, or that a multivariate modification to
rheological parameters is required to improve the fit to both labo-
ratory and field observations. Other possibilities include that LTP
may become decreasingly relevant with grain-size reduction (Ku-
mamoto et al. 2017), strain hardening (Hansen ef al. 2019), and/or
serpentinization (Chernak & Hirth 2010), all of which likely oc-
cur at subduction zones. However, this would require a source of
exorbitant weakening in the frictional sliding or HTC deformation
mechanisms to compensate for the relative strengthening in LTP.

5 CONCLUSIONS

In this study, we first demonstrated that laboratory-derived rheology
consistently overestimated a global catalogue of elastic thickness
estimates at ocean island settings by a factor of 2. Since this dis-
crepancy is global and consistent, we suggest that the discrepancy
cannot be explained by anomalous thermal and magmatic structures,
which vary significantly between different ocean island settings,
though some authors have suggested this explains the discrepancy
at the Hawaiian Islands. Rather, we argue that the discrepancy is
caused by laboratory-derived rheology being too strong compared
to the real Earth. We have also shown that the only way to bring
predictions of 7, into agreement with observations is to reduce the
strength of LTP (e.g. by reducing the activation energy), consistent
with previous work (e.g. Bellas ef al. 2020). A reduction in the
strength of LTP is required because it controls the flexural strength
of the lithosphere to first order.

Second, we have verified that the YSE method accurately repro-
duces T, and stress compared to fully dynamic viscoelastic loading
models (~10 per cent error). We showed that the YSE method is only
modestly sensitive to error in curvature and strain rate, though this
sensitivity increases with the degree of bending. We also demon-
strate the type of error that arises in the EPM when the thin plate
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approximation and others break down in Appendix A for especially
keen readers.

Third, we have demonstrated that the flexural response to a load is
significantly enhanced when a free edge is introduced to the system.
This has implications for applying the BEPM to real Earth systems
where a completely unconstrained free edge may not exist. Our
models show that the flexural response to a load is a function of
both plate strength and the properties of the free edge, such that
trade-off may occur to conserve the total elastic thickness and fit
the observational data.

We propose that trade-off between the free edge and 7, in
the BEPM is partially responsible for the agreement between
laboratory-derived rheology and subducting lithosphere in recent
studies. This is particularly important in light of our new results,
which show that laboratory-derived rheology is too strong compared
to ocean island settings in genera. It will be important to re-assess
the estimates of 7, and constraints on lithospheric rheology at sub-
duction zones in future studies using models that incorporate more
realistic subduction zone geometry, especially the continuity of the
lithosphere and slab buoyancy.
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APPENDIX A: BREAKDOWN OF THE
THIN PLATE APPROXIMATION

In this appendix, we investigate the type of error that arises in
the EPM when the thin plate approximation becomes decreasingly
valid. This occurs when the wavelength of the load becomes com-
parable to the thickness of the plate (i.e. A>>T, becomes invalid).
This is accomplished by comparing predictions from the EPM with
the fully dynamic viscoelastic loading model which does not depend
on the thin plate approximation (Section 2.3 in the main text).

The model domain is 1500 km wide (x) and 600 km deep (z), and
the surface load is expressed as a sinusoidal function of horizontal
position x

2 x
o9 (x) = pg Ao cos (T) , (AD)
in which p is the mantle density. For all models in the appendix,
Ay = 3 km is the load amplitude, the load is constant in time and the
viscosity structure is two-layer with a high-viscosity layer thickness
of 50 km (Fig. A1). All other model parameters are given in Table 1.

In Case 0a, the wavelength of the load A = 3000 km which is much
larger than 7, = 50 km. Therefore, Case Oa will serve as a reference
model in which we expect excellent agreement between the fully
dynamic model and the EPM. The time-dependent deformational
response is computed for 1000 time steps or 250 Maxwell times
based on mantle viscosity (T = 19/t ~950 yr). The evolution of
surface flexure and stress are shown at r = 0 (Figs A2a and b),
t =12.5ty (Figs A2c and d) and # = 2507, (Figs A2e and f).

At t = 0, the deformational response is purely elastic, and the
amplitude of surface flexure is < 500 m. After 12.5ty;, the am-
plitude of surface deflection has increased to > 2000 m, stresses
up to 100 MPa begin to concentrate in the lithosphere, and strain
rates of 107'° s7! begin to concentrate in the weak underlying
mantle. After 2507y, the surface flexure is sinusoidal with am-
plitude wo = 2997.7 m which almost fully compensates the sur-
face load (Fig. A2e), stresses in the weak underlying mantle have
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Figure Al. Model schematic. The models in this appendix are identical to
those in the main text, except for the load which is sinusoidal. We consider
only two-layer models in this section, and models are symmetric across
x=0.

fully relaxed (Fig. A2f) and the system is in steady state. Stresses
in the lithosphere decrease between 12.5ty and 2507y, possibly
because the load becomes almost fully compensated such that
the forcing from a horizontal gradient in topography is removed.
Near-complete compensation of a long-wavelength load is consis-
tent with analytical solutions of viscoelastic loading (e.g. Zhong
1997).

The flexure of Case Oa agrees almost identically with the predic-
tion from the EPM for 7, = 50 km and the same load (Turcotte &
Schubert 1982), which also predicts a sinusoidal surface displace-
ment with the same amplitude of wy = 2997.6 m for the elastic plate
parameters used here (Fig. A3a). The curvature from both models
is also sinusoidal with amplitude 1.31 x 10® m™ and in good
agreement with each other. Note that the curvature predicted by the
EPM is expressed k=d*w/dx> = wy(2m/A)? (Fig. A3a). Numerical
error at the domain boundaries is associated with computing the
second order derivative of displacement which is less accurate than
the displacement itself.

In Case 0a, it is also possible to investigate internal or depth-
dependent curvature within the lithosphere although curvature is
treated as constant in depth in the EPM (Figs A3b and c). Curvature
from Case Oa is constant in depth near the domain edge as well as
near the domain centre (Figs A3b and c for horizontally averaged
curvatures at x = 50-300 and 750-1000 km, respectively, marked
by circles in Fig. A3a). Constant curvature with respect to depth
affirms that variations in depth are negligible for long-wavelength
loads compared to plate thickness, consistent with the thin plate
approximation and the EPM.

The stress from Case 0Oa is compared with stress predicted by
the EPM at the same two locations where curvature is averaged
(i.e. Figs A3d and e for horizontally averaged between x = 50—
300 and 750-1000 km, respectively). For Case 0Oa, the deviatoric
normal stresses are equal and opposite (Tyx = —7,,), the devia-
toric shear stress is small (74,~0), and the differential stress is
twice the deviatoric normal stress (T,x — T, = 27x) (Figs A3d
and e), as expected for an incompressible medium with du,/dx =
—du./dz (i.e. eq. 7) and constant viscosity. The EPM prediction
o, agrees well with the differential stress from Case 0a 4, — 7,
because the thin plate approximation assumes o ., = 0 at the sur-
face and throughout the plate, such that o, is equal to the dif-
ferential stress (i.. 0= 0 -0.. = T,-T.). Note that o, from
the EPM is a total stress component (i.e. including the hydro-
static component), whereas our numerical model predicts deviatoric
stresses.
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The deviatoric components of stress based on the EPM are de-
rived in the following to show they also agree with those in the fully
dynamic model (Figs A3d and e). The hydrostatic component of
stress in the EPM is expressed—P = 1/3(o + 0,, + 0..) which
can be rewritten—P = o0 (14v)/3 since vo,,=o,, and .. = 0
(Turcotte & Schubert 1982). Removing the hydrostatic component
from the total stresses produces the deviatoric stress components
according to the EPM,

2 —
Tex = - Oxxs (Az)
2—v
Tz = — 5 Oxx, (A3)
3
2v—1
Tyy = VT Oxyx- (A4)

Since incompressibility is imposed in the numerical models, we
let v = 0.5 in the EPM as well. It is worth noting that while in-
compressibility is equivalent to v = 0.5, most crustal and man-
tle rocks are Poisson solids, for which v~ 0.3, but we do not
expect this difference to significantly alter the results. The de-
viatoric stress components from the EPM are thus 7., = 04/2,
T,, = —0x/2 and 7,y = 0, all of which are identical to the fully
dynamic numerical solutions (Figs A3d and e). Finally, we note
that the total stress o, and not the deviatoric normal stress T,y
should be integrated to solve the bending moment because all
forces related to bending are encapsulated in o but not 74, (eqs 4
or 6).

Next, in Case Ob, we investigate the type of error that arises
in the EPM for a load wavelength comparable to the plate thick-
ness. The wavelength of the load is reduced by a factor of 10
relative to Case Oa such that A = 300 km, the horizontal model
domain is reduced to 150 km, and all other aspects of Cases 0Oa
and Ob are identical. The surface flexure and curvature are sinu-
soidal with amplitudes 406.6 m and 1.75 x 107 m™!, respectively
(Fig. A3f). Internal curvature of the lithosphere varies appreciably
with depth in contrast to Case 0a, both near the domain edge at
x = 5-30 km (Fig. A3g) and near the domain centrer at x = 75—
100 km (Fig. A3h). We also note that the depth-averaged internal
curvature is greater in magnitude than the surface curvature regard-
less of whether the flexure is concave-up (Fig. A3g) or concave-
down (Fig. A3h). We suggest that vertical variation of curvature
within the plate may be one manifestation of the breakdown of
the thin plate approximation. Stresses are approximately an or-
der of magnitude larger compared with Case 0Oa, and the shear
stress Ty, increases especially at mid-plate depths (Figs A3i and
)2

In comparison, the EPM predicts the amplitudes of deflection
and curvature are 332.4 m and 1.46 x 10”7 m™', both of which are
underestimates compared to the numerical results (Fig. A3f) and
overestimates the differential stress (Figs A3i and j). If we consider
the fact that the EPM overestimates the numerical stress based on
the surface curvature taken from the numerical Case Ob, which is
smaller in magnitude at the surface than the plate interior, then this
demonstrates that vertical variations in curvature are not the only
manifestation of thick plate effects, because curvature smaller than
the depth-averaged value alone would cause the EPM to underes-
timate elastic bending stresses. Therefore, we show that at short
wavelengths, breakdown of the thin plate approximation is mani-
fested in the EPM by overestimation of bending stresses in addition
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Figure A2. Time evolution of two-layer viscosity model Case Oa. The surface deflection and the stress field for varying time in response to a sinusoidal load.
(a) and (b) Atz = 0, the response is entirely elastic such that stress is distributed relatively evenly in depth. (c) and (d) At # = 12.5t, viscous relaxation causes
stress to concentrate in the high-viscosity layer. () and (f) At # = 25071y, the system is in steady state, elastic stresses are concentrated in the high-viscosity

layer and the flexure is maximal.

to underestimation of surface flexure and curvature. Understand-
ing the type of error that arises when the thin plate approxima-
tion breaks down may help to inform the kind of limits that may
be placed on short-wavelength deformation in the EPM in future
studies.

In summary, we have shown that the EPM predicts flexure, cur-
vature and stress identical to that in fully dynamic viscoelastic load-
ing models when the thin plate approximation and others are valid.
However, the agreement degrades as the thin plate approximation
breaks down, as is expected, and the disagreement is such that
the EPM underestimates flexure and curvature, but overestimates
stress relative to the fully dynamic numerical model. The thin plate

approximation is the assertion that the depth to the neutral sur-
face is fixed, does not vary, that no vertical variations in stress
(04, 0x,) or curvature (k) occur in the bending lithosphere, and
the EPM relies on it and other assumptions such as small cur-
vature and small angle approximations. It is not straightforward
to identify which approximation leads to the error we observe in
this study, or why the error has the sign configuration observed
herein. However, understanding the behavior that arises when the
approximations become decreasingly valid may help inform the
limits that can be placed on flexural dynamics (i.e. upper and lower
bounds on flexure, stress, curvature) in future studies which use the
EPM.
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Figure A3. Comparison of predictions from the EPM and the fully dynamic model. In the left-hand column (a)—(e) are results from Case Oa which is subject
to a 3000 km wavelength load. On the right (f)—(j) are results from Case Ob which is subject to a 300 km wavelength load. From top to bottom, we present the
surface deflection and surface curvature (a, f); (solid) the internal or depth-dependent curvature which is horizontally averaged over the ranges (bars) centred
on circles in (a) and (f), and (dashed) the vertical average (b) and (c), (g) and (h); (dashed) the numerical or FE vertical stress profiles averaged near the domain
edge marked by leftmost circles in (a) and (), and (dotted) the EPM prediction (d) and (i); finally, (dashed) the numerical (FE) vertical stress profiles averaged
near the domain centre marked by central circles in (a) and (f), and (dotted) the EPM prediction (e) and (j). In the legend for stress profiles, T represents

deviatoric stress, and o represents total stress.
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