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Abstract—Spectrum map is an essential tool for a range of emerging applications of 5G and 6G networks. Despite the great efforts

that have been put on the construction of spectrum maps, access to accurate and valid spectrum data in dynamically changing

environments emphasizes the need for more advanced solutions tailored to such rapidly varying scenarios. To this end, the idea of

spectrum map prediction is introduced. In this paper, we address the problem of spectrum map prediction from historical spectrum

observations in the dynamically changing environments. The problem is particularly challenging when the available historical spectrum

observations are incomplete and corrupted by anomalies. We propose three techniques to solve the problem. First, we combine the

spectrum map with prediction functionalities so as to offer a huge potential for efficient resource management and flexible sharing of

resources in dynamically changing environments. Second, by fully exploiting the hidden spatial-temporal-spectral structures of the

spectrum data and the sparsity of anomalies and missing data, we model the spectrum map as a 3rd-order spectrum tensor and

formulate the spectrum map prediction problem as a low-rank tensor completion problem. Third, we design a robust online spectrum

map prediction (ROSMP) algorithm based on the alternating direction minimization method, which derives the tensor decomposition

factors for a new timeslot based on the update of existing ones rather than re-computing from the scratch. By gradually learning the

hidden spatial-temporal-spectral structures of the spectrum data, ROSMP is able to predict and obtain the complete spectrum map with

high accuracy. Finally, extensive numerical evaluations using a real spectrum measurement dataset confirm the efficacy and efficiency

of ROSMP and show the superiority of ROSMP over the baselines.

Index Terms—Spectrum map, spectrum prediction, tensor completion, online learning

Ç

1 INTRODUCTION

SPECTRUM map is a database integrated technique that could
provide rich and accurate knowledge of the radio context.

It is expected to be an essential tool for unlocking more oppor-
tunities in 5G and 6G networks [1]. A range of emerging appli-
cations, from adaptive spectrum sensing in cognitive radios
[2], proactive resource allocation in anticipatory networks [3],
to channel quality prediction in 5G automotive [4], depends
crucially on the availability of the spectrum map. Existing
studies on the spectrum map mainly focus on spectrum map
construction [5]. Themain purpose of spectrummap construc-
tion is to estimate the unknown elements of the spectrummap
based on the spectrum measurements of sparsely distributed
and heterogeneous sensors. Usually, updating the spectrum

map frequently by construction is expensive and practically
inefficient. The updating speed of the spectrum map is rela-
tively slow (e.g., in the time scale of hours or days) [6], which
significantly degrades the usefulness of the spectrum map,
especially for the time-sensitive applications in dynamically
changing environments. The requirement to access to accurate
and valid spectrum data in dynamically changing environ-
ments emphasizes the need for more advanced solutions.
Spectrummap prediction, which combines the spectrummap
with prediction functionalities, finds its great potential in solv-
ing the problem. Different from spectrum map construction,
which relies on the sensing capability of the spectrum sensors,
spectrum map prediction can forecast the spectrum map
at any time by mining the inherent structure of historical
observations.

As studied in our previouswork [7], spectrummap predic-
tion heavily depends on the quality of historical observations.
However, missing data and anomalies are common in real-
world spectrum measurements. In practical environments,
the low-cost spectrum sensors easily experience an issue of
missing readings due to unexpected hardware failures or
communication interruptions [8]. Besides the data loss, the
spectrummeasurements are also easily polluted by anomalies
due to activity from malicious operations, or misconfigura-
tions and failures of network equipments [9]. Consequently,
how to perform efficient and dependable spectrum map pre-
diction in the presence ofmissing data and anomalies remains
an open challenge. Yet another major challenge is the require-
ment of real-time processing capability in the design of spec-
trum map prediction algorithms. Outdated spectrum map
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prediction is generally useless. The existing batch algorithms
significantly limit the scalability to analyze massive observa-
tions in real time and the computational complexity of the
batch algorithms can easily become large with the size of the
spectrummap. Thus, it is necessary to design a spectrummap
prediction algorithmof high efficiency.

To address these issues, we develop a robust online spec-
trum map prediction (ROSMP) framework to enable effi-
cient and dependable spectrum map prediction with
incomplete and corrupted historical observations. The main
contributions of the paper are summarized as follows.

� We formulate the problem of spectrum map predic-
tion based on incomplete and corrupted historical
observations as a joint optimization problem of ten-
sor completion and subspace learning by effectively
integrating the time series forecasting techniques.

� We design a robust online spectrum map prediction
algorithm by taking an alternating direction minimi-
zation procedure to efficiently solve the optimization
problem.

� We evaluate our designed ROSMP algorithm based
on real-world spectrum data and the results show
that our algorithm outperforms the baseline algo-
rithms, especially in eliminating the negative effects
of anomalies and missing data.

The remainder of the paper is organized as follows. In
Section 2, we discuss the related work. The preliminaries
are presented in Section 3. We present our system model
and analyses on the impact of missing data and anomalies
in Section 4. The proposed robust online spectrum map pre-
diction algorithm is presented in Section 5. We conduct
extensive experiments to evaluate the performance of our
proposed algorithm in Section 6, and finally conclude the
work in Section 7.

2 RELATED WORK

In the literature, extensive researches have been carried out
for spectrum map construction. Most of the existing studies
focus on creating a single spectrum map from sparse sensor
measurements via spatial interpolation techniques. In par-
ticular, Kriging-based approach [4], Shepard’s interpolation
technique [10] and Kriged Kalman Filter [11] are used to
generate spectrum maps. These construction methods
implicitly assume a temporally static spectrum map of one
single frequency band, ignoring the inherent temporal and
spectral characteristics of the spectrum observations on the
construction of a spectrum map. A few studies have also
been conducted on multi-dimensional spectrum map con-
struction. In [12], a novel spatial-temporal approach is intro-
duced for securely constructing a spectrum map from a
small number of spectrum measurements in the presence of
false spectrum measurements. In [13], deep neural network
is first utilized for spectrum map construction. A novel
model-free approach is proposed for spectrum map con-
struction where propagation phenomena are learned from
data. In [14], the spectrum map construction problem is
investigated from the spatial-temporal-spectral view. It
models the multi-dimensional spectrum map from the per-
spective of a spectrum tensor and transforms the missing

filling problem into a tensor completion problem. By invok-
ing Kalman filtering, a joint tensor completion and predic-
tion scheme is proposed in [15] to enable multi-dimensional
spectrum map construction. Despite the great efforts that
have been put on the construction of spectrum maps, the
relatively slow updating speed of the constructed spectrum
map makes it infeasible to be applied in dynamically chang-
ing environments, which leads to the investigation of spec-
trum map prediction in this paper.

Prediction techniques have found their potential in
numerous emerging applications, where their availability
could be crucial in energy planning, management and con-
servation [16], natural disaster risk reduction [17], and dis-
ease prevention and diagnosis [18], to name just a few.
Prediction techniques have also been introduced and devel-
oped in wireless communications. As one of the fundamen-
tal functions in cognitive radios, spectrum prediction can
provide forecast views and has made a quick progress
recently. When we only consider the time-varying charac-
teristics of a single frequency band, the spectrum prediction
problem can be transformed into a time series forecasting
problem to predict the availability of the frequency band
using various time series forecasting algorithms [19],
including linear regression (LR), recurrent neural network
(RNN), and k-nearest-neighbor (KNN). Besides the time-
variation characteristics of each frequency band, the correla-
tions among different frequency bands can also be consid-
ered for spectrum prediction. The spectrum prediction
problem is transformed into a matrix completion and matrix
recovery problem [20], which can be effectively solved by
integrating the time series forecasting techniques into the
matrix completion. In [21], when the periodic characteristics
among different days are further considered, long-term
spectrum prediction can be performed by solving a tensor
completion problem. In terms of the relationship with spec-
trum maps, prediction techniques can also be utilized to
generate a spectrum map in a proactive and energy-efficient
manner. In [22], spectrum map prediction is first investi-
gated from the spatial-temporal view. A novel hybridized
approach is proposed to first estimate the missing observa-
tions of previous timeslots from the spatial view by using
the Ordinary Kriging (OK) method, and then predict the
spectrum map from the temporal view by establishing a
RNN. In our previous work [23], we propose a novel end-
to-end deep-learning based model, entitled spatial-tempo-
ral-spectral prediction network (STS-PredNet), for spectrum
map prediction. Not only the joint spatial-temporal-spectral
dependencies but also the temporal diversity of the spec-
trum observations are considered for the design of STS-Pre-
dNet. Different from the above studies, in this paper, we
focus on the prediction of spectrum map from the following
two aspects: (1) We concurrently consider the impact of
missing data and anomalies on spectrum map prediction.
(2) We propose an efficient online solution, taking into
account the cost for storage and computation.

In the technical aspect, our work benefits from the realm
of tensor completion, which is a tensor-based data recovery
methodology for extracting and exploiting the inherent
structure and redundancy in data. It has been proven to be
effective in various fields, including traffic flow prediction
[24], internet anomaly detection [25] and image recovery
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[26]. However, existing batch tensor completion algorithms
cannot be directly applied to spectrum map prediction due
to the unique features extracted from the spectrum map.
Specifically, the tensor representative of the spectrum map
is usually of a large size. The employment of the batch ten-
sor completion algorithms will incur significant time com-
plexity, which will degrades the usefulness of the spectrum
map in dynamically changing environments. Besides, the
spectrum measurements used to establish the spectrum
map are acquired sequentially in time and easily polluted
by anomalies. Keeping these features in mind, we are moti-
vated to develop an efficient and robust way to handle the
partial missing anomaly-injected noisy tensor and an online
tensor completion algorithm is designed in this paper.
Online algorithms update previously obtained estimates
rather than re-compute new ones from scratch each time a
new datum becomes available. The tracking ability to the
non-stationary evolution motivates the deployment of
online algorithms in different fields. In [27], a sophisticated
online learning scheme is designed for green resource allo-
cation in 5G heterogeneous cloud radio access networks,
which mitigates interference and maximizes energy effi-
ciency while maintaining QoS requirements for all users. In
[28], an online time-structured traffic tensor tracking
scheme is designed based on the hankelized structure of the
tensor to infer network-level anomalies from indirect
link measurements. Different from the above works, in this
paper, we propose a robust online spectrum map prediction
algorithm based on the alternating direction minimization
method by fully considering the unique features of the spec-
trum map.

3 PRELIMINARIES

In this section, some basic notations, operations and neces-
sary definitions are presented. The following notations are
used throughout this paper. Tensors are denoted by upper-
case calligraphic letters A;B; . . .ð Þ, matrices are written as
uppercase boldfaced letters AA;BB; . . .ð Þ, vectors are repre-
sented by lowercase boldfaced letters aa; bb; . . .ð Þ, and scalars
are denoted by normal lowercase letters a; b; . . .ð Þ. An Nth-
order tensor can be denoted by X 2 R

I1�I2�����IN , whose ele-
ments can be represented by its symbolic name with
indexed as subscripts as xi1;i2;...;iN , in 2 1; 2; . . . ; Inf g, n 2
1; 2; . . . ; Nf g. Accordingly, when N ¼ 2, a matrix can be

obtained as XX 2 R
I1�I2 , where each element can be denoted

by xi1;i2 . Similarly, when N ¼ 1, a vector can be obtained as
xx 2 R

I1 and the elements of the vector can be denoted by
xi1 . The key variables used in this paper are summarized in
Table 1.

Some operations are quite essential and are applied in
this paper. Symbol ”�” represents the vector outer product,
while symbol ”�” represents the matrix Hadamard prod-
uct. :ð Þ0 represents the transposition operation. :k k0 stands
for the l0-norm, which counts the number of non-zero ele-
ments in the tensor. :k k1 represents the l1-norm, which cal-
culates the sum of the magnitudes of the tensor. :k k2 stands
for the l2-norm, which calculates the square root of the sum
of the square of all the elements of the vector. :k kF denotes
the Frobenius norm, which calculates the square root of the
sum of the absolute square of the elements of the tensor.

:k k� represents the nuclear norm, which calculates the sum
of the singular values (SVs) of the tensor.

Definition 1 (Slices of a tensor [25]). A Tensor can be repre-
sented by a set of two-dimensional slices, which are defined by
fixing all but two indexes of the tensor. For a 3rd-order tensor
X 2 R

I1�I2�I3 , three kinds of slices, i.e., the frontal, lateral and
horizontal slices can be obtained and denoted by X i1;:;:, X :;i2;:

and X :;:;i3 , respectively.

Definition 2 (Mode-n matricization [25], [29]). Tensor
matricization is to unfold a tensor into a matrix format follow-
ing a predefined rule. As the most commonly used tensor matri-
cization method, mode-n matricization is to unfold a tensor
X 2 R

I1�I2�����IN along its nth mode into a matrix denoted as
XX nð Þ 2 R

In�
Q

k6¼n
Ik . An arbitrary element xi1;i2;...;iN , of tensor

X can be found in its unfolding matrix XX nð Þ at the position of

in; icð Þ, where ic ¼ 1þ
PN

m¼1;m 6¼n im � 1ð Þ
Qm�1

l¼1;l 6¼n Il

h i

.

Definition 3 (Rank-1 tensor). Rank-1 tensor is also called
simple tensor or decomposable tensor. The Nth-order tensor
X 2 R

I1�I2�...�IN is a rank-1 tensor as long as it can be written
as the outer product of N vectors as X ¼ vv 1ð Þ � vv 2ð Þ � � � � � vv Nð Þ.

Definition 4 (Tensor rank [30]). The tensor rank is defined as
the minimum number of rank-1 tensors that can be summarized
to generate the tensor as

TABLE 1
Key Variables Used in This Paper

Variables Explanation

L Number of grids
F Number of frequency bands
T Number of timeslots
YT A 3rd-order tensor constructed based on the

historical observations collected during the past
T � 1 timeslots, whose x-axis is the indices of the
consecutive grids, y-axis is the indices of frequency
bands, and z-axis is the indices of timeslots

YY t The tth horizontal slice matrix of tensor YT

yl;f;t The element of tensor YT , denoting the average
received signal strength of the f th frequency band
in the lth grid at the tth timeslot

XT The signal component of tensor YT

AT The anomaly component of tensor YT

VT The noise component of tensor YT

PVVT
:ð Þ The sampling operator, which sets the entries of a

tensor argument not in VVT to zero, and keeps the
rest unchanged

Pvvt :ð Þ The sampling operator, which sets the entries of a
matrix argument not in vvt to zero, and keeps the
rest unchanged

R The estimated rank
BB;CC;DD The subspace factor matrix of the tensor YT ,

obtained via CP decomposition
bbr; ccr; ddr The rank-one vector in the subspace factor matrices
bbl; ccf ; ddt The row vector in the subspace factor matrices of

size R1�R

TSF :ð Þ The time series forecasting technique
�Y�Y T The prefilled elements obtained via time series

forecasting
X̂̂XT The predicted spectrum map
� The forgetting factor
pmiss The missing data percentage
panomaly The anomaly data percentage
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rank Xð Þ ¼ min R 2 Z
þ : 9vv nð Þ

r ; s:t:X ¼
XR

r¼1

vv 1ð Þ
r � � � ��vv Nð Þ

r

( )

:

(1)

Definition 5 (Tensor n-rank [31]). The tensor n-rank is defined
as the tuple of the ranks of the unfolding matrices of a tensor, i.e.,
rankn Xð Þ ¼ rank XX 1ð Þ

� �
; rank XX 2ð Þ

� �
; . . . ; rank XX Nð Þ

� �� �
.

Definition 6 (CANDECOMP/PARAFAC (CP) decompo-
sition [32]). The idea of CP decomposition is to express a ten-
sor as the sum of a finite number of rank-1 tensors. By this
way, the Nth-order tensor X 2 R

I1�I2�����IN can be expressed
as X ¼

PR
r¼1 vv

1ð Þ
r � � � � � vv Nð Þ

r , vv nð Þ
r 2 R

In , n 2 1; 2; . . . ; Nf g.

By introducing the factor matrices VV nð Þ ¼ vv
nð Þ
1 ; vv

nð Þ
2 ; . . . ; vv

nð Þ
R

h i

2 R
In�R, tensor X can be further expressed as X ¼ VV 1ð Þ;

��

VV 2ð Þ; . . . ; VV Nð Þ		.

4 MODEL AND PROBLEM STATEMENT

4.1 System Model

As shown in Fig. 1, we consider a heterogeneous cellular
network formed by a set of transmitters and a network of
receivers, which consists of sensors placed on vehicles,
pedestrian phones and fixed access nodes, located in a geo-
graphical region of interest. The transmitters operate on F

cellular frequency bands, which are simultaneously moni-
tored by the receivers. The measurements of the receivers
are collected and stored in a geo-location database adminis-
trator (DBA). Considering that accurately measuring the
spectrum at every location in parallel is difficult in practice,
we divide the geographical region of interest into a set of
small square grids and establish the spectrum map from the
perspective of the average received signal strength (ARSS)
in the grids. The mean of the collected measurements in
each grid can be taken as an estimation of the ARSS. If there
is no measurement collected in a grid, the ARSS of the grid
can be viewed as unknown. Considering the measurements
collected in the past T � 1 timeslots as historical observa-
tions, we model the historical observations stored in the
DBA from the perspective of a 3rd-order tensor, YT 2
R

L�F�T , whose x-axis is the indices of the consecutive grids,

y-axis is the indices of frequency bands, and z-axis is the
indices of timeslots. Each element yl;f;t, l 2 1; . . . ; Lf g, f 2
1; . . . ; Ff g, t 2 1; . . . ; Tf g, denotes the ARSS of the f th fre-
quency band in the lth grid at the tth timeslot.

Many factors contribute to the elements in the spectrum
tensor, including signals, anomalies, and inherent noise. By
assumption, some observations are corrupted by anomalies
and are sparsely and randomly distributed. Thus, a general
expression can be given as

yl;f;t ¼ xl;f;t þ al;f;t þ vl;f;t; (2)

where xl;f;t denotes the signal of interest, al;f;t corresponds
to the anomaly component, and vl;f;t is the additive noise
component. By introducing the tensor XT :¼ xl;f;t

� �
, AT :¼

al;f;t
� �

, and VT :¼ vl;f;t
� �

2 R
L�F�T , the expression in (2) can

be batch formulated and further rewritten in a compact ten-
sor form as

YT ¼ XT þAT þ VT : (3)

It should be emphasized that YT can also be viewed as a
combination of a set of horizontal slices, each of which rep-
resents the spectrum map for a single timeslot. Accordingly,
YT can be written as YT ¼ YY 1; YY 2; . . . ; YY T½ 	. Similarly, XT ,
AT and VT can also be written as a set of horizontal slices as
XT ¼ XX1; XX2; . . . ; XXT½ 	, AT ¼ AA1; AA2; . . . ; AAT½ 	 and VT ¼ VV 1;½
VV 2; . . . ; VV T 	.

Unknown elements are common in the tensor due to the
limited number of the receivers, their mobility, as well as the
transmission loss in the observation collection processes. More
critically, in the case of spectrummap prediction, the last hori-
zontal slice ofYT (i.e., YY T ) corresponds to the spectrummap to
be predicted for the new timeslot T and it is completely
unknown. To model the unknown elements in the spectrum
tensor,we first collect the tuples corresponding to the available
observations in the set VVT , and then introduce the sampling
operatorPVVT

:ð Þ to reset the entries in tensorYT as

PVVT
YTð Þ

� �

l;f;t
¼

yl;f;t; l; f; tð Þ 2 VVT

0; otherwise

�

: (4)

4.2 Problem Statement

The objective of spectrum map prediction in this paper is to
infer the spectrum map of the forthcoming T th timeslot (i.e.,
XXT ), based on the incomplete and corrupted historical
observations PVVT�1

YT�1ð Þ. Intuitively, this problem mathe-
matically falls into the field of tensor completion. However,
two critical issues have to be considered.

First, as the last horizontal slice of the YT is completely
unknown, it is infeasible to apply tensor completion directly.

Second, the low-rank feature is the prerequisite for using
the tensor completion. According to linear algebra, high cor-
relation of a tensor generally implies that it is of low-rank.
To ascertain whether tensor completion can be used here, it
is essential to perform correlation analysis of the spectrum
tensor. For demonstration purpose, we establish a spectrum
tensor based on the real-world measurements of cellular fre-
quency bands (600MHz-850MHz) sensed by Electrosense
sensors distributed in an area about 6K sq-meters centering
at [-3.77047 40.33701] in Madrid, Spain [33] for a 1000 time-
slots duration. As stated in Section 4.1, we divide the whole

Fig. 1. An exemplary database-driven spectrum map prediction system.
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area into 3 � 3 equal-sized square grids and calculate the
ARSS in each grid. The temporal/spectral/spatial correla-
tion of the established spectrum tensor is measured using a
widely used metric [34], i.e., Pearson correlation coefficient.
As shown in Fig. 2, it can be evidently observed that there
indeed exists high temporal/spectral/spatial correlation of
the spectrum tensor. It is highly likely that the spectrum ten-
sor has a good low-rank structure. To characterize the
impact of anomalies, in the following, we re-establish the
spectrum tensor in consideration of the sparsely distributed
anomalies. Specifically, we artificially inject anomalies to a
portion of the entries in the original spectrum tensor, fol-
lowing the standard anomaly injection method used in
existing work [35]. Then, we study the distribution of the
SVs from the perspective of the unfolding matrices of the
new established spectrum tensor. According to the defini-
tion of mode-n matricization, three unfolding matrices can
be obtained as YY 1ð Þ 2 R

L� F�Tð Þ, YY 2ð Þ 2 R
F� L�Tð Þ and YY 3ð Þ 2

R
T� L�Fð Þ. The ranks of the matrices can be calculated and

collected to denote the tensor n-rank as rankn YTð Þ ¼
rank YY 1ð Þ

� �
; rank YY 2ð Þ

� �
; rank YY 3ð Þ

� �� �
. It can be generally

established that max rankn YTð Þð Þ 
 rank YTð Þ [21], which
means that the rank of tensor YT is greater than the ranks of
the corresponding unfolding matrices and will increase as
long as the ranks of the unfolding matrices becomes rela-
tively large. By applying singular value decomposition
(SVD) [36], the SVs of YY 1ð Þ can be calculated as

YY 1ð Þ ¼ UUSSVV 0; (5)

where SS 2 R
L� F�Tð Þ is a diagonal matrix with the diagonal

elements (i.e., the SVs) organized in the decreasing order.
Similarly, the SVs of YY 2ð Þ and YY 3ð Þ can also be calculated by
applying SVD, and the cumulative distribution functions
(CDFs) of the normalized SVs for different percentages of
injected anomalies are plotted in Fig. 3. From Fig. 3, we can
observe that more SVs are required to capture the same frac-
tion of the total variance with the increase of the number of
anomalies injected into the tensor, which indicates that the
ranks of the unfolding matrices increase, so does the rank of
the spectrum tensor. Therefore, it can be concluded that the
sparsely distributed anomalies have destructive effects on
the approximate low-rank structure of the spectrum tensor.

The above findings motivate us in the next section to
develop a robust spectrum map prediction framework to

support the spectrum tensor that with one whole horizontal
slice unknown and may contain anomalies.

5 PROBLEM FORMULATION AND ALGORITHM

DESIGN

5.1 Problem Formulation

To tackle the aforementioned issues, we propose to effec-
tively integrate the time series forecasting technique into
tensor completion, so that a prefilling operation is per-
formed in the first step to estimate some notable elements of
the forthcoming T th timeslot as

�yl;f;T ¼
TSF PVVT�1

YT�1ð Þ
� �

; l; fð Þ 2 SSPRE

0; otherwise

�

; (6)

where TSF :ð Þ represents the time series forecasting tech-
nique, and all the indices tuple l; fð Þ selected for prefilling
(i.e., the blue items in Fig. 1) make up the indicator set SSPRE .

To make the prefilled elements as accurate as possible, we
keep the definition of SSPRE consistent with the evolution law
[37]. Specifically, We calculate the approximate entropy of the
time series of each tuple l; fð Þ, and denote it byEn l; fð Þ. In gen-
eral, a lower entropy implies a higher predictability, and vice
versa. Thus, SSPRE can be constructed by selecting the top p

tuples of relative low entropies as

SSPRE :¼ argmin
p

F�L
En l; fð Þ: (7)

Besides, we evaluate the performance of several popular time
series forecasting techniques, including statistical models (i.e.,
autoregressive integrated moving average (ARIMA) [38] and
mean [39]), machine learning models (i.e., long short-term
memory (LSTM) and KNN) [40], and the prophet model
developed by Facebook’s Core Data Science team [41], over
various l; fð Þ tuples as shown in Fig. 4. We specify the predic-
tion errors by using the normalized root mean square error
(NRMSE) in dB [20]. It is clear in Fig. 4a that even though there
is no clear cut winner that consistently outperforms the others
across the five techniques, KNN, mean and ARIMA are
observed to be the top 3 to provide the best performance for
31, 27 and 18 percent of the instances, respectively. From
Fig. 4b, we can see that the KNN model achieves the smallest
median NRMSE value, as well as the second shortest inter-
quartile range compared with the other four models, indicat-
ing its better performance in terms of both prediction accuracy

Fig. 2. Temporal, spectral and spatial correlations of the considered spectrum tensor.
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and robustness. Therefore, we define the TSF :ð Þ as a KNN
model, namely �yl;f;T ¼ KNN PVVT�1

YT�1ð Þ
� �

. Based on the prefilled
elements, a new tensor is obtained for further processing as

PVVT
�YTð Þ ¼ ½PVVT�1

YT�1ð Þ; �Y�Y T 	; (8)

where �Y�Y T ¼ �yl;f;T
� �

, l 2 1; . . . ; Lf g, f 2 1; . . . ; Ff g.

With the new obtained tensor PVT
�YTð Þ, tensor comple-

tion can then be implemented for spectrum map prediction,
i.e., recovering the signal component XXT of the forthcoming
T th timeslot. Accordingly, an optimization problem can be
formulated by leveraging the inherent low-rank property of
XT and the sparsity property of AT as

min
X ;A

rank Xð Þ þ r Ak k0

s:t: PVVT
�YT �X �Að Þ

�
�

�
�2

F

 ";

(9)

where rank :ð Þ stands for the rank of a tensor, r is a positive
rank-sparsity controlling parameter, and " is a noise-related
parameter.

It should be noted that both rank and l0-norm criteria are
in general NP-hard to optimize. To make the optimization
problem in (9) trackable, one efficient way is the convex
relaxation, i.e., replacing rank :ð Þwith its tightest convex sur-
rogate, the nuclear norm :k k�, and replacing :k k0 with its

tightest convex surrogate, the l1-norm. Accordingly, the
optimization problem in (9) can be transformed as

min
X ;A

1

2
PVVT

�YT � X �Að Þ
�
�

�
�2

F
þmr Xk k� þ ms Ak k1; (10)

where mr;ms � 0 are rank- and sparsity-controlling parameters.
However, it is also easily observed that the replacements

result in a non-smooth optimization problem in (10) since the
nuclear norm :k k� is not differentiable at the origin, and the
size of the optimization problem can become quite large with
time. To tackle the above challenges, CP decomposition is
introduced in this paper to decompose the signal component
tensorX in (10) by leveraging its low-rank property as [28]

X ¼
XR

r¼1

bbr � ccr � ddr ¼ BB;CC;DD½ 	½ 	; (11)

whereR is the rank ofX , bbr 2 R
L, ccr 2 R

F and ddr 2 R
T denote

the rank-one vectors. BB ¼ bb1; bb2; . . . ; bbR½ 	 2 R
L�R, CC ¼ cc1; cc2;½

. . . ; ccR	 2 R
F�R and DD ¼ dd1; dd2; . . . ; ddR½ 	 2 R

T�R represent
three factor matrices, and they can also be denoted by row

vectors as BB ¼ bb1
� �0

; bb2
� �0

; . . . ; bbL
� �0

h i0
, CC ¼ cc1ð Þ

0
; cc2ð Þ

0
; . . . ;

h

ccF
� �0

	0 and DD ¼ dd1
� �0

; dd2
� �0

; . . . ; ddT
� �0

h i0
, where bbl; ccf ; ddt

� 	
2

R
1�R. Based on these row vectors, each horizontal slice of X

can be decomposed as XXt ¼ BBdiag ddt
� �

CC0, t 2 1; 2; . . . ; T½ 	.

Fig. 3. Illustration of anomaly impact by the CDFs of the topK normalized SVs.

Fig. 4. (a). Pie chart of the percentage a particular forecasting technique performs best (smallest NRMSE). (b). Box plot of the NRMSE for all the
forecasting techniques.
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Leveraging formula (11), we can then reformulate the optimi-
zation problem in (10) as

min
BB;CC;DD;A

1

2
PVVT
|ffl{zffl}

Missing data

�YT �X �Að Þ
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Approximation error

�
�
�
�
�
�
�

�
�
�
�
�
�
�

2

F

þ
mr

2
BBk k2F þ CCk k2F þ DDk k2F

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Frobenius-norm regularizer

þ ms Ak k1
|fflfflfflffl{zfflfflfflffl}

Sparisity regularizer

;

s:t: XXt¼ BBdiag ddt
� �

CC0

|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

CP decomposition

; t 2 1; . . . ; Tf g:

(12)

Finally, considering the high storage cost and computa-
tion complexity involved in solving the batch optimization
problem in (12), we propose to develop online-based setting
of subspace learning in this paper. In practice, spectrum
measurements are acquired sequentially in time. The
requirement of real-time processing capability motivates us
to update the previously obtained estimates rather than re-
compute new ones each time a new datum becomes avail-
able. To this end, one possible online counterpart to the
batch optimization problem in (12) can be modeled as

min
BB;CC;ddT ;AAT

XT

t¼1

�T�t

|fflfflfflffl{zfflfflfflffl}

Online-based

"

1

2

�
�
�Pvvt

�Y�Y t�BBdiag ddt
� �

CC0�AAt

� �
�
�
�

2

F
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Approximation error by low-rank CP decomposition

þ
mr t½ 	

2
PT

t¼1 �
T�t

BBk k2F þ CCk k2F

� �

þ
mr t½ 	

2
ddt
�
�
�
�2

2

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Frobenious and l2 norm regularizer

þ ms t½ 	 AAtk k1
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

Sparsity regularizer

#

;

(13)

where set vvt contains the indices of the available elements of
the tth horizontal slice, while the corresponding sampling
operator Pvvt :ð Þ set the entries not in vvt as zero and keeps the
rest unchanged. 0 < � < 1 is the so-termed forgetting factor,
which enables observations in distant past to be forgottenwith
exponentially decaying and more importance to be assigned
to recent observations. In the case of infinite memory, i.e., � ¼
1, the formula (13) coincides with the batch estimator (12). In
the following, we solve the online optimization problem in
(13) to estimate the CP factormatrices fBB; dd; CCg and the anom-
aly component matrix AA at timeslot T , and finally obtain the
predicted spectrummap as X̂̂XT ¼ BBdiag ddT

� �
CC0.

5.2 Solutions and Online Algorithm Design

In this subsection, we give the detailed solutions of the opti-
mization problem in (13), where the optimization variables
are BB; dd; CCf g and AA. Although the optimization problem in
(13) is not jointly convex in all the variables, it is convex in
each individual variable when the other variables are fixed.
Thus, we develop an online and computationally efficient
solver based on the alternating direction minimization
method to successively solve the lower-dimensional convex
problems by updating the unknown variables alternatively
in this paper.

5.2.1 Update dd T½ 	

With fixed BB T � 1½ 	 and CC T � 1½ 	, we first calculate dd T½ 	 via
an l2-norm regularized least square problem, i.e.,

dd T½ 	 ¼ argmin
dd

1

2
vvT� �Y�Y T�BB½T�1	diag ddð Þ CC T � 1½ 	ð Þ0

� ��
�

�
�
2

F

h

þmrT½ 	 ddk k22

i

¼ mrT½ 	IIRþ
XL

l¼1

XF

f¼1

vvTð Þl;f ggl;f T½ 	
� �0

ggl;f T½ 	

" #�1
0

@

�
XL

l¼1

XF

f¼1

vvTð Þl;f
�Y�Y Tð Þl;f ggl;f T½ 	

� �0

" #!0

;

(14)

where ggl;f T½ 	 ¼ bbl T � 1½ 	 � ccf T � 1½ 	 2 R
1�R. vvT 2 R

L�F denotes
a binary 0; 1f g-matrix with vvTð Þl;f ¼ 1 for the prefilled ele-
ments, and vvTð Þl;f ¼ 0 otherwise. IIR is an identity matrix of
size R.

5.2.2 Update AA T½ 	

Based on the updated dd T½ 	, we introduce MM T½ 	 ¼ �Y�Y T �BB

t½T � 1	diag dd T½ 	ð Þ CC T � 1½ 	ð Þ0 into (13), and carry out the
minimization with respect to AA T½ 	 as

AAT½ 	 ¼ argmin
AA

1

2
vvT� MMT½ 	�AA½ 	k k2F þ msT½ 	AAk k1

h i

: (15)

Here, we decompose the inner objective to be minimized in
(15) into a parallel set of smaller sub-objectives, one for each
column of AA T½ 	 as

aaf T½ 	 ¼ argmin
aaf

1

2
diag $$f T½ 	

� �
mmf T½ 	�aaf
� ��

�
�
�2

2
þmsT½ 	 aaf

�
�
�
�
1

¼ argmin
aaf

1

2
##f T½ 	�diag $$f T½ 	

� �
aaf

�
�

�
�2

2
þms T½ 	 aaf

�
�
�
�
1
;

(16)

where aaf T½ 	, $$f T½ 	 and mmf T½ 	 represents the f th column of
matrixes AA T½ 	, vvT and MM T½ 	 respectively. Obviously, these
subproblems are typical Lasso regression problems, and an
efficient solver can be found in [42].

5.2.3 Update BB T½ 	 and CC T½ 	

In the next step of the alternating direction minimization pro-
cedure, we updateBB T½ 	 and CC T½ 	 alternatively by addressing
a second-order stochastic gradient based on the recursive least
square methodwith forgetting parameters. SinceBB and CC are
coupled with each other in the optimization problem, i.e., the
calculation of BB T½ 	 requires CC T � 1½ 	, and the calculation of
CC T½ 	 requires BB T½ 	, we first fix dd; CC;AAf g and carry out the
minimization in (13)with respect toBB as

min
BB

1

2

XT

t¼1

�T�t vvt � ZZt � BBdiag ddt
� �

leftðCC T � 1½ 	Þ0
� ��

�
�
�2

F
þ
mr T½ 	

2
BBk k2F ;

(17)

where ZZt ¼ �Y�Y t �AAt. The objective function in (17) can be
decomposed into a parallel set of smaller problems, one for
each row of BB as
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min
bbl2R1�R

1

2

XT

t¼1

�T�t
XF

f¼1

vvtð Þl;f ZZtð Þl;f � bblaaf t½ 	
� �h i2

þ
mr T½ 	

2
bbl
�
�
�
�
2

2
;

(18)

where aaf t½ 	 ¼ diag ddt
� �

ccf t� 1½ 	
� �0

. Defining F bbl T½ 	
� �

as the
inner objective to beminimized in (18), we can obtain the opti-

mal bbl T½ 	 by differentiating F bbl T½ 	
� �

such that
@F bbl T½ 	ð Þ
@ bbl T½ 	ð Þ

¼ 0, i.e.,

bbl T½ 	 ¼ RRBBl T½ 	½ 	�1
SSl T½ 	

� �0
; (19)

where RRBBl T½ 	 and SSl T½ 	 are defined by

RRBBl T½ 	 ¼
XT

t¼1

XF

f¼1

�T�t vvtð Þl;faaf t½ 	 aaf t½ 	
� �0

þmr T½ 	IIR; (20)

SSl T½ 	 ¼
XT

t¼1

XF

f¼1

�T�t vvtð Þl;f ZZtð Þl;faaf t½ 	: (21)

It is easy to find both RRBBlT½ 	 and SSl T½ 	 can be updated based
on their previous values as

RRBBl T½ 	 ¼ �RRBBl T � 1½ 	 þ
XF

f¼1

vvTð Þl;faaf T½ 	 aaf T½ 	
� �0

þ mr T½ 	 � �mr T � 1½ 	ð ÞIIR;

(22)

SSl T½ 	 ¼ �SSl T � 1½ 	 þ
XF

f¼1

vvTð Þl;f ZZTð Þl;faaf T½ 	: (23)

Therefore, bbl T½ 	 can be calculated by updating its previous
value as

bblT½ 	 ¼ RRBBl T½ 	½ 	�1
RRBBl T½ 	 bbl T � 1½ 	

� �0
�

� RRBBl T½ 	½ 	�1
XF

f¼1

vvTð Þl;faaf T½ 	 aaf T½ 	
� �0

 !

bbl T � 1½ 	
� �0

� RRBBl T½ 	½ 	�1
mr T½ 	 � �mr T � 1½ 	ð ÞIIR½ 	 bblT�1½ 	

� �0

þ RRBBl T½ 	½ 	�1
XF

f¼1

vvTð Þl;f ZZTð Þl;faaf T½ 	

!0

:

(24)

Meanwhile, a similar updating process can be performed to
calculate each row of CC as

ccf T½ 	 ¼ RRCCf T½ 	
� ��1

UUf T½ 	
� �0

; (25)

where RRCCf T½ 	 and UUf T½ 	 are defined by

RRCCf T½ 	 ¼
XT

t¼1

XL

l¼1

�T�t vvtð Þl;f bbl t½ 	ð Þ0bbl t½ 	þmr T½ 	IIR; (26)

UUf T½ 	 ¼
XT

t¼1

XL

l¼1

�T�t vvtð Þl;f ZZtð Þl;f bbl t½ 	ð Þ0; (27)

and bbl T½ 	 ¼ bbl T½ 	diag ddT
� �

. Similarly, both RRCCf T½ 	and UUf T½ 	
can be updated based on their previous values as

RRCCf T½ 	 ¼ �RRCCf T � 1½ 	 þ
XL

l¼1

vvTð Þl;f bbl T½ 	ð Þ0bbl T½ 	

þ mr T½ 	 � �mr T � 1½ 	ð ÞIIR;

(28)

UUf T½ 	 ¼ �UUf T � 1½ 	 þ
XL

l¼1

vvTð Þl;f ZZTð Þl;f bblT½ 	ð Þ0: (29)

Thus, ccf T½ 	 can be calculated by updating its previous value
as

ccf T½ 	 ¼ RRCCf T½ 	
� ��1

RRCCf T½ 	 ccf T � 1½ 	
� �0

�

� RRCCf T½ 	
� ��1

XL

l¼1

vvTð Þl;f bbl T½ 	ð Þ0bbl T½ 	

 !

ccf T�1½ 	
� �0

� RRCCf T½ 	
� ��1

mr T½ 	 � �mr T � 1½ 	ð ÞIIR½ 	 ccf T � 1½ 	
� �0

þ RRCCf T½ 	
� ��1

XL

l¼1

vvTð Þl;f ZZTð Þl;f bbl T½ 	ð Þ0
!0

:

(30)

After the above mathematical derivations, the overall
algorithm to solve the optimization problem in (13) is sum-
marized in Algorithm 1 and named as ROSMP, where an
estimated spectrum map X̂̂XT of the forthcoming timeslot T
is finally accomplished by eliminating the negative effects
of missing data and anomalies.

Algorithm 1. Robust Online Spectrum Map Prediction
(ROSMP)

Input: YT�1;VVT�1;mr;ms, �;
Output: The predicted spectrum map X̂̂XT ;
1: Initialize: Initialize T ¼ 1. Set BB 1½ 	 and CC 1½ 	 at random,

while dd 1½ 	 ¼ 00. The temporally used variables are set as
RRBBl 1½ 	 ¼ 00, RRCCf 1½ 	 ¼ 00, SSl 1½ 	 ¼ 00 and UUf 1½ 	 ¼ 00;

2: while Spectrum map prediction is ongoing do
3: T ¼ T þ 1;
4: Prefill the spectrum map and obtain �Y�Y T ; (6)
5: Construct tensor PVVT

�YT

� �
for further processing; (8)

6: Calculate the projection coefficient vector dd T½ 	; (14)
7: Obtain the anomaly component AA T½ 	; (16)
8: Update the subspace factor matrices:
9: for l ¼ 1; 2; . . . ; L do
10: Update RRBBl T½ 	; (22)
11: Update SSl T½ 	; (23)
12: Obtain bbl T½ 	; (19)
13: end for ;
14: for f ¼ 1; 2; . . . ; F do
15: Update RRCCf T½ 	; (28)
16: Update UUf T½ 	; (29)
17: Obtain ccf T½ 	; (25)
18: end for ;
19: Return the predicted spectrummap X̂̂XT ¼ BBdiag ddT

� �
CC0;

20: end while ;

5.3 Computational Complexity Analysis

It is found that the computational complexity per iteration
of the proposed ROSMP algorithm keeps consistent with
time. The calculation of dd T½ 	 in (14) corresponds to the com-
putation in line 6 of Algorithm 1, where the dominant cost
includes a R�R matrix inversion with a computational
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cost O R3ð Þ, the matrix multiplication with a computational
cost O vvTj jR2ð Þ, and the matrix addition with a computa-
tional cost O vvTj jð Þ. The estimation of AA T½ 	 in (16) corre-
sponds to the computation on line 7 of Algorithm 1, where
a Lasso estimator is used to calculate each column of AA T½ 	
with a computational cost O L3ð Þ, thus a total of O FL3ð Þ is
required. As for the calculation of BB T½ 	 on lines 9 
 13 of

Algorithm 1, each row of BB T½ 	 requires O vvTð Þl;:













þ 1

� ��

R2Þ þ O vvTð Þl;:













R

� �

þO R3ð Þ for matrix addition, multipli-

cation, transposition and inverse in (24). Thus, a total of
O vvTj j þ Lð ÞR2ð Þ þ O vvTj jRð Þ þ LO R3ð Þ is required for the
calculation of BB T½ 	, where vvTj j denotes the number of pre-
filled elements. Similarly, the calculation of CC T½ 	 on lines 14

 18 of Algorithm 1 requires O vvTj j þ Fð ÞR2ð Þ þ O vvTj jRð Þ þ
FO R3ð Þ. Consequently, the total computational complexity
at each iteration in Algorithm 1 results in O Lþ F þ 1ð ÞR3ð Þþ

O Lþ F þ 3 vvTj jð ÞR2ð Þ þ O 2 vvTj jRð Þ þ O vvTj jð Þ þ O FL3ð Þ, and indi-
cates that the number of locations, L, is dominant since rank
R is assumed to be small.

6 EXPERIMENTAL EVALUATIONS

In this section, we evaluate the performance of our pro-
posed ROSMP algorithm based on the real-world spectrum
measurements from ElectroSense [33]. We run all the
experiments on a laptop computer with 2.20 GHz Intel Core
i7 CPU and 16 GB RAM using MATLAB R2018b.

Data Preparation. An aggregated spectrum measurement
dataset of 750 - 800 MHz frequency bands sensed by Electro-
Sense1 sensors located in an area about 6K sq-meters centering
at [-3.77047 40.33701] in Madrid, Spain is used for the evalua-
tions. The statistics of the dataset is described in Table 2. We
divide the whole area into 3� 3 equal-sized square grids, and
construct a spectrum tensor based on the measurement data
as described in Section 4.1. As the measurements are collected
every 10minutes from 14th January, 2021 to 21st January, 2021
and the resolution bandwidth is set as 1 MHz, the size of the
spectrum tensor can be easily obtained as (9,50,1008). The
complete and anomaly-free tensor can be viewed as the
ground truth for spectrum map prediction. Especially, its last
horizontal slice matrix corresponds to the spectrummap to be
predicted. To characterize the impact of missing data and
anomalies on spectrum map prediction, we set up another
spectrum tensor by artificially injecting missing data and
anomalies into the original spectrum tensor. We first inject
anomalies to a portion of randomly selected elements follow-
ing the standard anomaly injection method used in existing
work [35]. To be specific, we use the exponential weighted
moving average method to predict the future entries based on
their past values (i.e., yt ¼ axt þ 1� að Þyt�1, where a ¼ 0:8 in
our experiments) and use the maximum difference between
the actual and predicted values as the anomaly size to be
injected. We vary the fraction of entries to injected anomalies
from 5 to 30 percent. Then we randomly drop a portion of ele-
ments to simulate themissing data.Wevary the fraction of ele-
ments to be deleted from 10 to 90 percent.

Parameter Setup. For the proposed ROSMP algorithm, we
set the number of prefilled elements as p ¼ 0:1� 9� 50. The

chosen ranges of the rank- and sparsity-controlling parame-
ters are derived from the optimality conditions for (13),
which indicates that for mr and ms selected from the corre-
sponding ranges, an optimal solution can always be found.
Along the lines of [7], [28], we empirically set the penalty
parameters as mr ¼ 10�3 and ms ¼ 6� 10�2. We also set the
forgetting factor � ¼ 0:7 to enable measurements in the past
to be forgotten with exponentially decaying. The estimated
rank is set as R ¼ 10.

Evaluation Metric. To quantitatively evaluate the spec-
trum map prediction performance of our proposed ROSMP
algorithm, we adopt one of the most widely recognized
evaluation metrics, i.e., the normalized root mean square
error (NRMSE) in dB to quantify the magnitude of error as

NRMSE dBð Þ ¼ 10log 10

X̂̂XT �XXT

�
�

�
�
2

F

XXTk k2F

 !

; (31)

where XXT and X̂XT are the ground truth and the predicted
spectrum map, respectively.

Baselines. For the comparison purpose, there are three
candidate baselines in the literature, which are:

� Kriging-RNN [22]: A novel hybridized approach
combining the Kriging-based statistical spatial inter-
polation and the recurrent neural network based
temporal prediction. To the best of our knowledge,
Kriging-RNN is the first algorithm dedicated for
spectrum map prediction.

� RLSP [21]: A joint spectrum prediction scheme, which
integrates time series forecasting technique and tensor
completion for long-term spectrum prediction. Nota-
bly, our proposed ROSMP algorithm is quite different
from the RLSP algorithm since ROSMP works in an
onlinemanner, while RLSP is a batch algorithm.

� KNN: To better illustrate the effectiveness of our
designed framework, we also compare our proposed
ROSMP algorithm with the approach that only
applies the time series forecasting technique KNN to
predict all the elements of the spectrum map.

6.1 Impact of Missing Data and Anomalies

Fig. 5 illustrates the performance of our proposed ROSMP
algorithm under different percentages of missing data, as
well as different percentages of injected anomalies in terms

TABLE 2
Statistics of the Spectrum Measurement Dataset

Dataset Electrosense spectrum measurement data

Data type Received signal power in dBm
Location Madrid, Spain
Number of sensors 7 (test yago, imdea 6ghz, imdea adsb,

madrid city 1, cvientos rooftop2,
donostia, test yago 3)

Time span 14th Jan. 2021 - 21st Jan. 2021
Resolution time
interval

10 mins

Frequency span 750 - 800 MHz
Resolution
bandwidth

1 MHz

1. https://electrosense.org/
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of NRMSE, i.e., the prediction error of the spectrum map.
We evaluate the cases where the fraction of entries to inject
anomalies is set as panomaly ¼ 10%; 20%; 30% respectively,
and the missing data percentage varies from 10 to 90 per-
cent. We can see that while the NRMSE value of our pro-
posed ROSMP algorithm increases with the increase of the
percentage of missing data, it remains at a relatively low
level and only increases sharply when the missing rate is
above 70 percent. Meanwhile, the NRMSE value of our pro-
posed ROSMP algorithm also increases with the increase of
the percentage of injected anomalies due to their destructive
effect on the rank of the tensor.

To better illustrate the performance of our proposed
ROSMP algorithm, we further compare it with the three
baselines as shown in Figs. 6 and 7. Fig. 6 compares the spec-
trum map prediction error of different algorithms under a
missing data percentage from 10 to 90 percent in terms of
NRMSE. The fraction of entries to inject anomalies is set as
panomaly ¼ 10%. It is obvious that our proposed ROSMP algo-
rithm has a higher prediction accuracy than the three base-
line algorithms for any percentage of missing data. As the
missing data percentage increases, the NRMSE values of all
peer algorithms raise sharply,while the errors of our ROSMP
algorithm is well controlled thanks to the effectiveness of our
tensor completion scheme in filling themissing data. Particu-
larly, the gap between our ROSMP algorithm and the three
baselines increases significantly with the increase of missing
data percentage, which demonstrates the robustness of our
ROSMP scheme in handling the missing data. Compared
with the KNN model which is more sensitive to the missing
data, our proposed ROSMP scheme again shows its superi-
ority in handling the problem by incorporating the tensor
completion for spectrummap prediction.

Fig. 7 compares the spectrum map prediction error of dif-
ferent algorithms under various percentages of injected anom-
alies. We evaluate the case where the percentage of injected
anomalies varies from 5 to 30 percent, while the missing data
percentage is set as 20 percent. Similar as the observations in
Fig. 6, it is shown in Fig. 7 that the proposed ROSMP always
outperforms the baseline algorithms.However, as the percent-
age of injected anomalies increases, the prediction accuracy of
our ROSMP algorithm, the RLSP algorithm and the Kriging-

RNN algorithm degrade slightly, while the prediction error of
the KNN model always keeps at a relatively high level. The
lower NRMSE of ROSMP under any ratio of injected anoma-
lies demonstrates the robustness of our ROSMP algorithm
against the injected anomalies and the effectiveness in improv-
ing the quality of prediction by alleviating the side effects of
anomalies for spectrummapprediction.

6.2 Anomaly Detection Capability

To the best of our knowledge, RLSP algorithm and our pro-
posed ROSMP algorithm are among the first that take into
account the impact of anomalies and provide the anomaly
detection function in spectrum map prediction. The anom-
aly detection capability is evaluated in Fig. 8, using the met-
rics false positive rate (FPR) and true positive rate (TPR)
[43], with various percentages of anomalies injected ran-
domly. While TPR degrades and FPR increases with the
increase of percentage of injected anomalies thus the num-
ber of outliers, our ROSMP algorithm always achieves bet-
ter anomaly detection performance with lower FPR and
higher TPR under all scenarios compared with the RLSP
algorithm. Even when 10 percent anomalies exist, the FPR
of our ROSMP is below 2 percent and the TPR is above

Fig. 5. NRMSE performance of our proposed ROSMP algorithm versus
different percentages of missing data, as well as different percentages
of injected anomalies.

Fig. 6. Comparison of spectrum map prediction accuracy with 10 percent
injected anomalies and different percentages of missing data.

Fig. 7. Comparison of spectrum map prediction accuracy with 20 percent
missing data and different percentages of injected anomalies.
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97 percent. The result explains why our ROSMP scheme is
robust to anomalies and can be used to predict the spectrum
map with corrupted measurements.

6.3 Prediction Efficiency Analysis

Table 3 presents the memory usage and the time consumption
required to complete a spectrum map prediction of different
algorithms. We evaluate the case where panomaly ¼ 10% and
pmiss ¼ 20%. Compared with RLSP and Kriging-RNN, the
computation time andmemoryusage of our proposedROSMP
algorithm is largely reduced by updating the unknown varia-
bles to obtain their values at T from values at T � 1, rather
than recomputing new ones each time by processing all the
past measurements together. While comparative computation
time and memory usage are required by our ROSMP algo-
rithm and the KNNmodel to enable spectrummapprediction,
our ROSMP achievesmuch better prediction accuracy than the
KNN (as indicated in Figs. 6 and 7). The result shows the
higher efficiency of our ROSMP scheme in predicting the spec-
trummap comparedwith the baselines.

7 CONCLUSION

In this paper, we propose a robust online spectrum map pre-
diction (ROSMP) algorithm to address the existing challenges
associated with the spectrum map. First of all, to satisfy the
requirements to access to accurate and valid spectrum data in
dynamically changing environments, spectrum map predic-
tion is investigated by combining the spectrum map with
prediction functionalities. Then, to address the challenging
problemof spectrummapprediction from incomplete and cor-
rupted historical observations, wemodel the observations as a

spectrum tensor by effectively integrating the time series fore-
casting techniques, and exploit tensor completion and sub-
space learning to fill in the missing values and separate
anomalies in the process of spectrum map prediction. More-
over, to reduce the computation cost for tensor completion, an
alternating direction minimization procedure is developed to
efficiently solve the optimizationproblem in an onlinemanner.
We have conducted extensive experiments using a real-world
spectrum measurement dataset. The results demonstrate that
our proposed ROSMP algorithm leads to a superior perfor-
mance than the state-of-the-art spectrummap prediction algo-
rithms in terms of both prediction accuracy and computation
efficiency in the presence ofmissing data and anomalies.
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