Discrete and Continuous Dynamical Systems - Series S
Vol. 15, No. 9, September 2022, pp. 2609-2632 ALMS
d0i:10.3934 /dcdss. 2022070

LARGE-AMPLITUDE MODULATION OF PERIODIC
TRAVELING WAVES

Guy METIVIER

Université Bordeaux 1
Talence, France

KEVIN ZUMBRUN™

Indiana University
Bloomington, IN 47405, USA

ABSTRACT. We introduce a new approach to the study of modulation of high-
frequency periodic wave patterns, based on pseudodifferential analysis, multi-
scale expansion, and Kreiss symmetrizer estimates like those in hyperbolic
and hyperbolic-parabolic boundary-value theory. Key ingredients are local
Floquet transformation as a preconditioner removing large derivatives in the
normal direction of background rapidly oscillating fronts and the use of the
periodic Evans function of Gardner to connect spectral information on compo-
nent periodic waves to block structure of the resulting approximately constant-
coefficient resolvent ODEs. Our main result is bounded-time existence and
validity to all orders of large-amplitude smooth modulations of planar periodic
solutions of multi-D reaction diffusion systems in the high-frequency/small
wavelength limit.

1. Introduction. As described in a variety of settings [28, 9, 5, 26, 19], there is
a fascinating connection between modulation of periodic traveling-wave solutions
and quasilinear hyperbolic systems. This has led to rich mathematical interac-
tions in both directions between the theories of pattern formation and hyperbolic
and hyperbolic-parabolic systems [22, 1, 20, 21, 13, 10, 11, 23, 12]. In this paper,
adapting ideas used in [18, 7] to study large-amplitude viscous shock and boundary
layers of hyperbolic-parabolic systems, we propose a new approach to the study
of modulation in the high-frequency/zero-wavelength limit, designed for the treat-
ment of large-amplitude, multi-D solutions. Based on pseudodifferential analysis,
multi-scale expansion, and Kreiss symmetrizer estimates originating in hyperbolic
boundary-value theory [15, 16, 17], this yields in particular bounded-time existence
and expansion to all orders of large-amplitude smooth modulations for reaction
diffusion systems in the high-frequency limit.

Derivative notation. We use D,, D;, etc. to denote the usual differentials with
respect to x, ¢ or other variables. In the case of a single derivative D, or D; ,,
this is considered as a row vector (Dy,,...Dy,) or (Dy, Dy, ... Dy,), so that V, =
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DT, Vig = th: ., in vectorial notation. Multiple derivatives D?, corresponding to
multilinear maps, are used here only in describing various error estimates, and for
that purpose could equally well be thought of as the total derivative, or set of all jth
order derivatives. For computations we will for ease of reading/writing use, rather,
summation notation with individual partial derivatives D, ., D; or vector calculus
notation with the symbols V., V; ..

1.1. Basic high-frequency modulation. Consider a general reaction diffusion
system

eDyu+ f(u) = 2Au, x €RY u, f €R", (1.1)

in the high-frequency/small-wavelength limit ¢ — 0%. This corresponds, under
the rescaling (¢,2) — (t/e,z/e) to solutions u(t/e,z/e) of the unscaled system
Diu+ f(u) = Agu.

Assumption 1.1. There is a (nontrivial) smooth function p(k,0) of k € K C RY,
K bounded and bounded away from the origin, and 0, 2m- periodic in 0, and a smooth
function w(k) such that

w(k)Dop + f(p) = |k[*Djp. (1.2)
Assumption 1.1 implies that for all k& € IC,
u(t,z) = p(k, r(t,x)/e),  dr(t,x) =k -z +w(k)t (1.3)
is an exact solution of (1.1). Consider now a smooth modulation
us?(t,x) = p(k,/e), (1.4)

where k and ¢ are smooth enough functions of (¢,z) and p is a smooth enough
function of k£ and 6, with truncation error

R® = eDu + f(u®®) — 2 Aus?. (1.5)
Computing

eDw™" = DyyDop + € Y DikiDi,p,
l

EDIJ_UE)“ — DIJQ/)DGP + ZeDZ]’ leklpa
l

(1.6)
2 Au™" = [Doy[*Djp + eAYDyp + 26 Y Do Dy ki Dj 4, p
j.d
+&2 Y Dy ki Da kD, 4, 1

Jlm

and combining, we have that the main (O(g°)) term in R® is
D Dop + f(p) — [Dutp*Dip = (Detp — w(k))Dop + (|| — |Dut|*) Dip.

This vanishes when

Dy = W(Vﬂb% k= V1, (17)

yielding truncation error R = O(e) formally validating the high-frequency approx-
imation (1.4).
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1.2. Higher-order expansion. Continuing, we seek a general multi-scale expan-
sion [14, 7]
1
us m(tv 3?) = U‘S,m(t’ Z, ;P(ta ‘r) + QOe,m—l(t, x)) (18)

(with convention ¢, _; = 0) with

Uem(t,x,0) = ZE"U t,z,0), Gem(t,x) = ZE on(t,x), (1.9)
satisfying the c0n51stency condltlon
RE™ = D™ + f(uS™) — 2 A us™ = O(e™ ™) (1.10)
on the residual, or truncation error R*™ of the approximate solution u®™

Assumption 1.2. For k € KC, consider the linearization

L(k, Dg) = —w(k)Dy — f'(p(k,0)) + |k[*Dj, (1.11)
of profile equation (1.2) about p, satisfying (by translation invariance)
L(k, Dg)Dgp = 0. (1.12)

Assume that 0 is a simple eigenvalue of L(k,Dg) in L*(T), with associated eigen-
function Dgp(k, -).

Assumption 1.2 is equivalent to transversality of solutions p of the profile ODE
(1.2), which may be recognized as a slightly strengthened, linear version of Assump-
tion 1.1.

Remark 1. For f sufficiently smooth, and any k # 0 and transversal solution p,
w of (1.2), Assumptions 1.1-1.2 hold locally near (k,w,p) by the Implicit Function
Theorem and smooth dependence of solutions of ODE. The limit £ — 0, explicitly
excluded here, is singular for (1.2), hence smooth dependence would not necessarily
hold at k = 0. More important, 0 < |k| < oo excludes spatial periods X = 2me/|k|
of co or 0, as will be important at a technical level later on. We note that the
condition D,1) = k # 0 is quite restrictive on the possible geometry of wave fronts
of u®®, given by level sets of 1, implying foliation of R?. In particular, there can
be no closed level surfaces.

Let H*® denote the usual Sobolev spaces with respect to z and ¢, and HZ the
spaces defined by norms [|h[|3, = >27_, e[| D{ A7, accomodating presence of
the fast variable § = ¢/e. Note that e~1/2|| - ||3: is equivalent to the usual Sobolev
norm in rescaled variables (2/,¢) = (x/e,t/e), hence we have for s > [d/2] + 1,
where [-] denotes least integer, the Sobolev embedding

Il < Ce2 il (1.13)

Here and elsewhere, all norms are with respect to R? x [0,7], unless otherwise
specified, in which case we shall write H*[Ty,Ts], HZ[T1,T2], etc. to denote norms
with respect to R® x [T, T3].

With these preparations, we have the following result, established in Section 2
by induction building on computations (1.5)-(1.7).

Theorem 1.3. Under Assumption 1.2, if 1 is a C*° solution of eikonal equation
Dyp = w(Veth) on [0,T] x RY, then there are C>° asymptotic solutions (1.8), (1.10)
at all orders, with

Uy = p(k(t, x),0), k= V1. (1.14)
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More precisely, for f € C*™+) o) € C2m+) | there are L™ solutions to order
n < m, with

[(Uns en-1)llz S [ Peatbllczn,  R*™ |z S ™D tllczmen  (1.15)

and for f e CstI+2(mt1) D} 1 € HsH2m+D) g > 0, there are H® solutions to
order n < m, satisfying

1Un, en-Dlinz S IPeatllresan, R llagg S €MD ol rosaomsny,  (1.16)

in each case satisfying (1.14).

Remark 2. In what follows, we shall assume Dy o0 € C*™, D2y € HsT2(m+1) o
obtain for n <m

[(Un, -1l SIPeatllczm, [R*™ e S ™D vl gorzonin . (1.17)

By Dy = w(Veyp) < Dptp and k = V1), these assumptions may be equivalently
phrased as
ke C?, D,ke H T2+l (1.18)

implying in particular k& € L and D,k € L?. The first condition corresponds to
k € K in Assumption 1.1. The second imposes additional geometric constraints; for
example, radially symmetric configurations of k are disallowed in dimensions d > 2,
as (since by assumption they are bounded from zero) their gradients decay no faster
than |z|~!, hence just miss being bounded in L?. Moreover, in all dimensions,
D24y € H4/+! implies by Sobolev embedding

D2¢p — 0 as |x| — oo, (1.19)
giving D,k — 0 as |z| — oo.

1.3. Linear estimates and nonlinear validation. Next, given an approximate
solution u®™, we estimate the remainder, or convergence error,

=u—u", (1.20)

pEm

% may be expressed as

where u is an exact solution. The equation for v = u — u®
ePuemv®™ = —RE™ 4+ Q(us™,v5™) 1= geS™, (1.21)
where
ePyem =Dy + ¢° — %A, g (t,z) = f'(us™) = G(k, U /e) (1.22)
is the linearization of (1.1) about u®™ and
Q = —(Fw™™ +v) — F(uE™) - f'(u ™)),
the Taylor remainder, is quadratic in v for ||v||p~ < C.

Assumption 1.4. For k € IC, consider the Bloch—Fourier operator
Le n(k,Dg) = —w(k)(Do +i€) — f'(p(k,0)) + |k[*(Dg +i&)* — In|? (1.23)

EER, n=(n,...,mq) € R associated with linearized operator (1.11), where £ is
Floquet number and ns, ... ,ng are Fourier frequencies in directions transverse to k.
Denoting by o(L) the spectrum of a linear operator L, assume that (i) Lo o(k, Do)
has a simple eigenvalue at A\ = 0 and no other pure imaginary eigenvalues, and (ii)
Ro (Le,y(k, D)) < —c|(&,m)[? for some ¢ > 0.
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Assumption 1.4 may be recognized as the diffusive stability condition of Schnei-
der [24], sufficient [24, 13, 10, 11, 23, 12] for linearized and nonlinear stability of
component planar periodic waves (1.3). The center of our analysis, and the main
contribution of this paper, is the following result converting the “local” spectral
stability condition of Assumption 1.4 to a global linear estimate.

Theorem 1.5. Under Assumption 1.4, together with f € Cs+t1+2(m+1) D2y ¢
Hs 2D [Ty T, Dy o1p € O[Ty, T), To, T > 0, for every h € HE[~Ty, T with
h vanishing for t < 0, the problem

Pyemv = h (1.24)
has a unique solution v € HE[0,T] vanishing for t < 0, satisfying
[vllygz+ S MRl (1.25)

Remark 3. Problem (1.24) may be recognized as an exact analog of [18, Problem
(1.25)], and Theorem 1.5 as a simplified (since not involving conormal derivatives or
L norms required in the boundary-layer case treated there) version of [18, Thms.
1.9-1.10]. Similarly as in the boundary-layer case, applying detailed estimates of
[13], appropriately rescaled in e, one may verify that linear bound (1.25) is sharp
in the case k = constant of an exactly periodic planar wave.

Remark 4. Evidently, for the simple isotropic (Laplacian) diffusion considered
here, multi-D diffusive spectral stability is equivalent to 1-D diffusive stability, n =
0, with o(L¢,) = o(Leo — n]?).

Theorem 1.5 is established, following the general strategy of [18], by 1. first
reducing via local coordinate change/pseudodifferential calculus effectively to the
corresponding problem on the pseudodifferential symbol for the local planar prob-
lem, then 2. removing fast oscillations by a periodic Floquet transformation in the
normal direction conjugating the problem to approximately constant-coefficient,
and finally 3. obtaining linearized estimates on the resulting “averaged” system by
frequency-dependent “Kreiss-type” energy estimates as in [15, 16, 18, 7].

Whereas the key conjugation in step 2 was carried out in [18] by an asymptotically
constant-coefficient coordinate change (guaranteed by the “conjugation lemma” of
[18]), reducing to a known limiting constant-coefficient problem, the Floquet trans-
formation used here results in a constant-coefficient averaged system that is a priori
unknown. We make important use in step 3 of the periodic Fvans function of Gard-
ner [6] in deducing needed averaged structure from spectral information encoded in
Assumption 1.4. These steps are carried out in Section 3.

From (1.25), we readily obtain the following nonlinear convergence result vali-
dating (1.4), (1.8).

Corollary 1.6. Under Assumption 1./, for f € Cst1H2n+1) D2y ¢ fst+2(m+1)
Dy € C*™, m > 2, s > [d/2], there is for ¢ > 0 sufficiently small a unique
solution u € HEL of (1.1) satisfying

ult=0 = u="|¢=0 (1.26)
and

Hu - UE’meHngl + 61/2Hu — us’mHCs,[d/z] < €mHDt2,$w||Hs+2(m+l). (1.27)

Remark 5. Similarly as in [18], we need additional correctors (two here as com-
pared to one in [18]) to the basic high-frequency modulation u** = 4 in order to
close the analysis.
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Corollary 1.6 yields bounded-time existence and rigorous order-m expansion of
(possibly) large-amplitude modulations ¢ satisfying | Dy qth|co, | DF 0| gres+2imiz) <
oo for m > 2, s > [d/2].

By expanding to an extra order, and combining (1.27) with (1.16), we find for
f e Csti2mt2) D2y ¢ [s+2(m+2) the improved, O(e™+!) remainder estimate

Ju—u ™ pger < u=ru ™ e +u ™ =™ i S D reszimsn-
(1.28)
For m > s, this implies also the useful standard Sobolev embedding estimate

lu = uo™ e S E™HV2IDE ]| gresaomsn-

1.4. Discussion and open problems. Corollary 1.6 may be recognized, after
accounting different scalings, as a multidimensional analog of the 1D results [5,
Thms. 6.1-6.2], obtained by quite different techniques. As noted in [5], solutions of
(1.7) in general become singular in finite time, hence the bounded-time assumption
is natural for smooth solutions. However, the analysis of [5], proceeding by normal
form reduction, approximates the function w(k) appearing in modulation equation
(1.7) by its second-order Taylor expansion about a reference state k = k., hence
is inherently limited to the small-amplitude case |k — k.| < 1. By contrast, our
restrictions on k in Assumption 1.1 are only to guarantee certain natural properties
of the associated periodic traveling-wave solutions, allowing the treatment of large-
amplitude solutions |k — k.| > 1.

An advantage of our approach is that we obtain a “prescribed data” result (1.26)
yielding a unique exact solution u satisfying the initial data of approximate solution
u®™, whereas the corresponding results stated in [5] are “prepared data’ type,
asserting existence of a nearby exact solution for some, unspecified, initial data.
More (see Remark 10), our analysis gives the “approximate attraction” property
that exact solutions of (1.1) with u|;—g €™*!-close to u®™ in H2(R9) (i) exist up to
the full interval of existence [0, T] of u*™, and (ii) remain ™-close in H2[0, T, thus
justifying the idea (see [3, 25, 27, 12] in related contexts) of modulation expansions
as approximate attracting manifolds. We discuss these issues further in Section 4.

On the other hand, our use of standard Sobolev norms imposes | D?y|p: <
00, whereas the analysis of [5, Thms. 6.1-6.2], based on locally square-integrable
norms requires | Dyt)|| L~ < 1, imposing smallness but no localization. It would be
interesting to try to extend our results to the case |D;| L= < oo, perhaps by the
use of local Sobolev norms as in [5]. Another interesting direction suggested by the
results of [5] would be to incorporate the diffusive scaling of [5, §4], leading in place
of modulation equation (1.7) to a second-order diffusive regularization, and allowing
the treatment of additional interesting solutions such as viscous shock profiles.

The restriction in (1.1) to isotropic, Laplacian diffusion was made for conve-
nience/simplicity in exposition, and should in principle be extensible to general
strictly parabolic diffusions. However, in the general case, the multi-D stability
analysis does not reduce to 1-D. A very interesting open problem is to construct
Kreiss type symmetrizers in this “truly multi-D” case. It is interesting to note that
the phenomenon of “glancing” treated in Appendix A arises here already in the 1-D
case, whereas in hyperbolic BVP theory it is associated only with multi-D phenom-
ena; this agrees with the intuition that 1-D periodic theory is roughly 1.5-D, due to
the incursion of an additional Floquet number £ along with the spatial variable x.

As a final open problem, we mention the extension of our results to systems of
conservation laws or relaxation systems, for which the associated formal modulation
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system analogous to (1.7) is no longer scalar, but of system form. See, for example
the 1-D analysis of [19].

2. Asymptotic solutions. We begin by deriving (1.8)-(1.10), starting from first
principles, rederiving (1.4) in the course of the analysis. We look for asymptotic
solutions

1
us(t,z) = Ue(t, 2, ~9(t @) + ¢e(t, ) (2.1)
with Ue(t,2,0) ~ >, 50" Un(t,z,0), 2n-periodic in 6, and
e (t,x) ~ Z e"on(t, x).
n>0
We have

eDyu, ~ DyyyDoUy + Z gt (th/’D(?Un-H +DUp + Z thpDQUn_p)
n>0 p=0
e2Apu® ~ [Dyp|* DU + s(IDmIQD%Ul + AYDeUo +2 ) Doy, kiDi UO)

jil

i Z o2 (|Dx1/)|2D§Un+2 + AYDoUy, 1 1+2 Z Dy, Do, ki Dy 1, Unt1

n>0 gt
+ 3 D De kDR 1, U )

Jlm

Thus, plugging the expansion into the equation we get

eDus + f(u) — 2 A us ~ Z e"F,

n>0
with
Fo = DypDeUg + f(Uo) — |Datp|* DU
and
Foi1 = L(t,7,0,Dg)Up+1 + Dipn DolUo + F,
where

L(t,2,0,Dp) = DDy + f'(Uo(t, 2,0)) — [Dutp[*Df = L(k(t, ), Dp)
and F,, depends only on (Uy,...,U,) and (po,...,¢n—1) and their derivatives.
Thus, we get an asymptotic solution if we solve by induction
L(k(t,z),Dg)Uy =0 (2.2)
and
L(k(t,z), Dg)Upnt1 + DronDyUy = —F,. (2.3)
Under Assumption 1.2, 0 is a simple eigenvalue in L*(T) of
L(k, Dg) = w(k)Dy + f'(p(k,0)) — |k[*D;
with associated eigenfunction Dyp(k, - ). In this case, the range of L is of codimen-

sion one and there is h(k,-), 2m-periodic in 6, in the kernel of the adjoint L*, thus
smooth in # and in k because of the constant multiplicity, with

/ h(k, 0)Dop(k, 6)d6 — 1 (2.4)
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and such that f belongs to the range of L(k, Dy) if and only if

/h(k, 0)(0)do = 0. (2.5)

Moreover, there is a partial inverse R(k) of L(k, Dy) such that R(k)Dgp(-,k) =0
and if f satisfies (2.5), then L(k,Dg)R(k)f = f.

Lemma 2.1. For f,p(k,-) € C*, the operator R(k) maps C*°(T) into C*°(T) and
depends smoothly on k € K. Moreover, for f € C™*1 p(k,-) € C™, m > 0, it is
bounded on C™(T).

Proof. The statement is clear for m = 0. For higher m, it may be obtained by
induction, applying Dj" to the equation Lw = f for w = Rf, where f := (Id—1IIy) f
is the projection of f onto h', with

1Flen S If e,

then rearranging to express L(Dy'w) as Dy* f plus the sum of products of lower 6-
derivative terms in w and the variable coefficient f’(p(k,#) in L, the latter bounded
by our smoothness assumptions on f and p. This yields

ID§" RfllLoe = [Dg'wllze S [ fllem < [ fllom
as claimed. O

Proof of Theorem 1.3. The first equation (2.2) is satisfied if Uy is given by (1.14).
Next, (2.3) is satisfied if

Dign(t,z) = — / h(k(t, 2), 8) Fo(t, a, 0)d6 (2.6)

and
Un+1(t,3,0) = —R(k(t,2)) (F,, — Deon(t, ) Dolp). (2.7)
By Lemma 2.1, one checks by induction that for f,¢ € C* the U, and ¢,
are C* functions of (t,x,6). Moreover, for f € C*T2m+h 4 ¢ C2m+1D) and
f e cstiH2mtn) Ly ¢ Fst2(m+1) regpectively, one has bounds (1.15) and (1.16),
respectively. O

3. Linear estimates. Consider an approximate solution

m m—1
usM(t, x) = Zs”Un(t,x,\I//s), U=1+¢ Z e"pn = +ep, (3.1)
n=0 n=0
where for ease of writing we have suppressed dependence of ¥ upon €,¢,z. Then
D™ + f(uS™) — 2 A us™ = RO™ = O(e™ ). (3.2)
The equation for v = u — u=™ is
eDw + g°v — e2Av = —RS™ + Q(u™™, v) 1= eet. (3.3)

where ¢°(¢,z) = f'(u=™) and Q is quadratic in v for bounded v.
Local to any point (¢,x) = (¢, z), we may introduce new spatial coordinates
Z:\I/(t7$), Y= (yQa“-ayd) (34)
with V,y; orthonormal and orthogonal to V,z at (z,t), and y; constant along
integral curves of V¥, hence D,yV,z = D,yV,¥ = 0 at all (¢,2). Here, we

are using the assumed property, inherited for |V, V|, that |V | is bounded and
bounded from zero.
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Then,
Dy = D, vDz + DyvDyy + Dyv = D, vD W + DyvDyy + Dy,
Dyv =D, vDyz + DyvDyy = D,vD, ¥ + DyvD,y,
and so, using D,yV,¥ = 0, and orthonormality of {V,y;} at (¢,z) = (¢, z),

Ao = V- (Do) = V- (VoUD-0) + Vo - (3 Vi Dy, 0)
J

(3.5)

= ((Az\I’)DzU + Vz<Dzv) : vm\II) + Z (vw<DuJ U) : vaj + Awijij)

J

= (A 9)D.0 + Dy (D20) Vo ¥) + > (Da(Dy,0)Vay; + Ay Dy, 0)
J
= (A V)D,v + D,V [*D2v + 2(D,D,v)(D,yV, V)

+ Z(Dyipij)(vmyi - Vay;) + Z(Amyj)pij
ij J

= D, V*D2v + Ayv + (A, ¥)D,v + 0(1)|D§’U| +O(|Dy,v|),
where o(1) — 0 as (t,z) — (¢, z).
Thus, in a neighborhood of (z,t), (3.3) is transformed to
eDyv+e Z ¢;Dy,v + g°v + eaD.v — e|k|*DIv — e Ayv
F (3.6)
+ 0(1)52\D§v| + O(?)|Dyv| = —R* + Q(u™™,v) := ee®,

where
k:=D,V, a=wk)+ea(t,z), c;="Dwy;,
and
g (t,x) = Gk, z/e) + eg1(t,x, z/e),
with

a=¢c "D+ Ay — e rw(V, )
= e D)+ Dy + Autp — e w(Vat)) + e (W(Vath) —w(V, V)
=D+ Aptp + e (W(Vah) — w(Vat) +€V40)),
G(k,-) == f'(U°(t,x,-)) = f'(p(k, ),
g1 = f'(w™(t,x,) - f(U°( 2, -))

m
= f,(UO(t7 z, ) +e€ ZgjilUj(t z, )) - f/(UO(t7 €T, ')a
j=1
and o(1) — 0 with the size of the neighborhood about (z,t). Here, g1 is controlled
in relevant norms by Z;":l /=10 (t,z,-) and derivatives of f’, and a by ¥, ¢, w
and their derivatives.

Remark 6. The careful choice of time-varying coordinates y is made here to avoid
cross diffusion terms in the (z,y) representation, thus preserving up to absorbable
errors and transverse drift the isotropic form of the equations and allowing the re-
duction of symmetrizer calculations to the one-dimensional case. In treating the
case of general, anisotropic diffusion, there would be no advantage to such coordi-
nates, and no harm to choosing a constant coordinate frame y analogously as in
[18].
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We now mimic [18]" and write (3.6) as a system

1
DV = (E—kM+O(1) +o(c[DY)]) +0(€|Dy|>)V+Ev
o ) o 0 (3.7)
“ \ekD,v )’ N %65 ’
where
Mt D) = ) 1 38
(t,2,eDy) = eDy+e35;¢;Dy, + Gk, 2/e) —e*Dy w(k))” &%)

We will perform a semi-classical pseudo-differential analysis in ¢ and y, and replace
eD; and €D, by their symbols A = it and in, n = (n2,...,7n4). See Appendix B or
[18, §3.1] for a brief description of the relevant tools, phrased in the paradifferential
calculus of Bony [2]. Moreover, we consider (3.7) as an evolution equation in the
fast variable 6 := z/e, and this yields to consider the system

DyV = <M+O(1) +0(5\7]|2)+O(5\77|)>V+5, 0 R, (3.9)
with
M(k,e,)\,n):1<. o L ) (3.10)
k(T +e2;cing +enl®) + G(k,0) w(k)
or, dropping error terms,
DoV = MV + &, (3.11)

Note that 6 here varies on the line R, as we are not imposing #-periodicity on
V; note also that here k = V,¥ = V.1 + O(e), allowing an O(g) perturbation of
the prescription of Section 2.

Our goal is to prove the following basic L? estimates for the solutions of (3.7):

Proposition 3.1. There is 79 > 0 such that for v + €[n|*> > ~o, solutions V' of
(3.7) satisfy

1Vl.z S 120z .12

where L% =e ML2(Ry x R,) and V', E are supported on a sufficiently small neigh-
borhood of (x,t).

Instead of V we introduce V = e~ 7'V, and dropping the tildes we are reduced
to proving

WVl S EI - (3.13)

for the solutions of (3.9), where now, setting A := vy + 47,
M(t, 2\ )—( 0 1) (3.14)
BN+ T ejimg + elnl) + Gk, 2/2) w(k)) '

LCompare principal terms of (3.7) with the equivalent [18, eq. (2.13)].
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3.1. Paradifferential calculus and proof of the main estimates. We split V'
into high and low (and medium) frequencies

Vi = x(¢(eDy,ev,eDy))V, V= (1 - X(C(sDt,sv,EDy)))V (3.15)

where ¢ := |y + (D + 3 cjing)| + g|Dy|? and y is a C™ cutoff function equal to
1 on a large ball B(0, R) to be chosen later on, and zero outside B(0, R + 1). The
commutator of x(eDy, ey, D,) with the equation is O(1)V (see Propositions B.2 and
B.4, Appendix B), hence can be absorbed by choosing vg large enough. So we are
reduced to proving the estimates for V; and V}, separately.

3.2. Low and medium frequencies. For ¢ := |y +i(D; + >, ¢jin;)| + e|Dy|? in
a bounded region we use the following reduction.

Proposition 3.2 (Floquet’s Lemma). There exists an invertible smooth periodic
matriz-valued function W(k,0,\,n), such that the change of coordinates Vi = WV
reduces (3.11) to

DoV = MaV1 + & (3.16)
where My = My(k,\,n) is independent of 6. Equivalently, W solves
DoW + WM = MW. (3.17)

Proof. Let X(0) be the fundamental matrix of the system (3.11),
DyX = MX, X(0)=1Id = DyX ' =-X"'M, x0)=1Id
Consider a constant matrix M; and W = 1 x~1(6). Then
DoW = MW — WM.

Thus W conjugates the system (3.11) to the constant coefficient system (3.16).
Moreover, W is periodic if and only if W(1) = Id, that is

M= X(1). (3.18)
Because X(1) is invertible, we can choose a logarithm M; = In X(1). O

Accordingly, we make the change of unknowns
Vi(t,z) = WI(k,z/e,eDy + ev)x(eDy, ev)Vi(t, z) (3.19)

where we now consider k as a given function of the variables ¢, y, and z and x = 1
on the support of y. The symbolic calculus shows that the commutators are O(1)V;
and

1
D.Vi =2 (Ml(k,EDt + E’y,sDy))Vl o (3.20)

with By = (O(l) + o(e|n|?) + O(5|n|))V1 + O(1)E. Next we use the method of

symmetrizers.

Proposition 3.3. For A+i};cjn;) + [n|? bounded, X\ =y +it, there exist locally

smooth symmetrizers for My, that is, matrices S(k,\,n), C* in (X, k,n) such that
S = 8%, |S]| uniformly bounded, and

RS(k, M (kA ) = (v + 17+ Y e P + 10" )C(k,Am),  T>1d. (3.21)
J
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Corollary 3.4. On a neighborhood of (z,t) such that error term o(e|n|?) is suffi-
ciently small compared to €|n|?, V; satisfies

(velr+ > el + el [Vill o < 1Bl 2 + [[Vil] o (3:22)
J

Proof. Use the energy balance
1 1
R(SEL,V1),, = E§R($M1V1,V1)L2 + 0(1)EHV1”L2 + (KVi, V1), (3.23)

1
K = —§DZS + e ' Rop(SM;) + 6713‘3<0p(8)0p(/\/11) - op(S./\/ll))

where op denotes the semiclassical quantification of symbols. By the symbolic cal-
culus, the last term is O(1) and the second one is e top(RSM;7) + O(1). Finally,
by (3.21) applied to (3.20),

e op(RSMu) = (v +elr+ 3 cmif + lnl*)op(T),
J
which proves that the right-hand side of (3.23) is

> (y+elr+ > +elnl?)|a 5. + O(||[Va]| 2)-
J

Meanwhile, the left-hand side is < HEH2LQ+ (O(l)+0(5|n|2)+0(5|n|)> % Hiz, where

o(elnl?) < €|n|? and O(e|n]) = /e/O(e|n]?) = o(1). Combining, and absorbing
error terms, we obtain the result. For details of the pseudodifferential computations
used here, see Appendix B or [18; §3.1]. O

From (3.22), the estimate (3.12) follows for 7 large enough, completing the proof
of Proposition 3.1 for low and medium frequencies.

3.2.1. Proof of Proposition 3.3. It remains to establish existence of symmetrizers,
Proposition 3.3, for the averaged coefficient matrix My of (3.16). To this end, we
first deduce the eigenstructure of M from Assumption 1.4, via the periodic Evans
function of Gardner [6], which, in the coordinates of (3.16), takes the simple form
D(\, &, n) = det (627TM1(}€’>"") —62”5). Evidently analytic with respect to My, &, the
Evans function has the fundamental property [6, 29] that zeros of D(-,&,n) agree
in location and multiplicity with eigenvalues of the Bloch-Fourier operator L¢ , of
(1.23).

Observing as in Remark 4 that A, n enter Mj only in the combinations A :=
(A +|n)?) and 7 := 7 + >_j¢jnj, we see that it is sufficient to treat the 1-D case
n = 0. For simplicity, take n = 0 from now on, and consider the 1-D Evans function

D(),€) = det (2™ Mk _ 2mic) (3.24)

Mi(k,X) = My(k, A, 0), and its relation to the Bloch operator L¢ = Lg¢ .

By the spectral mapping theorem, zeros A of D(, ) correspond to pure imaginary
(matrix) eigenvalues p = i€, (mod 27) of My (k, \). But, by the properties of the
Evans function, these also correspond to (operator) eigenvalues A of L¢. Thus,
by Assumption 1.4, M (k,\) has no pure imaginary eigenvalues for v = R\ > 0,
except for the eigenvalue 4 = 0 (mod 27) at A = 0, which, by choice of the logarithm
function in the proof of Proposition 3.2, may be normalized as p = 0.

(Medium frequencies.) For medium frequencies, 1/R < |A\| < R, we have by
continuity of spectra and compactness in (A, k) that M; has a uniform spectral
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gap Ro(M1(\ k) > co > 0, whence there exist smooth coordinate transformations
T (A, k) reducing M; to form

- ~ P 0
TM T (N E) = My = ( 0+ p )()\,k),
where Py, —P— > 1. Since v+ || ~ |A| £ 1 by assumption, hence also v+ |7|> < 1,
we thus have
P+7_P_Z,7+|T|2'

By Lyapunov’s Lemma, there exist Sy, S_ symmetric with R(SP) = v+ |7|?, hence

S = %‘ 59 ) is a symmetrizer for My, and S := [T~ [>T*ST is a symmetrizer
for M, with

R(SMy) = [T PT(RSM)T = TP (y + |7 TTT =: (v + |7|)T,

where T' > Id and thus T' > |T~'>(T*I'T) > Id. We note in passing that this
argument demonstrates the important observation of Kreiss [15] that the property of
existence of a symmetrizer to be invariant under smooth coordinate transformations,
a fact we shall use freely below.

(Low frequencies.) We now come to the key, low-frequency case |[A\| <1/R, R >0
sufficiently large, where lies the main difficulty of the symmetrizer construction.
Here, we have by Assumption 1.4 that the eigenvalues of M split into a strongly
stable subset with real part strictly negative, a strongly unstable subset with real
part strictly positive, and a single small eigenvalue p, that is uniformly spectrally
separated from both, associated with the “neutral stability” curve

A A=A}

where \,(§) is the eigenvalue of L. bifurcating from the simple “translational”
eigenvalue A = 0 of L.

By spectral separation of these three groups of eigenvalues, there exists a smooth
coordinate transformation T'(\, k) transforming M to block-tridiagonal form

B P, 0 0
Mi=10 P 0] (Nk),
0 0 m

where Py, —P— 2 1 2 ~. Taking Si as in the previous case, we see that it is
sufficient to find a symmetrizer s for m, in which case S := blockdiag{S;, S_, s}
is a symmetrizer for M, and we are done. We are thus reduced to constructing
a symmetrizer for the block m associated with the small eigenvalue p., considered
as a separate analytic function m(A, k) = mg+ Amq +.... By a further coordinate
transformation, we may reduce to the case that mo = m(0) is in Jordan form. The
treatment of this neutral block hinges on the following linear-agebraic observation.

Lemma 3.1. Let d()\, &) := det (62’””(’\) — esz) in a neighborhood of A = 0,
with m : C = C™" in C*, s > 1, m(0) a nilpotent standard Jordan form, and
Dyd(0,0) # 0, and let A(€) € C* be the unique local function defined implicitly by
d(N(&),£) = 0. Then, m(0) consists of a single Jordan block, and my := m/(0) has
nonvanishing r-1 entry a = —Dxd(0,0). Moreover, for j <'s,

dX0) 0 for j <,
it G a for j=r.

(3.25)
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Proof. In the case that m(0) = J is a single r x r Jordan block, we find by Taylor
expansion that

2N — 2T = 2w\ (J +my) — (¥ — 1) + O(N?),

whence, by direct computation, d(0,0) = 0 and D»d(0,0) = —(m1),1. In the general
case, d decomposes into the products of the Evans functions for the different Jordan
blocks of m(0), hence D»d(0,0) = 0 if there were more than one block, and so, by
contradiction, there is only one. This establishes the first assertion. For A, £ small,
we may expand (e2™% — 1) as well, to obtain

0= d(A(€),€&)/2m = det (A\(J +m1) — (i€ + O([€)*)Id + O(]A]?)),
= —(m1)m A — (i€)" + O(IA” + [¢["*),
from which we may obtain the second assertion by implicit differentiation. O

Corollary 3.5. Under Assumption (1.4), either (i) w'(k) #0,r =1, a = —1/w'(k)
is real, Ay (§) = —ilw’ (k) —bE2+0(£3), and m(\, k) = =\ /' (k) +bN\2 /w0’ (k)2 +O(A3)
with b positive real, or (i) w'(k) = 0, r = 2, « is positive real, and M. (&, k) =
—382+0(&).
Proof. Recall [26, 5, 11, 23] that the neutral spectral curve A, has Taylor expansion
M(€) = —i (R)E — b(R)E? + ...

about & = 0, b real, corresponding to the second order formal Whitham expansion
[28]

ki + Dyw(k) = Dy (b(k)D k). (3.26)
The result then follows by Lemma 3.1, together with the observation, above, that A,
is determined by the reduced Evans function d associated with the neutral Jordan
block of M; at A = 0, followed in case (i) by inversion of relation A = A, (£, k) to
get the Taylor expansion of i€ = m(\, k). O

Remark 7. Note that the neutral eigenvalue p(0) = 0 of M;(0) may have higher
multiplicity even though 0 is a simple root of Ly; as a consequence, p(\) may
be singular at A = 0 even though M is analytic. In particular (cf. [20]), when
W'(k) = 0, p has a square-root singularity, u(\) ~ cv/A. We note further that the
apparently degenerate case w’'(k) = 0 is in fact quite common, occurring generically
for stationary solutions w(k) = 0, by reflection-invariance + — —z of (1.1) [5].

We are now ready to construct symmetrizers for the neutral block m(A, k). In
case (i), w'(k) # 0, m(\, k) = —=\/w'(k) +bA\? /' (k)3 + O()3) is scalar by Corollary
3.5, with b positive real, hence s(\, k) = —w’(k) is a symmetrizer, smooth in (), k),
with

R(sm)(N, k) = RA+ A2/ (k)?) = 7 + b/ (k)*)R(N?) + O(N) Z v + |7,

In case (ii), w'(k) = 0 at k = k.,
{0 1 a(k, \)A bk, A)A
m(, k) = (0 o> + (co/\ + e, VA2 + eo(k)kA d(n,)\)/\) + hn(r),

by Corollary 3.5, k := k—k,, ¢y constant real and positive, without loss of generality
(rescaling A) ¢o = 1. This can be recognized as a variant of the case of a glancing
mode of order 2 arising in the theory of hyperbolic boundary-value problems, for
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which we may use a construction like that of Kreiss [15] in the hyperbolic boundary-
value setting to obtain a smooth symmetrizer s(\, k). We carry out this more
complicated construction separately, in Appendix A.

In either case, the constructed neutral-block symmetrizer s yields a full block-
diagonal local symmetrizer for M; that is smooth in (k, \), yielding the desired
estimate (3.12). This completes the proof of Proposition 3.1 for low and medium
frequencies.

3.3. High frequencies. For ¢ := |y + iD;| + £|D,|? sufficiently large, we may
proceed by the argument already established in [18]. Namely, we may construct a
symmetrizer for the principal-part symbol of the original, periodic in z system, by
a simplified version of [18, Lemma 2.14] (establishing property (ii) of the reference
and ignoring properties (i) and (iii)), applying a periodic block-diagonalizing trans-
formation at each point z and noticing that commutator errors absorb, reducing M

P, 0
to form < 0 P

exist 51, S_ symmetric such that R(SP) > v + €|n|?, hence

(8¢ 0
5._(0 S)

serves as a symmetrizer giving R(SM) = 1/~ + ¢[n|?. The result for the full system
is then obtained, similarly as in the proof of Corollary 3.4 by pseudodifferential
estimates showing that commutators and other errors absorb, from which (3.12)
immediately follows. The latter computations are carried out using the semiclassical
parabolic paradifferential calculus described in [18, §32]. For details, see [18]. This
completes the proof of Proposition 3.1.

), where P,,—P— > v+ ¢|n|?. By Lyapunov’s Lemma, there

Remark 8. Note, as in [18], the essentially different scalings in bounded- vs. high-
frequency regimes, as evidenced by the different bounds R(SM) > v+ ¢|7|*> + ¢|n|?

vs. R(SM) 2 /v +¢g[n|2.?

From Proposition 3.1, we readily obtain our final linear bounds.

Proof of Theorem 1.5. From (3.12) of Proposition 3.1 and the definition of V, F
in (3.7), we obtain for solutions v, h of (1.24) supported in a sufficiently small
neighborhood of (z,t) and v > 0 sufficiently large the estimate v[le™"v|[31 <
[le=7¢h|| r2- This may be extended to general v, h by a partition of unity argument
as in the proof of Proposition 5.1 in [18, §5.2], as we now describe,

Namely, we first observe, by the property ((1.19)) that D2y — 0 as || — oo
together with

k:=D,¥ =D+ O(e),

that for e sufficiently small and R sufficiently large, we may obtain the same esti-
mates for v, h supported on any neighborhood lying outside Cr := {(¢,z) : |z| < R}
and of diameter < 1/R. For, the size of allowable neighborhoods is determined by
required smallness of o(¢|n|?) terms relative to £|n|?, coming from change of coordi-
nates of the Laplacian diffusion terms to the (z,y) frame, z = U, specifically, error
terms arising from nonconstancy of k = V, ¥ that are controlled by

ID2¥[poe ~ D2l +e,

2The latter may be sharpened slightly to R(SM) > /v + [7] + €[n|?, though we do not show
it here.
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together with existence of a smoothly varying frame (z,y), which holds so long as
variation of k = V,V is small, in particular for diameter times | D2¥||p small.

We may thus cover C% by a countable collection of identical translates §2; on
which the estimates are satisfied, for which each point (¢, x) € C% lies in at most a
fixed finite number N of the Q;. (For example, we may achieve N = 2% by tiling
C% with identical rectangular tiles R;, then taking Q; := R; @ B(0,0) for § > 0
sufficiently small.) Covering the compact set Cr with finitely many more ;, we
obtain a countable cover {Q;} of R? x [0,T] for which all but finitely many are
identical translates, each point (¢,z) € R? x [0, 7] lies in at most Ny of the Q;, and
the estimates are satisfied for v, h supported in €2;.

Defining a partition of unity ; x; subordinate to {€2;}, we have that the esti-
mate holds for each v; := y;v. Moreover, by construction sup |Dy/|, sup |D?*x| < C
for some fixed C' > 0. Computing

ehj : = ePyemvj = &(x;h + O(IDx;|)(|v] + [eDsvl) + O(D2x;(e)|v])
=e(xjh + O(|v| + €| Dyv]))

and using the fact that each (¢, x) lies in at most IV of the §;, we find that the sum
over j of the L? norm of commutator terms O(|Dyx;|)(|v| +|eDzv|) + O(|D2x;(g)|v]
is S Niflvlla: < [lvll3, hence absorbs in the left-hand side of the error estimate,
giving the result for s = 0. See the discussion of [18, p. 57] for a similar argument
in the hyperbolic-parabolic boundary-layer case.

Derivative estimates s + 1 > 1 then follow by a standard induction, differentiat-
ing the equation and absorbing lower-order commutator terms using the estimates
obtained previously in HZ, to yield v[le™"*v]|, 41 < [le”7*h|[g: for s in the range
specified for Theorem 1.5. The desired estimate (1.25) then follows by the observa-
tion that e~ ~ 1 for ¢ on the bounded domain [0, T’). O

4. Nonlinear convergence. With linear estimates in hand, nonlinear validity
now follows by a standard contraction mapping argument together with some care
in dealing with initial- /boundary-layers in time variable ¢.

4.1. Prepared data. For simplicity of exposition, and because the argument seems
of interest in its own right, we first treat the easier case of “prepared data”, seeking
an exact solution near the approximate solution u®™, but not necessarily agreeing
at initial time ¢ = 0.

Proposition 1. Under the assumptions of Corollary 1.6, for € > 0 sufficiently
small, there exists an exact solution u € HET of (1.1) on [0,T), satisfying

1/2 Cs—[d/2] S EmHDizQZJ”HS+2(m+1). (41)

o — |

e T

Proof. By the assumptions on 9, and standard smooth hyperbolic theory, we may
extend v to a slightly enlarged time interval [—§, T] on which it satisfies (a multiple
of) the same bounds. Thus, for 0 < & < §, we may extend the residual equation
(1.21) from ¢ € [0,T] to t € [-4§,T], via

EPuemv™™ = ex®(t)e=™, (4.2)

where x°(t) := x(—t/¢e), with x(z) a smooth cutoff function vanishing for z > 1 and
1 at to z = 0. Evidently, (4.2) agrees with (1.21) on the original time domain [0, T],
and x°(t)e=™ vanishes for ¢ < —e; moreover, the extension and cutoff functions do
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not change the bounds on the remainder, nor on the quadratic-order function Q.
Thus, it is sufficient to solve (4.2) and then restrict to [0, T7.

Defining now e™9™ = v=™ and Q(u®™, v) := e 2" Q(u*™, e™v), and inverting
(1.21), we may express 7™ as a solution of the fixed-point problem

= T = Pl (— e MHDREM 4 mo1Q (e ) (4.3)

v
ont € [=§,T). (Here, we are using Sobolev embedding to see that ||7]|p~ < e~1/2,

hence [[e™ vz~ by m > 2 is O(e3/?), thus small.) Recalling that [P, |3: and
||6_(m+1)R5’mHHg are uniformly bounded, and @ smooth and quadratic order in
v, so that the Lipschitz norm of @ with respect to v is is < |||~ < e7/2 by
Sobolev embedding/Moser’s inequality, we find that 7 is a contraction mapping
with Lipschitz constant < e™73/2 < £1/2 = o(1) for m > 2 on a ball of radius
< [le= M+ D RE™ | |34, yielding a unique solution v™*¢ € HE with v™ = 0 for t < —¢
and [vllgz; $ €™[le™ VRS e S €™|DF | rovziminy, by (1.16)(i). Applying
(1.25) to the original equation (1.21), with h := €™, we obtain (4.1). O

Remark 9. Evidently, the solution u obtained by this argument is not unique,
nor does the argument show that the exact “prescribed data” solution u|;—g =
u®™|;— remains close, or even is defined on an O(1) interval of time, its guaranteed
time of existence 0 < ¢t < ¢ being given by well-posedness of the unscaled system
Diu+ f(u) = Ayu. Note that in the extension of (1.21) to [—d, T + ] we made use
of reversibility of the hyperbolic equation for . For an irreversible, e.g., diffusive
modulation equation, one could solve forward to extend from [0,7] to [0,T + 2¢],
then use cutoffs to obtain a nearby solution for ¢t € [¢,T + ¢]|. Alternatively, one
might restrict to analytic data for which the diffusive equation may be solved in
reverse time, giving a result on [0, T.

4.2. Prescribed data. To treat the prescribed data problem u|;—g = u®™|;—9, or
v|i=o0 = 0, we first examine the initial layer resulting from the mismatch between
u and u®"™ equations, i.e., from forcing R"¢ # 0 in v-equation ePye.mv = g™ of
the introduction ((1.21)—(1.22)):

eDw + g°v — 2 Agv = —RE™ + Q(us™, v5™). (4.4)

Lemma 4.1. Under the assumptions of Corollary 1.6, for |Jwoll3:mey < €™,

m > 2, and e > 0 sufficiently small, there exists a unique solution w € HE(RYx[0, g])
of (4.4) with data w|i=p = wo, satisfying

[wllyerr S llwollaes ey + 1R l32: (max10,77)- (4.5)
Proof. The rescaling (t,z) — (t/e,x/e) converts (4.4) to

D+ g°v— Ao = —R5™ + Q(u®™,0v5™),
H? to e'/2H*®, and [0, €] to [0, 1], whereupon the result follows by well-posedness of

linear diffusion equation Dyv + g°v — Ay v = f, smallness of initial data wg, and
standard Picard iteration. O

Proof of Corollary 1.6. First note, as in the proof of Proposition 1, that 1 and u®™
may be extended without loss of generality to the interval [—¢,T 4 ¢]. Letting x(z)
be a smooth cutoff function vanishing for z > 1 and 1 for z < 0 and x°(¢) := x(t/e),
set

0= (1= x"(0)v+xw,
where w is the solution described in Lemma 4.1, with wy = wl|;—¢ = 0.
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Substituting in (4.4) and rearranging, we obtain
EPyem® = £65™ 1= R&™ + Q(us™, D)

where R&™ = (1 — x°(£))R®™ + O(x°)'(t)w) + O((1 — x*(t))w) and

Q™ 0) = x*(t — THQ(u">™, D).

By (4.5) with wo = 0, we have ||R®"™ |3+ < ||R®™|s. Moreover, (1 — x°) and
(x®)’, hence also R®™, all vanish for ¢ < 0. Thus, by Theorem 1.5, we may express
(4.6) as 0 = (Pyem ) ~Le=™, or, rescaling as in (4.3), the fixed-point equation

0=T0 = 'Pu—slm( _ 6—(m+1)Rs,m + Em—lé(us,m71i]))7

for ¥ := ™4 vanishing for ¢ < 0. Arguing as in the proof of Proposition 1, we
find that 7 is contractive on a ball of radius S ||{—:*(m+1)R57mHH§, with Lipschitz
constant < €™ 73/2 < ¢1/2 = o(1), hence there exists a unique solution v™° € H?
vanishing for ¢t < 0 and satisfying (1.27). O

(4.6)

Remark 10. Evidently, by (4.5), we could choose any initial data wq satisfying
lwollps may S 1R ™ [la4z Rax o,y S €™ HIDE L0l b
without affecting the argument above, hence the conclusion
lu = w32z S €™ D7 ¥ 1

of Corollary 1.6 holds for any w satisfying [lult=o — u®"[t=0llps®e) < gmtl
1D} 2l -

Appendix A. Kreiss-type construction for 2 x 2 blocks. Here, under As-
sumption 1.4, we construct a smooth symmetrizer s(\) in the sense of Proposition
3.3 for a 2 x 2 block
_ a(k, A)A b(k, A)A (0 1
mA k) = J + <A+c(n,)\)/\2 Feo(r)rn d(ma)n) TR Ti= (g o)

where a = a1 + ag?, b = by + bat, ¢ = ¢1 + c2t, d = dy + dai, eg = eg,1 + €02t are
smooth functions of A = v+ i7 and k, n is a smooth function of , and ~, 7, Kk are
real and sufficiently small. That is, assuming that the small spectral curve

A(€) = O(r)i€ = n(R)E* + ... (A1)
determined by d(\.(€),\, k) = 0 where d(\, k) := det(e™MX — i€X) or equiva-
lently

det (m(A.(€), k) — i) =0, (A.2)
satisfies the conditions
0 real, n real and positive (A.3)

inherited from Assumption 1.4 and the structure of the original problem, we seek

. o} 1410
s(A\ k) = (1 o 3 ) (A k) (A4)
smooth with respect to (A, k), with «, 3,0 real such that for x, A\ small enough,
R(sm) 2 v+ I7]*.
Lemma A.1. Assuming A.3, there exists a smooth change of coordinates T'(k) =

Id+kT1 (k) such that J+kn(k) is transformed to a (1+O(k)) multiple of (8 flﬁ)’

where f = f(k) is real.
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ar 1—|—l~m

Proof. Write J + n(k) as <~
CK dk

). Rescaling by factor (1 + bx)~!, we may

1 0

take without loss of generality b=0. Setting T = (Em 1), and computing, we

obtain

)T = (0 ) (5 0) (G V)= (e—sde @ i)

Recalling that det(J+xn) = 0, by A.(0) = 0, we have that ¢ = ad, whence, defining
fa+ cz, we obtain the asserted form. Noting that M for A = 0 is real-valued, we
find that its eigenvalues are real or else occur in conjugate pairs. As there are only
two small eigenvalues, and one is zero, the other must be real as well. But fx by
inspection is the other eigenvalue, whence f is real. O

By Lemma A.1, we are reduced to finding a smooth symmetrizer (A.4) for

_ 1 a(k, \)A 14 b(k, A)A
miA k) = TmT ™ = ()\ +c(k, A2 + eg(k)RA  d(k, X+ f(k)k
. N 1 0 . .
with f(k) real. Setting T = (a)\/(l +b\) 1>, and making the coordinate trans-
formation
m = TmT ™
similarly as in the proof of Lemma A.1, we may simplify further to form

0 1+ b(k, A)A ) . (A5)

m(A k) = ()\ +c(k, A2 + eg(K)RN  d(k, X+ f(k)k
We will require the following key observation relating eg, f to expansion (A.1).

Lemma A.2. Assuming A.3, eq is real if Ok # 0 and kf =0 if Ok = 0. In either
case, eg 2 fr = 0.

Proof. Substituting (A.5) into (A.2) gives
0= (—i&)(dAs — fr) = A1+ bA) (1 + cAi + eok).

Substituting (A.1) and solving to order £ for k fixed then gives fx—0k(1+epr) = 0,
and thus for 6k # 0, eg = (f — 0) /K0 = real by reality of f, 0, k, or eg2 = Seg = 0.
Similarly, for 6k = 0 we have fx = 0. Combining cases, we have egfrx = 0 in
either scenario. O

We are now ready to prove existence of symmetrizers. Computing, we have for
AL K] = o(1),

R(sm) — R (14i0)(A+cA? +eor))  a(l+bA) + (1 +io)(d\ + fk)
o B+ cA? + egr)) (1 —io)(1+bA) + BdA+ Bfk (A6)
(Y X |
S \X 1+40(1)+0(0)+0(1)8)”’
where, separating out v contributions, we have, for «, 3, c bounded,
X = 0(y) + a(l + bit) + (1 +io)(diT + fr) + B(—iT — &r% — &giT)
Y = yR((1 4 i0)(1 + c(y + 2i7) + egr) + TR((1 + ic) (i — cT + egri))

=51+ O0(r,k|(1+0])) + 7'( — T — ek +o(—1 4 2¢coT — 6071H)),
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giving, for |o| bounded and «, 7 small,
RX = a(l — be7) + Bleg,2kT — ca1m?) — odiT — dot 4+ Kf + O(9),
SX = aby7 + B(—T + cam? — eg1kT) + 0(—doT + fK) + diT, (A7)
Y =414 0(1)) 4+ o7(—1+ coT — ep1K) — €0,2KT — 7.

Next, we seek «, 3,0 such that non-y terms in (A.7) are cancelled in £X, 3X,
and give total contribution |7|? in Y, i.e.,

o = abot 4 B(e1m? — €0,2KT) + 0diT + doT — K f,
B =aby + B(cat — eo1k) + o(fr/T — d2) + du, (A.8)

™ =o1(=14 com — €0,1K) — €9 aKT — 72,

.. (v +o))+ T2 Oy) .
giving R(sm) = ( 0(y) 1+0(1)) hence, by Sylvester’s principal
minor criterion,

R(sm) — (y/2 + |7]>)Id > 0,
and thus R(sm) > v + |7]? as desired, for v, s sufficiently small.
It remains to solve the the linear system (A.8). Solving the third, decoupled
equation as
oc=(1—com+ 607153)71(77' —eg ok — 1) = O(|T, K]), (A.9)
and substituting into the second, we may rewrite the apparently singular term
okf/T as
okf/T=(1—coT +e91k) (=T — eg 2k — c1T)K f/T
=—(1—cat+ep1k) (1 +e1)rf = O(k).
Here, we have made crucial use of Lemma A.2 in observing the cancellation eg > fx =

0. This reduces (A.8) to a linear system in «, 5 with bounded coefficients,

a = abyt + B(erm’ — egokT) + dot — Kf + O(|7, K|,

B =aby + B(cam — ep k) + d1 + O(k), (A-10)
or, for 7, r sufficiently small,
<a) _ (1 +0(r) O« )‘1 ( o(|r, &) )
3 b 140(r k) dy + O(|r, 1)) (A11)

(3 (@) roreer=(3) ot

where O(7), O(k), and O(|k,7|) terms are smooth functions of (k,7), yielding ex-
istence/uniqueness of smooth bounded solutions a, o = O(|7,k|) and g = dy +
O(|r, k) of (A.8).

This gives existence of smooth symmetrizers, completing the proof of Proposi-
tion 3.3.

Remark 11. A similar symmetrizer construction yielding the same bounds (3.21)
was carried out for 2 x 2 “parabolic blocks” in [4, Lemma 5.2] in the context of
hyperbolic finite difference schemes. An important new aspect complicating our
analysis here is presence of the additional parameter .
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Appendix B. Semiclassical paradifferential calculus. For completeness, we
include here essentially verbatim the useful résumé of [8, §4.2, p. 60-62], describing
the paradifferential calculi used here and in [18, 7, 8], etc. For an extended version,
including proofs, see [18, §3.1]. These include both homogeneous and parabolic
calculi, the former used for the bounded-frequency and the latter for the large-
frequency regime. The reader may skip over the parts about parabolic calculus if
desired, as this is used in the present paper only implicitly, through reference to
previous results of [18].

Each calculus has its own associated scaling. With ¢ = (7,7,7) as before and
a = (ar,a,) € N x N1 a multi-index, set R = {¢ : v > 0} and

() =@+I¢H?
AQ) = (L4 72+ 2 + )/ (B.1)

laf = ar + oy, [lell = 2a- + |og|.

Definition B.1 (Symbols). 1. Let x4 € R. The space of homogeneous symbols I'fj
is the set of locally L> functions a(t,y, =, ) on R4t x Riﬂ which are C* in (
and satisfy:

|07 jal < Co ()1l for all (t,y,2,¢) and o (B.2)

2. For k=0,1,2,..., T’} denotes the space of symbols a € T'fj such that 95 a €
I'f for |af < k.

3. The spaces of parabolic symbols PT and PT'} are defined in the same way,
using A(¢) in place of (¢) and || in place of |a.

Observe that symbols in I which are independent of = constitute a subspace of
'Y, and similarly for the spaces PT.
The spaces I'; are equipped with the natural seminorms

|a|u kN = sup sup sup <C>‘a|7“|8£y8?a(t,y,x,C)|. (B.3)
la| <N |BI<E (t,y,2,()
Seminorms on the spaces PI'} are defined in the same way by the substitutions
described earlier.
We consider a semiclassical quantization of symbols. When a € T’} is independent
of (t,y) the associated homogeneous paradifferential operator acts in (¢,y) and is
defined by the Fourier multiplier a(z, €():

/ei””y”a(x, eQ)tu(x, 7,m)drdn. (B.4)

1
T;ﬁu(t’ Y, 3}) = (271—)d
For a € PT} the associated parabolic operator PS¢ is defined by the same formula.
When the symbols depend on (t,y), the corresponding operators are defined by
formulas similar to (B.4), except that the symbols are first smoothed in (¢, y) using
an idea of Bony [2]. The smoothing process in the homogeneous case differs from
that in the parabolic case (see [18], Proposition B.7). We shall often drop the
superscripts €, and write the operator defined by (B.4) as Ty.

B.0.1. Sobolev spaces. For s € R let H® denote the space of functions u(t,y) such
that

1/2
ey o= ([ (0P latrnParan) <o, ®5)
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and let H?® be the space of functions u(t, y, z) such that

1/2
el = ( [t do:) <o, (B.6)

Similarly define spaces PH® and PH?® by substituting the weight A(e¢) for (e¢) in
(B.5) and (B.6). We use the same notation ||u||s for norms in H* and PH?®,
depending on context for distinction.

B.0.2. Action on Sobolev spaces, symbolic calculus.

Proposition B.1 (Action). For any a € Ty and s € R there is a C' such that for
e€ (0,1], v >1 and u € H*:

T2 ulls—pery < Cllulls,ey- (B.7)

The constant C' is bounded when a remains in a bounded subset of T .
For a € PTY the operators PS" have the same mapping property on the spaces
PH?>.

Proposition B.2 (Compositions). Consider a € T* and b € T%. Then ab € T}t
and there is a C such that for e € (0,1], v > 1 and u € H*:

”(T;ﬂ © Tbéry - TEZ,)’Y)U“”S—H—V—&-I,e,'y S Ce““”S,e,’y- (BB)

a

The constant C is bounded when a and b remain in bounded subsets of T} and T'Y
respectively.

Moreover, if b is independent of (t,y) then TSV o Ty =T57.

The same inequality holds for compositions of operators PSY and Py acting on
u € PH®.

Proposition B.3 (Adjoints). Let a* denote the adjoint of the matriz symbol a € T
and let (TS7)* be the adjoint operator of TSY. There is a C' such that for e € (0,1],
vy>1andu € H:

I(T5 )" = Ta ullsmpgr,ey < Celltls e q- (B.9)
The same inequality is true for adjoints of operators PS5 acting on u € PH?.
Proposition B.4 (Commutators). For a € I'f' and u € H*® we have
0, T u=Tg u, (B.10)
for & =0 or 9,,. A similar result holds in the parabolic calculus.

Proposition B.5 (Garding inequalities). Consider symbols a € T} and w € T9.
Suppose that there is x € TY and ¢ > 0 such that x >0, yw = w and

Xty 2, ORalt,y, 2, Q) = ex?(ty, 2, OO for all (t,y, ). (B.11)
Then there is C' such that for all € € (0,1], v > 1 and u € H*/?:
Eley |12

< R(TTE u, T u) e + O fulf (B.12)

V€Y —Len:

The same inequality holds for operators PS7Y acting on u € PHH/2,
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B.0.3. Paraproducts. Paraproducts are paradifferential operators associated to sym-
bols independent of {. The following two propositions are used to estimate the errors
introduced in the passage from differential operators to their paradifferential coun-
terparts. They can also be used to estimate errors caused by passage from one
calculus to the other.

Definition B.2. For k € N, let W* denote the space of functions a(t, y, z) on R4+!
such that 3£ya € LR for |8 < k.

Observe that
wk 19 npPrd. (B.13)

Proposition B.6 (Homogeneous paraproducts). For any a € W' there is a con-
stant C' such that for all e € (0,1], v > 1 and u € H':

llaw — TVl

Ly < CEHUHO,G,%

B.14
At — T ullp.ery + a0 — TS ullp.ey < Cllul (B-14)

O,erys fOr O =04 or 9.
Proposition B.7 (Parabolic paraproducts). For any a € W' there is a constant
C such that for all e € (0,1], v > 1 and u € PH!:

[1,ey < Cellul

llady;u — P37 0y, ul

law — Pou 0>

0,€,y S OHUHO,E,'W

Yllauw — Py ullo,cy + ladew — P Oullo.cy + Y elladyu — P70y ul

lal=2

0.ev < Cllull1,e4-

(B.15)

Remark B.8. The difference between the above two propositions is due to the fact
that the symbol i7 +  is of order two in the parabolic calculus, but of order one in
the homogeneous calculus.
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