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Abstract
The label noise transition matrix, denoting the
transition probabilities from clean labels to noisy
labels, is crucial for designing statistically robust
solutions. Existing estimators for noise transi-
tion matrices, e.g., using either anchor points or
clusterability, focus on computer vision tasks that
are relatively easier to obtain high-quality rep-
resentations. We observe that tasks with lower-
quality features fail to meet the anchor-point or
clusterability condition, due to the coexistence
of both uninformative and informative represen-
tations. To handle this issue, we propose a
generic and practical information-theoretic ap-
proach to down-weight the less informative parts
of the lower-quality features. This improvement
is crucial to identifying and estimating the la-
bel noise transition matrix. The salient technical
challenge is to compute the relevant information-
theoretical metrics using only noisy labels in-
stead of clean ones. We prove that the cele-
brated f -mutual information measure can often
preserve the order when calculated using noisy
labels. We then build our transition matrix es-
timator using this distilled version of features.
The necessity and effectiveness of the proposed
method are also demonstrated by evaluating the
estimation error on a varied set of tabular data
and text classification tasks with lower-quality fea-
tures. Code is available at github.com/UCSC-
REAL/BeyondImages.

1. Introduction
When a feature is not properly annotated, the returned noisy
label may differ from the ground-truth one (Wei et al.,
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2022d). One popular and useful statistical information
about noisy labels is the label noise transition matrix (Liu,
2022), which characterizes the transition probability from
the ground-truth label to a particular noisy label. The noise
transition matrix has been demonstrated to be crucial in var-
ious tasks, e.g., learning noise-tolerant classifiers (Natarajan
et al., 2013), recovering unbiased estimates of fairness con-
straints (Lamy et al., 2019; Wang et al., 2021b), identifying
mislabeled data (Northcutt et al., 2021b), and aggregating
multiple labels in crowdsourcing (Liu & Liu, 2015). These
applications often postulate the true knowledge of the noise
transition matrix, which is generally unattainable in real-
world data. Problems may arise when the noise transition
matrix, acquired through an estimation process, incurs mis-
specification. It has been shown that the blind application
of such a noise transition matrix may in fact lead to higher
errors (Liu & Wang, 2021). In consequence, it is important
to estimate the label noise transition matrix accurately.

Most existing approaches to estimating the label noise tran-
sition matrix presuppose high-quality features. For example,
a series of research relies on finding the anchor points (Scott,
2015; Menon et al., 2015; Patrini et al., 2017; Liu & Tao,
2015; Xia et al., 2019; Yao et al., 2020; Zhang et al., 2021a;
Yang et al., 2021), defined as the instances that belong to
a true label class almost surely. Without high-quality fea-
tures, instances belonging to different true label classes may
not be well-separated in any hidden space such that anchor
points rarely exist. Likewise, estimating the noise transi-
tion matrix with confident learning (Northcutt et al., 2021a)
also requires high-quality features to estimate the confident
points accurately.

Recent training-free estimator requires 2-Nearest-Neighbor
(2-NN) clusterability (Zhu et al., 2021c) to estimate the
noise transition matrix, where one feature and its 2-NN
should have the same true label. This method inevitably
depends on the quality of features since the likelihood that
a data instance satisfies the clusterability condition will
naturally decrease with lower-quality features.

Despite the above approaches achieving huge success on
image benchmark datasets, such as CIFAR-10 (Krizhevsky
et al., 2009), it remains questionable how these noise esti-
mation approaches perform when it is hard to obtain high-
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quality features. In particular, for some tabular data with
categorical features like UCI datasets (Dua & Graff, 2017),
popular feature learning or representation learning tech-
niques seem unusable to improve the quality due to the
sparseness of features. In more sophisticated natural lan-
guage processing (NLP) tasks, such as text classification,
some stop words (e.g., “a/an”, “the”, “is”, and “are”) are less
informative but may be encoded in textual representations.
For the learning-based methods, these less informative com-
ponents may be overrated on noisy labels and harmful to
finding anchor points or converging to the global optimum.
For the training-free methods, these uninformative variables
are likely to obscure the useful counterpart and result in
mistakes in finding the nearest neighbors.

Unfortunately, we have observed consistent performance
drops for the existing estimators, as shown in Figure 1. We
evaluate several baselines (Xia et al., 2019; Northcutt et al.,
2021a; Zhu et al., 2021c) and find the estimation errors
of most approaches are around or larger than 0.1 for bi-
nary classifications with lower-quality features. As a rough
comparison, the estimation errors on CIFAR-10 reported
by these methods are around 0.05. Note the average noise
rates of binary classification and a 10-class classification
are within the range [0, 0.5) and [0, 0.9), respectively, show-
ing the “same” error for binary classifications is effectively
worse than a 10-class one, not to mention 0.1 for binary
versus an even lower 0.05 for 10-class. Thus there is a
non-negligible performance drop. We defer more detailed
observations and discussions to Section 2.3.

We propose a generally practical information-theoretic ap-
proach to address the label noise matrix estimation for tasks
with lower-quality features in response to the failures. Our
approach builds on HOC (Zhu et al., 2021c), since we seek
to avoid heavy task-specific hyperparameter fine-tuning and
make it a generically applicable and light estimator. In par-
ticular, we divide the input features into several exclusively
uncorrelated parts and down-weight the less informative
parts by the f -mutual information between each part and
the noisy labels. This operation allows us to improve the
clusterability of features which proves to be a crucial prop-
erty for identifying label noise transition matrix (Zhu et al.,
2021c; Liu, 2022). Our main contributions are:

• Based on the f -mutual information, we propose a novel
reweighting mechanism to firstly decouple features by
projecting to its eigenspace and then down-weight the
less-informative parts with only access to noisy labels.
The mechanism intuitively disentangles features but it
does not require training and can be applied efficiently.

• The salient technical challenge is to compute f -mutual
information using only noisy labels instead of clean ones.
We prove that calculating the total-variation-based mutual
information with noisy labels preserves the same order

as using clean labels (Theorem 4.4), and the traditional
mutual information preserves the order when the absolute
gap between two noisy measurements is larger than a
guaranteed threshold (Theorem 4.5).

• We empirically demonstrate that our approach helps re-
turn a more accurate estimate of the transition matrix and
reduce the classification errors of downstream learning
tasks on datasets with lower-quality or more sophisticated
features, including UCI datasets with tabular data and text
classification benchmarks.

1.1. Related Works

The noise transition matrix T is important in several com-
munities (Han et al., 2020). For example, it helps build
noise-consistent classifiers when learning with noisy labels,
such as loss correction (Natarajan et al., 2013; Patrini et al.,
2017; Wei et al., 2022e), loss reweighting (Liu & Tao, 2015),
and capturing the imbalance caused by heterogeneous noise
rates (Zhu et al., 2021b). It also helps tune hyperparameters
for label smoothing (Lukasik et al., 2020; Wei et al., 2021b),
set thresholds for sample selection (Han et al., 2018; Wei
et al., 2020; Zhang et al., 2021b) and detect label mistakes
(Zhu et al., 2021a; Northcutt et al., 2021b). Additionally,
T contributes to evaluating (Awasthi et al., 2021) or im-
proving (Lamy et al., 2019) the model fairness when the
sensitive attribute is protected, or mitigating bias in treating
different groups (e.g., racial, gender) when the label quality
for different groups is different (Wang et al., 2021b). It
also has medical applications such as evaluating the physi-
cian variability (McCormick et al., 2016). All of the above
applications require an accurate estimate of T .

In addition to the T estimators introduced in Section 1, there
are related works in crowdsourcing (Liu et al., 2012; Zhang
et al., 2014; Liu & Liu, 2015) and peer prediction (Liu &
Chen, 2017; Liu et al., 2020). However, these works require
redundant noisy labels. For a general machine learning task,
the datasets that have only one noisy label for each fea-
ture are more common. Compared with these approaches,
the 2-NN clusterability of HOC (Zhu et al., 2021c) can be
treated as a proxy of two redundant noisy labels, where a
better proxy requires well-extracted features. According to
the analyses on the identifiability of the label noise transi-
tion matrix (Liu, 2022), the disentangled and informative
features are crucial. It has been demonstrated that mutual
information helps select more informative features (Bat-
titi, 1994; Estévez et al., 2009; Vergara & Estévez, 2014)
with clean data. Recent work (Wei & Liu, 2020) finds that
some f -mutual information metrics are robust to label noise,
which makes the feature selection on noisy data promising.

2. Preliminaries
In this section, we first formally define the noise transition
matrix T and pose the problem in Section 2.1. As a comple-
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ment to related works, we introduce more technical details
of two lines of most relevant T estimators in Section 2.2 and
numerically show the possible failures of these approaches
in Section 2.3.

2.1. The Definition of Noise Transition Matrix

Clean/Noisy distribution Consider a K-class classification
task with a dataset D̃ := {xn, ỹn}n∈[N ], where xn is the
feature, ỹn is the noisy label that may come from human
annotations (Wei et al., 2022c;d; Luo et al., 2020), sensors
(Wang et al., 2021a) and machine pseudo labels (Zhu et al.,
2022), N is the number of instances, [N ] := {1, 2, · · · , N}.
Suppose x is d-dimensional, i.e., x = [x1, · · · , xd]

⊤. We
denote the µ-th element by feature variable xµ. Note the
feature vector x is not necessary to be the raw input for
some complicated tasks that require deep neural networks.
In these tasks, the feature vector x should be the output
of some feature extractors (Devlin et al., 2019; Radford
et al., 2021). We will not discuss methods to get appropriate
feature extractors in this paper since the focus is on the
data processing given D̃. The clean label associated with
the noisy label ỹ is denoted by y. Both clean labels and
noisy labels are in the same label space, i.e., y ∈ [K], ỹ ∈
[K], where [K] := {1, 2, · · · ,K}. The random variable
forms of the above realizations of features and labels are:
feature vector x ∼X := [X1, · · · , Xd]

⊤, feature variable
xµ ∼ Xµ, clean label y ∼ Y , noisy label ỹ ∼ Ỹ . The
(unobservable) clean dataset is denoted by D.

Noise transition matrix T The relationship between
(X, Y ) and (X, Ỹ ) is denoted by a noise transition ma-
trix T (X), where each element Tij(X) := P(Ỹ = j|Y =
i,X) stands for the probability of mislabeling a clean label
Y = i as the noisy label Ỹ = j given feature X . A ma-
jority line of works assume the noise transition matrix is
class-dependent (Natarajan et al., 2013; Liu & Tao, 2015;
Patrini et al., 2017; Liu & Guo, 2020), i.e., T (X) ≡ T ,
implying the following independency:

P(Ỹ = j|Y = i,X) = P(Ỹ = j|Y = i), ∀i, j ∈ [K], ∀X.

Problem Statement We formally frame the problem of
label noise transition matrix estimation. The learner can
only access noisy examples D̃ in this setting. The noisy
label Ỹ satisfies an underlying transition probability charac-
terized by T . The goal is to minimize the estimation error
calculated by the average total variation of the true T and
the estimated T̂ (Zhang et al., 2021a):

Error(T , T̂ ) =
∑

i∈[K],j∈[K]

|Tij − T̂ij |/(2K). (1)

2.2. Existing Estimation Approaches

There are mainly two categories of prior works on estimating
the noise transition matrix T . One popular solution pipeline

is to estimate T with the confidence/predictions of the model
trained on the noisy data distribution. As an alternative to
the learning-based methods, one recent work (Zhu et al.,
2021c) proposes a training-free pipeline when clusterable
features are given. We introduce more details as follows.

Definition 2.1 (Anchor Point (Liu & Tao, 2015; Scott, 2015;
Xia et al., 2019)). An instance x is an anchor point for
class-i if P(Y = i|X = x) is equal or close to 1.

Using model predictions In the learning-based methods,
the anchor point, which is the instance that belongs to a
particular class almost surely as defined in Definition 2.1,
plays a significant role. Particularly, if P(Y = i|X = x) =

1 holds for some class i, we have P(Ỹ = j|X = x) =∑
k∈[K] TkjP(Y = k,X = x) = Tij . Note the anchor

point is defined on the clean data. If the features X are
of lower quality, the condition P(Y = i|X = x) = 1 is
hard to satisfy (Zhu et al., 2021a), not to mention finding
anchor points accurately. Although recent advances relax
the requirement of anchor points (Xia et al., 2019; Zhang
et al., 2021a; Li et al., 2021), they tend to design a specific
learning pipeline with a particular regularizer or objective
related to T , which is sensitive to hyperparameters and
ultimately the quality of features.

Using clusterability Recent work HOC (Zhu et al., 2021c)
studies this problem from a novel data-centric perspective,
which proposes a statistical solution based on clusterability
without fitting the data distribution. The main idea is to
utilize a set of High-Order Consensus (HOC) information
aggregated on the nearest neighbors’ noisy labels and solve
a series of equations for the noise transition matrix T and
clean label prior probability p. The effectiveness of this
approach relies on the k-NN (k-Nearest-Neighbor) label
clusterability, which is defined as:

Definition 2.2 (k-NN label clusterability (Zhu et al., 2021c)).
A dataset D satisfies k-NN label clusterability if ∀n ∈ [N ],
the feature xn and its k-Nearest-Neighbor xn1

, · · · ,xnk

belong to the same true label class.

The distance between two features x and x′ can be measured
by 1− Sim(x,x′), where Sim(x,x′) could be the cosine
similarity. It has been proved by (Zhu et al., 2021c) that the
2-NN label clusterability is sufficient for uniquely getting
the true T . However, it is likely that the clusterability is not
sufficiently satisfied for lower-quality features.

2.3. Failures on Lower-Quality Features

The above approaches to estimating T are demonstrated to
perform well on some image classification datasets, such as
MNIST (LeCun et al., 1998) and CIFAR (Krizhevsky et al.,
2009), which usually enjoy better representation learning
tools (Chen et al., 2020; Wang et al., 2022a) that would
return clusterable features, as compared to text sequence
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Figure 1. Existing methods may suffer from failures. Red horizon-
tal dashed line shows the error of random guessing T in binary
classifications. Tasks on the left side of the dotted line are binary.

and tabular data. When facing other tasks, high-quality
features may not always be available. In this subsection, we
explore how these existing methods fare on other datasets,
possibly with lower-quality features.

Observations In Figure 1, we implement two learning-
based methods built on anchor points (T-revision (Xia et al.,
2019)) or confident points (Confident Learning (Northcutt
et al., 2021a)), and one training-free method based on the
clusterability (HOC (Zhu et al., 2021c)). The average noise
rate, i.e.,

∑
i∈[K](1−Tii)/K, is around 0.3. Figure 1 shows

the estimation error of these three methods on most of the
datasets are around or larger than 0.1, and some methods
may even approximate to 0.2. Note an error of 0.2 is
excessive for binary classification when the noise rate is 0.3.
For example, when T11 = T22 = 0.3, a random guess of
T , i.e., Tij = 0.5, ∀i, j, has an error of exactly 0.2. Recall
an error of 0.05 for binary classification is worse than the
same error for a 10-class one as explained in Introduction.
Compared with an estimation error of ≈ 0.05 on CIFAR-
10 with a similar noise rate as reported in these baselines,
Figure 1 shows a serious performance drop: an error of
0.05 for 83% of tests and an error of 0.1 for 57% of tests.
Therefore, it is crucial to design an estimator which is also
robust on datasets with lower-quality features.

Discussions Before diving into a concrete solution to lower-
quality features, we discuss the advantages and disadvan-
tages of both existing lines of work. On one hand, the
learning-based methods (Northcutt et al., 2021a; Xia et al.,
2019) could take full advantage of deep neural networks.
During supervised training, different parts of features are
weighted differently, thus the informative parts could weigh
more than the less informative ones. The optimal weight
combinations could induce a model that accurately fits the
data distribution, which further help estimate T . On the
other hand, due to various factors such as the model capac-
ity, the quality of features, the number of instances, and
the setting of hyperparameters, the learning-based models

Algorithm 1 Key Steps of HOC

0: Input: Noisy dataset: D̃ = {(xn, ỹn)}n∈[N ].
// Find 2-NN. Sim(x,x′) → SimW (z, z′) in our approach.

1: With 1− Sim(x,x′) as the distance metric:
{(ỹn, ỹn1

, ỹn2
), ∀n} ← Get2NN(D̃);

// Count first-, second, and third-order consensus patterns:
2: (ĉ[1], ĉ[2], ĉ[3])← CountFreq({(ỹn, ỹn1 , ỹn2), ∀n})

// Solve equations
3: Find T such that match the counts (ĉ[1], ĉ[2], ĉ[3]).

are often infeasible to converge to the global optimum in
practice. For example, with the existence of label noise,
deep neural networks (DNN) tend to be overconfident (Wei
et al., 2022b) and memorize wrong feature-label patterns
(Cheng et al., 2021b; Liu, 2021; Wei et al., 2021a). When
unintended memorization occurs, the weights for combining
different parts will be non-optimal and some uninformative
parts may be mis-specified with high weights. Alterna-
tively, the training-free method (Zhu et al., 2021c) will not
be affected by the wrong memorization since it is a fully-
statistical solution without any training procedures. Never-
theless, the problem of not employing training is also severe:
blindly treating different parts of features equally important
may cause failures. The above observations and discussions
motivate us to find a solution that compromises between the
learning-based and the training-free approaches.

3. An Information-Theoretic Approach
We propose an information-theoretic approach to distinguish
the importance of different features. To avoid complicated
hyperparameters tuning and make it a light tool for more
general applications, the solution is built on HOC. See more
detailed rationale in Appendix B.1.

We now briefly introduce HOC (Zhu et al., 2021c). Al-
gorithm 1 summarizes the key steps, where the high-level
idea is that, when 2-NN label clusterability holds, the fre-
quency of consensus patterns of the three grouped noisy
labels ỹn, ỹn1

, ỹn2
encodes T .1 For instance, a triplet

ỹn = 0, ỹn1
= 0, ỹn2

= 1 will add 1 to the count of the
consensus pattern (0, 0, 1). With the estimated frequency
of patterns {(ỹn, ỹn1

, ỹn2
), ∀n}, we can simply solve equa-

tions by gradient descents. Therefore, in Algorithm 1, the
2-NN label clusterability is critical, which depends heavily
on calculating the distance or similarity between features.

Overview of our approach: The main idea is to decou-
ple features (Step 1) and down-weight the less informative
parts (Step 2) when measuring the distances by HOC, which
is summarized in Algorithm 2. Firstly, we motivate the

1It is shown later in (Liu, 2022) that three noisy labels are
necessary and sufficient to identify T .
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Algorithm 2 Our Information-Theoretic Approach

0: Input: Noisy dataset: D̃ = {(xn, ỹn)}n∈[N ].
// Step 1: Remove correlation (Section 3.3)

1: Transform x ∼X to z ∼ Z by Eqn. (3);
// Step 2: Estimate the weight matrix W (Section 3.4)

2: With only noisy labels:
Diagonal elements: Ŵµµ = If (Z; Ỹ ) by Eqn. (4)
Off-diagonal elements: Ŵµµ′ = 0, ∀µ ̸= µ′;
// Step 3: Estimate the noise transition matrix

3: Apply HOC (Zhu et al., 2021c) with soft cosine similar-
ity SimW (z, z′) defined in Eqn. (2).

4: Output: The estimated noise transition matrix T̂ .

necessity of down-weighting less informative parts in Sec-
tion 3.1. Their weights are controlled by a matrix W , which
is absorbed into the calculation of soft cosine similarity
(Definition 3.1). A tractable proxy of W is introduced in
Section 3.2 and detailed in the remainder of this section.

3.1. Vanilla Similarity Measures Are Not Sufficient

Our following analyses focus on the cosine similarity as
originally implemented by HOC (Zhu et al., 2021c). The
larger cosine similarity implies the smaller distances of
features. We first analyze possible problems in evaluating
k-NN with the vanilla (hard) cosine similarity.

Consider the cosine similarity of two feature vectors x and
x′, which is denoted by Sim(x,x′) = x⊤x′

∥x∥2∥x′∥2
, where

∥ · ∥2 denotes the vector ℓ2 norm. The above measure in-
herently assumes different elements of x are 1) equally
important and 2) uncorrelated to each other, thus may un-
derestimate the true similarity between imperfect feature
vectors. To capture more information, we incorporate a
change-of-basis matrix

√
W to obtain a soft cosine mea-

sure defined as follows.

Definition 3.1 (Soft cosine similarity (Sidorov et al., 2014)).

SimW (x,x′) =
(
√
Wx)⊤(

√
Wx′)

∥
√
Wx∥2∥

√
Wx′∥2

. (2)

Hereby, the symmetric matrix W encodes the pairwise sim-
ilarity between features. Note that the soft cosine similarity
measure SimW (x,x′) recovers the (hard) cosine similarity
when W = I , where I denotes a K × K identity ma-
trix. In practice, the true and unknown W may be very
different from I . Thus simply letting W = I may cause
severe problems in using clusterability. For example, when
K = 2, consider three instances (x1, y1) = ([1, 0, 1]⊤, 1),
(x2, y2) = ([0, 1, 0]⊤, 2), and (x3, y3) = ([0.8, 1, 0.7]⊤, y).
Based on 1-NN label clusterability, we infer label y follow-

ing the rule below:

y =

{
1 if Sim(x1,x3) > Sim(x2,x3);

2 if Sim(x1,x3) ≤ Sim(x2,x3).

Consider the following three W s: W1 = I ,

W2 =

1.0 0.0 0.0
0.0 1.0 0.0
0.0 0.0 0.1

 , W3 =

 1.0 −0.2 −0.5
−0.2 1.0 0.5
−0.5 0.5 1.0

 .

Example 1: W1 (uncorrelated and equally important)
The following hard cosine similarity shows:
SimW1(x1,x3)≈0.73 > SimW1(x2,x3)≈0.69⇒ y=1.

Example 2: W2 (not equally important)
The following soft cosine similarity shows:
SimW2(x1,x3)≈0.64 < SimW2(x2,x3)≈0.77⇒ y= 2,
which is different from the inferred y in Example 1. If W2

defines the true clusterability, this example shows that sim-
ply using W = I fails to capture the diagonal values of W
(the weights of xµ, µ ∈ [d]) and violates the clusterability.

Example 3: W3 (correlated)
The following soft cosine similarity shows:
SimW3

(x1,x3)≈0.75 < SimW3
(x2,x3)≈0.85⇒y = 2,

which is different from the inferred y in Example 1. If W3

is true, this example shows that simply using W = I fails
to capture the off-diagonal values of W (the correlations
between xµ) and violates the clusterability.

The above three examples exemplify that the less informa-
tive parts of features may damage the clusterability, where
the definition of each “part” depends on both the diagonal
elements and off-diagonal elements of W . We propose an
information-theoretic approach to construct a proxy of W .

3.2. Proxy of W

Noting W is a square matrix of order d, it requires O(d2)
operations to estimate all elements. Each operation incurs
an estimation error, and the accumulated errors may not be
bounded. We propose to find a proxy of W . Intuitively, we
expect the following properties (Battiti, 1994):

• Symmetric: ∀µ, ν ∈ [d],Wµν = Wνµ.
• Information monotone: For every two feature variables
Xµ, Xν , if Xµ is less informative with respect to Y
than Xν , then Xµ will be less important than Xν , i.e.,
If (Xµ;Y ) ≤ If (Xν ;Y ) ⇒ Wµµ ≤ Wνν , µ, ν ∈ [d],
where If (Xµ;Y ) measures the f -MI (f -Mutual Informa-
tion) (Csiszár, 1967) between Xµ and Y .

• Correlation monotone: Given two feature variables
Xµ, Xν , for any other feature variable Xν′ (Xµ, Xν , Xν′

are equally informative), if Xµ is less correlated to Xν

than Xν′ , Xν will have a lower weight than Xν′ in mea-
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Figure 2. Illustration of the proxy of W .

suring the similarity with Xν :

ρ(Xµ, Xν) ≤ ρ(Xµ, Xν′)⇒Wµν ≤Wµν′ ,

where ρ(Xµ, Xν) is the correlation between random vari-
ables Xµ and Xν .

The above properties suggest us to decompose the elements
of matrix W as the product of the informativeness w.r.t Y
and the correlation between features as illustrated in Fig-
ure 2. In another word, we can construct the matrix W =
ρ◦M , where ◦ denotes the Hadamard product of two matri-
ces, ρ is the correlation matrix with ρµν = ρ(Xµ, Xν), M
includes the f -MI with Mµν =

√
If (Xµ, Y )If (Xν , Y ).

Directly estimating ρ might not be computation-efficient. If
we can transform X to make ρ = I , the off-diagonal entries
of W will become 0 thus no longer need to be estimated.
This observation motivates us to firstly transform X to a
non-correlated form to achieve ρ = I (Section 3.3), then
estimate only the diagonal elements by f -MI (Section 3.4).

3.3. Remove correlation

For ease of notations, we require that X is zero-mean, i.e.,
E[X] = 0, where 0 is a d × 1 column vector with all ele-
ments being 0. Inspired by the principle component analysis
(PCA) (Wold et al., 1987), we adopt Λ−1/2P⊤ as the ma-
trix to remove the correlation between xµ, xν , µ ̸= ν, where
PΛP⊤ = E[XX⊤], P is an orthogonal matrix whose
columns are eigenvectors of E[XX⊤], Λ is a diagonal ma-
trix where diagonal values are eigen values and off-diagonal
values are 0. Let

Z = Λ−1/2P⊤X = [Z1, · · · , Zd]
⊤, (3)

where E[Z] = Λ−1/2P⊤E[X] = 0. We have

E[ZZ⊤] = Λ−1/2P⊤E[XX⊤]PΛ−1/2 = I.

Therefore, after transforming X to Z by Λ−1/2P⊤, we can
split X into d uncorrelated parts such that E[ZµZν ] satisfies

E[ZµZν ] = E[(ZZ⊤)µ,ν ] =

{
0 if µ ̸= ν,

1 if µ = ν.

Noting (zero-mean) ρ(Zµ, Zν) =
E[ZµZν ]√

E[Z2
µ]
√

E[Z2
ν ]
, we know

ρ = I after this transformation.

3.4. Estimate If (Z;Y ) With Only Noisy Labels

After transforming X to Z, the off-diagonal elements of
the proxy of W are expected to be 0. Thus we only need to
estimate the diagonal elements by Wµµ := If (Zµ;Y ).

Define an f -MI metric with f -divergence If (Z;Y ) :=
Df (Z ⊕ Y ;Z ⊗ Y ), where Df (P ||Q) measures the f -
divergence between two distributions P and Q with proba-
bility density function p and q:

Df (P ||Q) =

∫
v∈V

q(v)f

(
p(v)

q(v)

)
dv.

Note the variable v in the domain V is a realization of
random variable V = (Z, Y ), which follows either dis-
tribution P or distribution Q depending on where it is
used. In our setting, P and Q are the joint distribution
P := Z ⊕ Y = P(Z = z, Y = y) and the marginal prod-
uct distribution Q := Z ⊗ Y = P(Z = z) · P(Y = y),
respectively. There are lots of choices of f . Specially, when
f(v) = v log v, the f -divergence becomes the celebrated
KL divergence and If is exactly the mutual information.

Alternatively, we can calculate the f -divergence using the
variational form (Nowozin et al., 2016; Wei & Liu, 2020).
Denote the variational difference between P and Q by

VDf (g) = EV∼P [g(V )]− EV∼Q[f
∗(g(V ))], ∀g,

where g : V → domain(f∗) is a variational function, and f∗

is the conjugate function of f(·). We instantiate some promi-
nent variational-conjugate (g∗, f∗) pairs in Appendix A.1
(Table 4). The f -MI is calculated by

If (Z;Y ) = Df (P ||Q) = VDf (g
∗) = sup

g
VDf (g).

However, the above calculation, built on the clean distribu-
tions, will be intractable when we can only access the noisy
data distribution. Let P̃ := Z ⊕ Ỹ and Q̃ := Z ⊗ Ỹ . One
tractable approach is to calculate Df (P̃ ||Q̃) following

If (Z; Ỹ ) = Df (P̃ ||Q̃) = ṼDf (g̃
∗) = sup

g
ṼDf (g), (4)

where ṼDf (g) = EṼ∼P̃ [g(Ṽ )] − EṼ∼Q̃[f
∗(g(Ṽ ))], ∀g.

Generally, there will be a gap between our calculated
If (Z; Ỹ ) and the real If (Z;Y ). We defer detailed anal-
yses of the gap to Section 4.

4. Theoretical Guarantees
The quality of our T estimator relies on the following steps:
(a) Noise-resistant estimates of f -MI using noisy labels;
(b) Accurate estimates of clean f -MI;
(c) Down-weighting less informative features with f -MI;
(d) Robust distance/similarity calculation;
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(e) Satisfying clusterability (Definition 2.2);
(f) Accurate estimates of the noise transition matrix T .
The most critical step in the above chain is (a)→(b), which
is the key ingredient to Step (c). This step will be the focus
of the theoretical results in this section. Steps (c)→(e) are
explained in Section 3. Steps (e)→(f) is guaranteed by HOC
(Zhu et al., 2021c).

Based on our intuition for constructing the proxy of W that
the less informative parts should be assigned with lower
weights, the order between two parts with different informa-
tiveness is crucial. Thus in this section, we study whether
the noisy f -MI calculated using noisy labels, i.e., If (Z; Ỹ ),
preserves the order of the clean f -MI If (Z;Y ). Note the
order-preservation property distinguishes from the robust-
ness of f -MI between optimal classifier prediction h∗(X)

and noisy label Ỹ by Wei & Liu (2020) since 1) Z does
not have class-specific meaning; 2) Z is not optimizable
and its ranking is concerned, while h∗(X) is only a special
(optimal) case of Z. All proofs are deferred to Appendix A.
We define ϵ-order-preserving as follows.

Definition 4.1 (ϵ-Order-Preserving Under Label Noise).
If (Z; Ỹ ) is called ϵ-order-preserving under label noise if
∀µ ∈ [d], ν ∈ [d], given |If (Zµ; Ỹ )− If (Zν ; Ỹ )| > ϵ, we
have

sign[If (Zµ; Ỹ )−If (Zν ; Ỹ )] = sign[If (Zµ;Y )−If (Zν ;Y )].

The smaller ϵ is, the stricter the requirement is. The fol-
lowing analyses focus on the binary classification. Define
e1 := P(Ỹ = 2|Y = 1), e2 := P(Ỹ = 1|Y = 2). To
show an f -MI metric is ϵ-order-preserving under label noise,
we need to study how ṼDf (g̃

∗) differs from the order of
VDf (g

∗).

4.1. Total-Variation is 0-Order-Preserving

When f(v) = 1
2 |v− 1|, we get the Total-Variation (TV). To

analyze the order-preserving property of TV, we first build
the relationship between ṼDf (g) and ṼDf (g), ∀g by the
following lemma:

Lemma 4.2 (Linear relationship (Wei & Liu, 2020)).

ṼDTV(g) = (1− e1 − e2)VDTV(g), ∀g.

Lemma 4.2 shows that there is a linear relationship between
ṼDTV(g) and VDTV(g). The constant only depends on the
noise rates. With this lemma, we only need to study the
difference between VDTV(g̃

∗) and VDTV(g
∗), which is sum-

marized in the following lemma:

Lemma 4.3. When e1 + e2 < 1, VDTV(g̃
∗) = VDTV(g

∗).

Note the condition e1 + e2 < 1 indicates the label noise is
not too large to be dominant (Liu & Guo, 2020; Natarajan
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Figure 3. Illustration of the worst-case bound and a more practical
bound for ϵ with different e1, δ := e2/e1. Color indicates the
value of ϵ. The median (50%) and the 90-th percentile of ϵ are
shown in the title of each plot. log2(x) is applied for calculating
mutual information.

et al., 2013; Liu & Chen, 2017). With Lemma 4.2 and
Lemma 4.3, we can conclude that TV is 0-order-preserving.

Theorem 4.4. When e1+e2 < 1, total-variation is 0-order-
preserving under class-dependent label noise.

Theorem 4.4 shows the total-variation-based mutual infor-
mation under class-dependent label noise preserves the order
of the original clean results.

4.2. KL Divergence is ϵ-Order-Preserving

Unfortunately, Lemma 4.2 and Lemma 4.3 do not hold for
KL divergence. Recall the f -MI is exactly the standard
mutual information when KL divergence is adopted. Denote
by H(·) the entropy. We can start from the definition of
mutual information I(Z, Ỹ ) = H(Z) +H(Ỹ )−H(Z, Ỹ )
and decouple the effect of noisy labels as:

I(Z, Ỹ ) =(1− e1 − e2) · [I(Z, Y )−H(Y )] +H(Ỹ )

+

∫
z

∆Bias(βz, e1, e2) dz,

where βz is a function of z, and ∆Bias(βz, e1, e2) is the
bias caused by label noise specified in Eqn. (7). We then
find the lower and upper bounds for ∆Bias(βz, e1, e2) and
summarize the result as follows:

Theorem 4.5. Assume e1 = δe2, δ ∈ [0, 1] and e1+e2 < 1.
KL divergence (mutual information) is ϵ-order-preserving
under class-dependent label noise, where

ϵ = e1 [δ log δ − (1 + δ) log(1 + δ)] +H(e1),

and H(e1) := −e1 log e1 − (1− e1) log(1− e1).

For the symmetric label noise, we have:

Corollary 4.6. When e1 = e2 < 0.5, KL divergence (mu-
tual information) is [H(e1) − 2e1 log 2]-order-preserving
under class-dependent label noise.

We evaluate the bound in the following remark.
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Remark 4.7. The value of ϵ is illustrated in Figure 3, where
the left figure shows the worst-case bound in Theorem 4.5,
and the right figure shows the case when P(Y=1|Z=z)

P(Y=2|Z=z) ∈
[ 15 , 5]. This is a more practical case for lower-quality fea-
tures since a single feature variable cannot infer the clean
label with high confidence. Noting the log2-based mutual
information is within range [0, 1] and ϵ ≤ 0.34 happens
in 90% of the cases, it is reasonable to believe the mutual
information has a good ϵ-order-preserving ability.

5. Evaluations
We evaluate our approaches on datasets with possibly lower-
quality features in this section. The evaluation metric is the
average total variation between the true T and the estimated
T̂ (Zhang et al., 2021a) as Eqn. (1).

Baselines We mainly compare our methods with three
baselines: T-revision (T-REV) (Xia et al., 2019), Con-
fident Learning (CL) (Northcutt et al., 2021a), and the
clusterability-based approach (Zhu et al., 2021c) (HOC).
Some recent learning-based methods (Li et al., 2021; Zhang
et al., 2021a) jointly optimize T and the model during learn-
ing. We find their methods are unstable compared to the
above baseline approaches on non-image datasets and defer
their results to Appendix B.2.

Our approach To evaluate each component of our ap-
proach, we test four variants: OURS-X -KL, OURS-X -
TV, OURS-A-KL, and OURS-A-TV. Prefix OURS-X
indicates that we directly use the original input features
and substitute the soft cosine similarity for the original
hard one employed by HOC. This setting checks the per-
formance of ignoring correlations among different feature
variables. Prefix OURS-A indicates that we firstly trans-
form X to A as Section 3.2 then apply soft cosine sim-
ilarity. Suffixes -KL and -TV denote using the f -mutual
information when f(v) = v log(v) and f(v) = 1

2 |v − 1|,
respectively. The matrix W for soft cosine similarity is:
Wµµ = ϕ(If (Xµ, Ỹ )),Wµν = 0, ∀ν ̸= µ, where ϕ(x)
is an order-preserving activation function. In our evalu-
ations, we set ϕ(x) = [x]10 for tabular benchmarks and
ϕ(x) = [log(x)]10 for natural language benchmarks, where
[x]10 represents normalizing x to range (0, 1].

Datasets and models We examine our approaches on two
different application domains other than images: the tabular
benchmarks including 7 tabular datasets from the UCI ma-
chine learning repository (Dua & Graff, 2017) and 4 natural
language benchmarks including AG’s news (Zhang et al.,
2015), DBpedia (Auer et al., 2007), Yelp-5 (Yelp, 2015), and
Jigsaw (Jigsaw, 2018). We use the raw features for tabular
benchmarks. Following the same preprocessing procedure
as Wang et al. (2022b), we use a pre-trained BERT model
(Devlin et al., 2019) to extract 768 dimensional embedding
vectors for natural language benchmarks.

Noise type We synthesize the noisy data distribution by in-
jecting class-dependent noise. Particularly, on tabular bench-
marks, we test both the symmetric and the asymmetric label
noise in Table 1. On natural language benchmarks, we ran-
domly generate the diagonal-dominant label noise following
the Dirichlet distribution. Particularly, suppose the average
noise rate is e. For each row of T , We randomly sample
a diagonal element following Tii = e+ Unif(−0.05, 0.05)
and set the off-diagonal elements following Dir(1), where
Unif(a, b) denotes the uniform distribution bounded by
(a, b), Dir(1) denotes the Dirichlet distribution with param-
eter 1 := [1, · · · , 1] (K − 1 values).

5.1. Evaluation on Tabular Benchmarks

Table 1 shows the performance comparisons on tabular
datasets. By counting the number of bold (top-2 perfor-
mance) results, we know all the four variants of our pro-
posed method perform better than three baselines statisti-
cally. Additionally, based on the counting results, OURS-X
wins in 16 settings while OURS-A wins in 20 settings, indi-
cating decoupling different parts by eigen decomposition is
not statistically significantly useful. This may be due to the
property of tabular data: the original correlation in X may
not be strong and the decoupling operations will involve
extra errors and make the results even worse.

5.2. Evaluation on Natural Language Benchmarks

We also evaluate our methods on more sophisticated text
classifications tasks. We use a heuristic method to set the
average noise rate e. The aim is to make the ratio between
diagonal elements and off-diagonal elements of T consis-
tent. According to our rule in the caption of Table 2, the low,
medium, and high noise rates for binary, 5-class, and 10-
class classifications are (0.11, 0.2, 0.4), (0.2, 0.33, 0.57),
and (0.27, 0.43, 0.67), respectively, which align with the
general cognition of the community (Cheng et al., 2021a).
Comparing Table 2 with Table 1, we find the direct reweight-
ing by f -mutual information (OURS-X) performs similarly
to the hard cosine similarity adopted by HOC, while the
information-theoretic reweighting after projecting X to its
eigen space (OURS-A) performs consistently better than
other methods. Intuitively, the correlations of BERT embed-
dings are more stronger than those of tabular data. Thus
we observe a clear performance improvement by removing
correlations. Besides, it is interesting to see the estimation
error may decrease for higher noise rate setting.We con-
jecture the reasons may comprise: 1) The original dataset
may be noisy, e.g., the original Yelp dataset contains lots
of noisy reviews (Luca, 2016). Consider a binary classifi-
cation with inherent 20% noise. Then adding 10% (low)
noise will make the average noise rate to 0.26, where the
gap between the real noise rate and the hypothesized noise
rate is 0.26 − 0.1 = 0.16. Similarly, the gap of adding
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Table 1. The estimation error (×100) on tabular benchmarks. Feature dimension: d. Number of clean instances in class-1 (or class-2): N1

(or N2). Noise Rate: LOW: e1 = 0.2, e2 = 0.1. MEDIUM: e1 = 0.4, e2 = 0.2. HIGH: e1 = 0.4, e2 = 0.4. Top-2 of each row are bold.

TABULAR DATASETS METHOD
(d, [N1, N2]) NOISE RATE T-REV CL HOC OURS-X -KL OURS-X -TV OURS-A-KL OURS-A-TV

LOW 9.25 8.00 9.82 8.09 8.70 8.88 9.18
HEART MEDIUM 11.94 11.48 7.85 9.55 1.48 3.98 5.51

(23, [138, 165]) HIGH 6.74 6.54 4.71 9.78 14.91 1.33 4.21

LOW 30.89 30.53 14.96 10.74 11.84 10.57 9.26
BANANA MEDIUM 20.77 20.81 8.97 4.90 3.98 6.41 6.97

(2, [2924, 2376]) HIGH 6.71 7.58 4.78 12.11 8.89 9.78 11.26

LOW 21.40 20.62 11.24 10.83 9.96 11.05 11.60
TITANIC MEDIUM 10.83 10.31 9.97 9.82 9.65 9.61 9.75

(3, [1490, 711]) HIGH 6.93 6.75 1.94 1.97 1.97 1.89 1.92

LOW 10.63 9.32 7.32 2.29 1.87 3.00 3.65
SPLICE MEDIUM 10.35 9.84 5.38 2.21 3.90 1.26 2.15

(240, [1648, 1527]) HIGH 7.86 7.74 17.43 4.26 2.94 4.41 5.81

LOW 1.79 1.63 2.12 2.34 2.80 0.54 0.65
TWONORM MEDIUM 1.86 1.42 1.38 1.42 1.30 2.14 1.73

(20, [3697, 3703]) HIGH 1.67 1.22 5.18 5.88 3.47 1.46 2.12

LOW 10.59 10.89 7.93 6.68 6.78 5.67 5.79
WAVEFORM MEDIUM 8.45 7.82 3.51 2.50 3.09 2.34 2.72

(21, [3353, 1647]) HIGH 5.04 4.76 3.84 2.72 1.71 2.29 5.42

LOW 19.28 18.43 15.24 14.60 14.84 15.63 14.71
FLARE-SOLAR MEDIUM 16.57 16.38 4.58 4.39 5.05 4.64 4.82

(31, [477, 589]) HIGH 8.35 8.25 4.71 4.47 4.74 3.87 3.30

Table 2. The estimation error (×100) on natural language benchmarks. Feature dimension: d. Number of clean instances in class-k: Nk.
[30K × 4]: N1 = N2 = N3 = N4 =30k. Average noise rate follows e = 1/(1 + r/

√
K − 1). LOW: r = 8. MEDIUM: r = 4. HIGH:

r = 1.5. Top-2 of each row are bold.

TEXT DATASETS METHOD
(d, [N1, · · · , NK ]) NOISE RATE T-REV CL HOC OURS-X -KL OURS-X -TV OURS-A-KL OURS-A-TV

LOW 10.38 11.41 13.32 12.65 12.75 8.36 8.35
AG’S NEWS (BERT) MEDIUM 10.71 10.63 10.62 10.13 10.45 6.44 6.52

(768, [30K × 4]) HIGH 13.97 13.82 6.80 6.83 6.69 4.54 4.19

LOW 6.80 5.31 7.57 6.76 6.94 2.52 2.52
DBPEDIA (BERT) MEDIUM 14.91 14.40 6.30 5.66 5.78 2.33 2.28
(768, [40K × 14]) HIGH 24.23 23.28 6.00 5.18 5.22 2.42 2.43

LOW 38.49 38.75 40.87 40.71 40.58 37.37 37.19
YELP-5 (BERT) MEDIUM 35.46 36.05 33.63 34.23 33.88 31.79 31.94

(768, [130K × 5]) HIGH 21.20 20.88 19.09 18.56 20.13 18.11 18.06

LOW 20.92 20.17 14.25 14.07 14.24 9.76 9.97
JIGSAW (BERT) MEDIUM 17.10 16.44 11.28 11.80 12.23 7.45 7.66

(768, [144,277, 15,294]) HIGH 7.19 6.81 4.84 4.85 3.43 0.78 1.02

Table 3. The last/best epoch clean test accuracies (%) when train-
ing with high-level noise defined in Table 2.

METHOD
AG’S NEWS DBPEDIA

LAST BEST LAST BEST

HOC (ZHU ET AL., 2021C) 82.17 83.08 91.06 91.06
OURS-A-TV 85.01 85.17 97.71 97.77

40% (high) noise is 0.44 − 0.4 = 0.04. Therefore, even
though T is accurately estimated, the absolute error under
our current metric will be higher for the HIGH-noise case.
2) As analyzed in Section 2.3, the error of random guess for
low-noise (10%) and high-noise (40%) settings are 0.4 and
0.1, respectively, indicating a small error may cause more
severe problems in higher-noise settings. We leave more
detailed discussions to Appendix B.3.

Downstream learning error Liu & Wang (2021) showed
the additional learning risk is positively related to estimation
error. To further consolidate the estimation error reduction

of our method, we feed the estimated T into forward loss
correction (Patrini et al., 2017) and check the clean test ac-
curacy. Table 3 shows our approach significantly improves
both the best and last epoch test accuracy by simply chang-
ing the T in loss correction from HOC estimates to ours.

6. Conclusions
This work has studied the problem of estimating noise tran-
sition matrix on application domains apart from images. We
have proposed an information-theoretic approach to down-
weight the less informative parts of features with only noisy
labels for tasks with lower-quality features. Future direc-
tions include implementing and delivering this approach in
real-world label noise settings, e.g., long-tail and open-set
(Wei et al., 2022a; Hu et al., 2019).
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Appendix
We show more theoretical details in Section A and more emperical details in Section B. Particuarly,

• Section A.1 numerates some popular f -divergence functions and the corresponding optimal variational-conjugate pair
(g∗, f∗).

• Section A.2 shows the order-preserving property of using total variation.
• Section A.3 shows the order-preserving property of using KL divergence.
• Section B.1 explains why we build our method on HOC.
• Section B.2 compares two more baselines.
• Section B.3 discuss an interesting observation shown in Table 2 that high-noise settings may have lower errors.

A. Theorems
A.1. Common f -Divergence Functions

Following (Nowozin et al., 2016; Wei & Liu, 2020), we show some common f -divergence functions in Table 4,

Table 4. List of popular f -divergences together with generator functions f(v), optimal variational functions g∗ and optimal conjugate
functions f∗.

Name f(v) g∗ domf∗ f∗(u)

Total Variation
1

2
|v − 1| 1

2
sign

(
p(v)

q(v)
− 1

)
u ∈ [−1

2
,
1

2
] u

KL v log v 1 + log
p(v)

q(v)
R eu−1

Jenson-Shannon −(1 + v) log 1+v
2

+ v log v log
2p(v)

p(v) + q(v)
u < log 2 − log (2− eu)

Squared Hellinger (
√
v − 1)2 1−

√
q(v)

p(v)
u < 1

u

1− u

Pearson X 2 (1− v)2 2

(
p(v)

q(v)
− 1

)
R 1

4
u2 + u

Neyman X 2 (1−v)2

v
1−

(
q(v)

p(v)

)2

u < 1 2− 2
√
1− u

Reverse KL − log v − q(v)

p(v)
R− −1− log (−u)
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A.2. Total-Variation

A.2.1. PROOF FOR LEMMA 4.3

Proof. Consider TV, we have:

VDf (g̃
∗) =EV ∼P [g̃

∗(V )]− EV ∼Q[f
∗(g̃∗(V ))]

=
1

2

[
EV ∼P

[
sign

(
p̃(V )

q̃(V )
− 1

)]
− EV ∼Q

[
sign

(
p̃(V )

q̃(V )
− 1

)]]
=
1

2

∫
z

∑
i∈{1,2}

[P(Z = z, Y = i)− P(Z = z)P(Y = i)] · sign
[
P(Z = z, Ỹ = i)− P(Z = z)P(Ỹ = i)

]
dz

=
1

2
[P(Z = z, Y = 1)− P(Z = z)P(Y = 1)] · sign

[
P(Z = z, Ỹ = 1)− P(Z = z)P(Ỹ = 1)

]
+

1

2
[P(Z = z, Y = 2)− P(Z = z)P(Y = 2)] · sign

[
P(Z = z, Ỹ = 2)− P(Z = z)P(Ỹ = 2)

]
dz

=
1

2
[P(Z = z, Y = 1)− P(Z = z)P(Y = 1)]

· sign

 ∑
j∈{1,2}

(
P(Ỹ = 1|Z = z, Y = j)P(Z = z, Y = j)− P(Z = z)P(Ỹ = 1|Y = j)P(Y = j)

)
+

1

2
[P(Z = z, Y = 2)− P(Z = z)P(Y = 2)]

· sign

 ∑
j∈{1,2}

(
P(Ỹ = 2|Z = z, Y = j)P(Z = z, Y = j)− P(Z = z)P(Ỹ = 2|Y = j)P(Y = j)

) dz.

Note (assume class-dependent label noise)

sign

 ∑
j∈{1,2}

(
P(Ỹ = 1|Z = z, Y = j)P(Z = z, Y = j)− P(Z = z)P(Ỹ = 1|Y = j)P(Y = j)

)
=sign [(1− e1)P(Z = z, Y = 1) + e2P(Z = z, Y = 2)− (1− e1)P(Z = z)P(Y = 1)− e2P(Z = z)P(Y = 2)]

= sign [(1− e1) (P(Z = z, Y = 1)− P(Z = z)P(Y = 1)) + e2 (P(Z = z, Y = 2)− P(Z = z)P(Y = 2))]

= sign [(1− e1) (P(Z = z, Y = 1)− P(Z = z)P(Y = 1)) + e2 (P(Z = z)− P(Z = z, Y = 1)− P(Z = z)(1− P(Y = 1)))]

= sign(1− e1 − e2) · sign(P(Z = z, Y = 1)− P(Z = z)P(Y = 1)).

Thus

VDf (g̃
∗)

=
1

2

∫
z

[P(Z = z, Y = 1)− P(Z = z)P(Y = 1)] · sign(1− e1 − e2) · sign(P(Z = z, Y = 1)− P(Z = z)P(Y = 1))

+ [P(Z = z, Y = 2)− P(Z = z)P(Y = 2)] · sign(1− e1 − e2) · sign(P(Z = z, Y = 2)− P(Z = z)P(Y = 2)) dz.

When sign(1− e1 − e2) = 1, i.e. e1 + e2 < 1, we have

VDf (g̃
∗)

=
1

2

∫
z

∑
i∈{1,2}

[P(Z = z, Y = i)− P(Z = z)P(Y = i)] · sign(P(Z = z, Y = i)− P(Z = z)P(Y = i)) dz

=VDf (g
∗).

A.2.2. PROOF FOR THEOREM 4.4

Proof. Recall that, to show an f -mutual information metric is ϵ-order-preserving under label noise, we need to study how
ṼDf (g̃

∗) differs from the order of VDf (g
∗).
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For total variation, with Lemma 4.2 and Lemma 4.3, we know

ṼDTV(g̃
∗) = (1− e1 − e2)VDTV(g̃

∗) = (1− e1 − e2)VDTV(g
∗).

Therefore, when e1 + e2 < 1, ṼDTV(g̃
∗) always preserves the order of VDTV(g

∗), indicating the total-variation-based
mutual information is 0-order-preserving under class-dependent label noise.

A.3. KL Divergence

The definition of MI is

I(Z, Ỹ )

=
∑

j∈{1,2}

∫
z

P(Z = z, Ỹ = j) log

(
P(Z = z, Ỹ = j)

P(Z = z)P(Ỹ = j)

)
dz

=
∑

j∈{1,2}

∫
z

P(Z = z, Ỹ = j) log
(
P(Z = z, Ỹ = j)

)
dz −

∑
j∈{1,2}

∫
z

P(Z = z, Ỹ = j)
(
log (P(Z = z) + log

(
P(Ỹ = j)

))
dz

=
∑

j∈{1,2}

∫
z

P(Z = z, Ỹ = j) log
(
P(Z = z, Ỹ = j)

)
dz

︸ ︷︷ ︸
Term-1: −H(Z,Ỹ )

−
∫
z

P(Z = z) log P(Z = z) dz︸ ︷︷ ︸
Term-2: −H(Z)

−
∑

j∈{1,2}

P(Ỹ = j) log P(Ỹ = j)dz

︸ ︷︷ ︸
Term-3: −H(Ỹ )

,

where

−H(Z, Ỹ ) =
∑

j∈{1,2}

∫
z

P(Z = z, Ỹ = j) logP(Z = z, Ỹ = j)dz

=

∫
z

P(Z = z, Ỹ = 1) log P(Z = z, Ỹ = 1) + P(Z = z, Ỹ = 2) logP(Z = z, Ỹ = 2) dz.

We first decouple term-1. Note∫
z

P(Z = z, Ỹ = 1) log P(Z = z, Ỹ = 1)dz

=

∫
z

[
P(Ỹ = 1|Z = z, Y = 1)P(Z = z, Y = 1) + P(Ỹ = 1|Z = z, Y = 2)P(Z = z, Y = 2)

]
· log

[
P(Ỹ = 1|Z = z, Y = 1)P(Z = z, Y = 1) + P(Ỹ = 1|Z = z, Y = 2)P(Z = z, Y = 2)

]
dz

=

∫
z

[(1− e1)P(Z = z, Y = 1) + e2P(Z = z, Y = 2)]

· log [(1− e1)P(Z = z, Y = 1) + e2P(Z = z, Y = 2)] dz

=

∫
z

[(1− e1 − e2)P(Z = z, Y = 1) + e2P(Z = z)]

· log [(1− e1 − e2)P(Z = z, Y = 1) + e2P(Z = z)] dz

=

∫
z

[(1− e1 − e2)P(Z = z, Y = 1) + e2P(Z = z)] logP(Z = z, Y = 1)

+ [(1− e1 − e2)P(Z = z, Y = 1) + e2P(Z = z)] log

[
(1− e1 − e2)P(Z = z, Y = 1) + e2P(Z = z)

P(Z = z, Y = 1)

]
dz

=

∫
z

[(1− e1 − e2)P(Z = z, Y = 1) + e2P(Z = z)] logP(Z = z, Y = 1)

+ [(1− e1 − e2)P(Z = z, Y = 1) + e2P(Z = z)] log

[
1− e1 + e2

P(Z = z, Y = 2)

P(Z = z, Y = 1)

]
dz.
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Let α = P(Z = z, Y = 1)/P(Z = z, Y = 2) ∈ [0,+∞) (note α is actually a function of (Z, Y )). Then

∫
z

P(Z = z, Ỹ = 1) log P(Z = z, Ỹ = 1)dz

=

∫
z

(1− e1 − e2)P(Z = z, Y = 1) log P(Z = z, Y = 1) dz +

∫
z

e2P(Z = z) [logα+ logP(Z = z, Y = 2)]

+ [(1− e1 − e2)αP(Z = z, Y = 2) + e2P(Z = z)] log
(
1− e1 +

e2
α

)
dz

and

∫
z

P(Z = z, Ỹ = 2) log P(Z = z, Ỹ = 2)dz

=

∫
z

(1− e1 − e2)P(Z = z, Y = 2) logP(Z = z, Y = 2) dz +

∫
z

e1P(Z = z) logP(Z = z, Y = 2)

+ [(1− e1 − e2)P(Z = z, Y = 2) + e1P(Z = z)] log (1− e2 + e1α) dz

Thus

∑
j∈{1,2}

∫
z

P(Z = z, Ỹ = j) logP(Z = z, Ỹ = j)dz

=(1− e1 − e2)
∑

i∈{1,2}

∫
z

P(Z = z, Y = i) logP(Z = z, Y = i) dz

+

∫
z

e2P(Z = z) logα+ (e1 + e2)P(Z = z) logP(Z = z, Y = 2)

+ (1− e1 − e2)P(Z = z, Y = 2)
[
α log

(
1− e1 +

e2
α

)
+ log(1− e2 + e1α)

]
+ P(Z = z)

[
e1 log(1− e2 + e1α) + e2 log

(
1− e1 +

e2
α

)]
dz

=(1− e1 − e2)
∑

i∈{1,2}

∫
z

P(Z = z, Y = i) logP(Z = z, Y = i) dz

+

∫
z

e2P(Z = z) logα− (e1 + e2)P(Z = z) log(α+ 1) + (e1 + e2)P(Z = z) logP(Z = z)

+
(1− e1 − e2)

α+ 1
P(Z = z)

[
α log

(
1− e1 +

e2
α

)
+ log(1− e2 + e1α)

]
+ P(Z = z)

[
e1 log(1− e2 + e1α) + e2 log

(
1− e1 +

e2
α

)]
dz

= (1− e1 − e2)
∑

i∈{1,2}

∫
z

P(Z = z, Y = i) logP(Z = z, Y = i) dz (Term 1.1)

+

∫
z

(e1 + e2)P(Z = z) logP(Z = z) + P(Z = z)∆Bias(α, e1, e2) dz, (Term 1.2)

where in Term 1.2:

∆Bias(α, e1, e2) =e2 logα− (e1 + e2) log(α+ 1) +
(1− e1 − e2)

α+ 1

[
α log

(
1− e1 +

e2
α

)
+ log(1− e2 + e1α)

]
+
[
e1 log(1− e2 + e1α) + e2 log

(
1− e1 +

e2
α

)]
.

(5)
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In Term 1.1, recalling α = P(Z = z, Y = 1)/P(Z = z, Y = 2), we have

(1− e1 − e2)
∑

i∈{1,2}

∫
z

P(Z = z, Y = i) log P(Z = z, Y = i) dz

=(1− e1 − e2)

∫
z

P(Z = z)

α+ 1
log

P(Z = z)

α+ 1
+

P(Z = z)α

α+ 1
log

P(Z = z)α

α+ 1
dz

=(1− e1 − e2)

∫
z

P(Z = z)

α+ 1
log P(Z = z) +

P(Z = z)

α+ 1
log

1

α+ 1
+

P(Z = z)α

α+ 1
log P(Z = z) +

P(Z = z)α

α+ 1
log

α

α+ 1
dz

=(1− e1 − e2)

∫
z

P(Z = z) log P(Z = z) dz + (1− e1 − e2)

∫
z

P(Z = z)

[
α

α+ 1
log

α

α+ 1
+

1

α+ 1
log

1

α+ 1

]
dz.

Denote the effective part of MI by

∆MI(α, e1, e2) = (1− e1 − e2)

[
α

α+ 1
log

α

α+ 1
+

1

α+ 1
log

1

α+ 1

]
. (6)

We have

−H(Z, Ỹ ) =
∑

j∈{1,2}

∫
z

P(Z = z, Ỹ = j) logP(Z = z, Ỹ = j)dz

=

∫
z

P(Z = z) logP(Z = z) dz +

∫
z

P(Z = z) [∆MI(α, e1, e2) + ∆Bias(α, e1, e2)] dz,

and

I(Z, Ỹ ) =

∫
z

P(Z = z) [∆MI(α, e1, e2) + ∆Bias(α, e1, e2)] dz +H(Ỹ ).

Define ∆Bias,MI(α, e1, e2) = ∆MI(α, e1, e2) + ∆Bias(α, e1, e2). Then

∆Bias,MI(α, e1, e2)

=∆MI(α, e1, e2) + ∆Bias(α, e1, e2)

=(1− e1 − e2)

[
α

α+ 1
log

α

α+ 1
+

1

α+ 1
log

1

α+ 1

]
+ e2 logα− (e1 + e2) log(α+ 1)

+
(1− e1 − e2)

α+ 1

[
α log

(
1− e1 +

e2
α

)
+ log(1− e2 + e1α)

]
+
[
e1 log(1− e2 + e1α) + e2 log

(
1− e1 +

e2
α

)]
=(1− e1 − e2)

[
α

α+ 1
logα+ log

1

α+ 1

]
+ e2 logα+ (e1 + e2) log

1

α+ 1
+[

(1− e1 − e2)α

α+ 1
+ e2

]
log
(
1− e1 +

e2
α

)
+

[
(1− e1 − e2)

α+ 1
+ e1

]
log(1− e2 + e1α)

=

[
(1− e1 − e2)α

α+ 1
+ e2

]
logα+ log

1

α+ 1
+[

(1− e1 − e2)α

α+ 1
+ e2

]
log
(
1− e1 +

e2
α

)
+

[
(1− e1 − e2)

α+ 1
+ e1

]
log(1− e2 + e1α)

= log
1

α+ 1
+

1

α+ 1
[(1− e1 − e2)α+ e2(α+ 1)] log (α(1− e1) + e2)

+
1

α+ 1
[(1− e1 − e2) + e1(α+ 1)] log(1− e2 + e1α)

=

[
α(1− e1) + e2

α+ 1
+

(α+ 1)− (α(1− e1) + e2)

α+ 1

]
log

1

α+ 1
+

1

α+ 1
[α(1− e1) + e2] log (α(1− e1) + e2)

+
1

α+ 1
[(α+ 1)− (α(1− e1) + e2)] log((α+ 1)− (α(1− e1) + e2))

=
α(1− e1) + e2

α+ 1
log

α(1− e1) + e2
α+ 1

+

[
1− α(1− e1) + e2

α+ 1

]
log

[
1− α(1− e1) + e2

α+ 1

]
.
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Note
α(1− e1) + e2

α+ 1
= (1− e1 − e2) ·

α

α+ 1
+ e2.

Let β = α/(1 + α) ∈ [0, 1). Note β is a function of z. We drop notation z for ease of notation. Then

∆Bias,MI(β, e1, e2) = ((1− e1 − e2)β + e2) log ((1− e1 − e2)β + e2)

+ [1− ((1− e1 − e2)β + e2)] log [1− ((1− e1 − e2)β + e2)] .

The bias caused by label noise is

∆Bias(β, e1, e2) =∆Bias,MI(β, e1, e2)−∆MI(β, e1, e2)

= ((1− e1 − e2)β + e2) log ((1− e1 − e2)β + e2)

+ [1− ((1− e1 − e2)β + e2)] log [1− ((1− e1 − e2)β + e2)]

− (1− e1 − e2) [β log β + (1− β) log(1− β)] .

(7)

To get argmaxβ∈[0,1), we check the first derivative:

∂∆Bias(β, e1, e2)

∂β
= (1− e1 − e2)

[
log

(1− e1 − e2)β + e2
1− (1− e1 − e2)β − e2

− log
β

1− β

]
.

Let ∂∆Bias(β, e1, e2)/∂β = 0, we have
β∗ =

e2
e1 + e2

.

By checking ∂2∆Bias(β, e1, e2)
/
∂β2 , we can find that ∆Bias(β, e1, e2) is increasing when β ∈ [0, β∗], and decreasing

when β ∈ [β∗, 1]. Thus β∗ = e2/(e1+e2) is the global maximum and the upper bound for ∆Bias(β, e1, e2) is

∆Bias(β, e1, e2) ≤ e1 log e1 + e2 log e2 − (e1 + e2) log(e1 + e2).

Assume β ∈ [β, β̄] in practice. The lower bound for ∆Bias(β, e1, e2) is

∆Bias(β, e1, e2) ≥ min(∆Bias(β, e1, e2),∆Bias(β̄, e1, e2)).

A looser bound that holds for all the possible β ∈ [0, 1) is:

∆Bias(β, e1, e2) ≥ min(e1 log e1 + (1− e1) log(1− e1), e2 log e2 + (1− e2) log(1− e2)).

Note (when e1 = e2 = 0)

I(Z, Y ) =

∫
z

P(Z = z) [∆MI(α, 0, 0)] dz +H(Y ),

and ∆MI(β, e1, e2) = (1− e1 − e2)∆MI(α, 0, 0).

Hence (note β is actually a function of Z),

I(Z, Ỹ ) =

∫
z

P(Z = z) [∆MI(α, e1, e2) + ∆Bias(α, e1, e2)] dz +H(Ỹ )

=

∫
z

P(Z = z) [(1− e1 − e2)∆MI(β, 0, 0) + ∆Bias(β, e1, e2)] dz +H(Ỹ )

=(1− e1 − e2)

∫
z

P(Z = z)∆MI(β, 0, 0) dz +

∫
z

∆Bias(β, e1, e2) dz +H(Ỹ )

=(1− e1 − e2)I(Z, Y ) +

∫
z

∆Bias(β, e1, e2) dz − (1− e1 − e2)H(Y ) +H(Ỹ )

=(1− e1 − e2)I(Z, Y ) + C(e1, e2, Y, Ỹ ) + ∆Z(e1, e2),
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where

C(e1, e2, Y, Ỹ ) = min(e1 log e1 + (1− e1) log(1− e1), e2 log e2 + (1− e2) log(1− e2))− (1− e1 − e2)H(Y ) +H(Ỹ )

is a constant for given Y and Ỹ . The other part is in the range ∆Z(e1, e2) ∈ [0,GapZ(e1, e2)], and

GapZ(e1, e2) =e1 log e1 + e2 log e2 − (e1 + e2) log(e1 + e2)

−min(e1 log e1 + (1− e1) log(1− e1), e2 log e2 + (1− e2) log(1− e2)).

Note ∆Z(e1, e2) may be different for Zµ and Zν , µ ̸= ν.

Therefore, when
|If (Zµ; Ỹ )− If (Zν ; Ỹ )| > GapZ(e1, e2),

we have
sign

[
If (Zµ; Ỹ )− If (Zν ; Ỹ )

]
= sign [If (Zµ;Y )− If (Zν ;Y )] , ∀µ ∈ [d]ν ∈ [d].

Now we take a further look at the gap GapZ(e1, e2). Assume e1 ≥ e2 ⇒ e2 = δe1, where δ ∈ [0, 1]. Then H(e1) ≤ H(e2),
and

GapZ(e1, e2) =e1 log e1 + e2 log e2 − (e1 + e2) log(e1 + e2)−min(H(e1), H(e2))

=e2 log e2 − (e1 + e2) log(e1 + e2)− (1− e1) log(1− e1)

=e2 log
e2

e1 + e2
+ e1 log

1− e1
e1 + e2

− log(1− e1)

=δe1 log
δ

1 + δ
+ e1 log

1− e1
e1(1 + δ)

− log(1− e1)

=e1

[
δ log

δ

1 + δ
+ log

1

(1 + δ)

]
+ e1 log

(1− e1)

e1
− log(1− e1)

=e1 [δ log δ − (1 + δ) log(1 + δ)]− (1− e1) log(1− e1)− e1 log e1

=e1 [δ log δ − (1 + δ) log(1 + δ)] +H(e1)

Note: We can also roughly estimate δ log δ− (1+ δ) log(1 + δ) by the best quadratic fit (rooted mean squared error≈ 0.02)
and get

δ log δ − (1 + δ) log(1 + δ) ≈ 0.9124δ2 − 2.14δ − 0.1202.

B. More Discussions
B.1. Rationale for building on HOC

The rationale for building our analyses on HOC is described as follows. Our major concern is that the learning-based
approaches usually require more effort in tuning their hyperparameters. The effect of reweighing feature variables will be
entangled with the training procedure, making things more complicated. On the other hand, the training-free approach
seems to be more lightweight to employ the reweighing treatment. In particular, HOC consistently achieves lower estimation
error, as shown in Figure 1.

B.2. More Experimental Results

We only use one linear layer as the model for the learning-based methods since it can achieve satisfying performance when
training with clean data.

We compare our methods with two recent works (Li et al., 2021; Zhang et al., 2021a) in Table 5. Our method achieves an
overall better performance than theirs. We search the learning rate from [0.1, 0.01, 0.001, 0.0001, 0.00001] and report the
best result for their methods. During experiments, we find their methods tend to be sensitive to hyperparameter settings. On
AG’s news and Jigsaw, we find T-Vol and T-TV estimate T ≈ I for all three noise settings. Thus the low estimation error
for the low-noise setting is more like a coincidence due to the trivial solution I .
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Table 5. The estimation error (×100) on natural language benchmarks. Feature dimension: d. Number of clean instances in class-k: Nk.
[30K × 4]: N1 = N2 = N3 = N4 =30k. Average noise rate follows e = 1/(1 + r/

√
K − 1). LOW: r = 8. MEDIUM: r = 4. HIGH:

r = 1.5. Top-2 of each row are bold.

TEXT DATASETS METHOD
(d, [N1, · · · , NK ]) NOISE RATE T-REV CL HOC T-VOL T-TV OURS-A-KL OURS-A-TV

LOW 10.38 11.41 13.32 9.44 7.08 8.36 8.35
AG’S NEWS (BERT) MEDIUM 10.71 10.63 10.62 10.53 11.02 6.44 6.52

(768, [30K × 4]) HIGH 13.97 13.82 6.80 30.33 31.66 4.54 4.19

LOW 6.80 5.31 7.57 34.23 34.00 2.52 2.52
DBPEDIA (BERT) MEDIUM 14.91 14.40 6.30 26.94 27.62 2.33 2.28
(768, [40K × 14]) HIGH 24.23 23.28 6.00 30.72 31.35 2.42 2.43

LOW 38.49 38.75 40.87 13.16 12.46 37.37 37.19
YELP-5 (BERT) MEDIUM 35.46 36.05 33.63 12.30 12.48 31.79 31.94

(768, [130K × 5]) HIGH 21.20 20.88 19.09 30.09 33.20 18.11 18.06

LOW 20.92 20.17 14.25 3.25 3.26 9.76 9.97
JIGSAW (BERT) MEDIUM 17.10 16.44 11.28 12.23 12.21 7.45 7.66

(768, [144,277, 15,294]) HIGH 7.19 6.81 4.84 32.39 32.39 0.78 1.02

B.3. More Experiments

High-noise settings may have lower errors Table 2 shows the estimation error may decrease for higher noise rate settings.
This observations mainly due to two reasons:

• Reason-1: The original dataset may be noisy. Notably, the original Yelp dataset contains lots of noisy reviews (Luca,
2016). Now we analyze the issues caused by an originally noise dataset with a toy example.
Example: Consider a binary classification with inherent 20% noise. Define two noise settings: 1) Low noise: Add 10%
symmetric label noise (e1 = e2 = 0.1). 2) High noise: Add 40% symmetric label noise (e1 = e2 = 0.4). For the low
noise setting, the real average noise rate is:

elow, real = 0.1× 0.8 + 0.2× 0.9 = 0.26.

For the high noise setting, the real average noise rate is:

ehigh, real = 0.4× 0.8 + 0.2× 0.6 = 0.44.

Note elow, synthetic = 0.1 and ehigh, synthetic = 0.4. Thus the gap between the real noise rate and the synthetic noise rate is

elow, real − elow, synthetic = 0.26− 0.1 = 0.16, ehigh, real − ehigh, synthetic = 0.44− 0.4 = 0.04.

Therefore, with inherent label noise exists, the perfectly estimated T will have an error of 0.16 for the low-noise setting
and an error of 0.04 for the high-noise setting, which accounts for our current observation.

• Reason-2: The tolerance of noise rates for different settings are different. Consider a binary classification with symmetric
label noise, i.e., e1 = e2 = e. Let the random guess be e1 = e2 = 0.5. Define the estimation error caused by the random
guess as the tolerance. Thus the tolerances when e = 0.1 and e = 0.4 are 0.4 and 0.1, respectively. From this aspect, an
error of 0.1 will not destroy the low-noise case since

|ê1,low − e1,low| = 0.1⇒ ê1,low = 0.2.

But an error of 0.1 may destroy the high-noise case since

|ê1,high − e1,high| = 0.1⇒ ê1,high = 0.3 or 0.5.

Therefore, although the error of high-noise settings seems low, it may cause severe problems.



Label Noise Transition Matrix Estimation for Tasks with Lower-Quality Features

A preliminary test on calibrating inherent errors We do the following experiment to help explain Reason-1 by
calibrating the inherent label noise in Yelp-5. Note the label noise accumulation follows:

Treal = TorgTsynthetic,

where Tsynthetic = T . If we know Torg, we can calibrate Tsynthetic and evaluate the error by Error(TorgT ,TorgT̂ ). Unfortu-
nately, we cannot find the ground-truth Torg for Yelp-5. For a preliminary test, we estimate Torg by applying OURS-A-KL
on the original Yelp dataset. We show the calibrated error in Table 6, where we can find the high-noise settings are indeed
more challenging (higher error) compared with the low-noise setting.

Table 6. The calibrated estimation error (×100) on Yelp-5. Average noise rate follows e = 1/(1 + r/
√
K − 1). LOW: r = 8. MEDIUM:

r = 4. HIGH: r = 1.5.

TEXT DATASETS METHOD
(d, [N1, · · · , NK ]) NOISE RATE OURS-A-KL OURS-A-TV

LOW 3.56 4.01
YELP-5 (BERT) MEDIUM 3.46 2.59

(768, [130K × 5]) HIGH 8.59 8.56


