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The wind actions on buildings are continuous in nature and could range from a few minutes to
more than hours. Such long duration high intensity winds can push the structure to enter post
elastic structural range and cause nonlinear behavior. Therefore, unlike performance-based earthquake
engineering, where the structural simulations require seismic loads acting for a few seconds, the
simulations for performance-based wind engineering (PBWE) requires wind load models acting for
much longer durations. However, the nonlinear 3D model of a tall building will contain thousands
of connections and structural members making it a complex finite element model. Dynamic time
history analysis of such a model under loads lasting for hours can be tedious and often fail to
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Tall building ) achieve convergence. Using data-driven techniques that utilizes limited numerical and field data to
LDSeTel\le learning techniques obtain accurate structural responses under long duration loads is an exciting alternative. Deep learning

techniques have been extensively used in the studies for structural health monitoring and earthquake
engineering. However, the implementation of such data-driven techniques is very limited and has the
potential for exploration in problems related to wind dynamics on tall buildings. This paper aims to
predict the nonlinear structural response of tall buildings under sustained durations of wind loads
using deep learning models. A Long Short-term Memory (LSTM) architecture is used to assess the
efficiency of data-driven methods to replace computationally intensive 3D finite element analyses. The
architecture will be tested on a 150 m tall building for response predictions under long duration wind
loads. The robustness of the architecture will be further evaluated with predicting the acceleration
response history of a scaled aeroelastic model based on experimental studies conducted at the Wind
Simulation and Testing Laboratory (WiST) at lowa State University.

© 2022 Elsevier B.V. All rights reserved.

1. Introduction Hence, the probabilistic PBWE framework has a higher potential

of quantifying the structural reliability by acknowledging all of

Understanding the structural response of tall buildings under
dynamic loads such as seismic excitations and wind actions has
gained much importance in the field of Performance-based de-
sign. Performance-based wind engineering (PBWE) is identified
as the preferred design methodology for tall buildings subject
to wind actions. This is because PBWE accounts for numerous
sources of uncertainties involved in structural design. These in-
clude variations in wind loads arising from the unpredictable
nature of wind velocities and turbulence intensities, the epistemic
errors during measurement of data and the modeling of struc-
ture, in addition to the mechanical properties of the structure.
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the uncertainties associated with a design problem.

The wind actions on buildings are nearly continuous and could
last between a few minutes to multiple hours. Such long du-
rations of high intensity winds can result in occupant discom-
fort, nonstructural damage and in some rare cases structural
damage. Jafari and Alipour [1] present a detailed review of the
wind induced vibrations experienced by tall buildings and Jafari
and Alipour [2,3] and Abdelaziz et al. [4] presents methods of
controlling excessive vibrations. To accurately characterize the
performance of tall buildings under such loading combinations,
the building models should capture the potential nonlinearity in
structural response in addition to being able to simulate long
durations of wind loads acting on the structure [5]. However,
the nonlinear 3D model of a tall building will contain thousands
of connections and structural members making it a complex
finite element model. Dynamic time history analysis of such a
model under loads lasting for hours can be tedious and often fail
to achieve convergence. To address these aspects, this research
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aims to provide accurate structural responses by implementing
data-driven techniques using limited numerical and field data.

In the past, significant amount of PBWE research focused on
the structural behavior in the elastic or using simplistic models to
capture the post-elastic response of structures. This was done to
reduce the complexities arising from nonlinear modeling that re-
quires computationally expensive simulations. Some such major
studies towards addressing uncertainties in estimation of wind
loads and development of the PBWE framework to assess damage,
losses and occupant comfort were conducted by Micheli et al.
[6-10], Ciampoli et al. [11,12] and Petrini et al. [13,14]. In 2019,
ASCE published its first set of recommendations for PBWE in the
form of Pre-standard for Performance-Based Wind Design [15]
providing guidelines to implement PBWE in building designs to
achieve an equal or superior performance objective compared
to the prescriptive design methodology provided by ASCE 07-
16 [16]. The guidelines provided include recommendations on
the development of wind load model, analysis requirements and
acceptance criteria for different performance objectives. The stan-
dard requires nonlinear time history analysis of buildings to
satisfy the continuous occupancy performance objective and per-
mits the use of such analyses in designing for occupant comfort
and operational performance objectives as well. Hence, it can be
concluded that PBWE requires analysis involving the complete
wind load acting for longer durations such as 30 min, 1 h or a
couple of hours. This is the primary reason for most of the PBWE
research to adopt more simplistic models. Another approach to
obtain accurate structural responses is implementing data driven
techniques using limited numerical and field data.

Data driven techniques have been adopted by the engineering
community for a couple of decades now. Several studies were
conducted over the years highlighting the versatility of neural
networks and deep learning. Studies by Pei et al. [17] and Smythe
et al. [18] showed functions of layers, weights, biases, and activa-
tion functions in the neural networks to help model multilayer
neural networks with the aim of implementing it in engineer-
ing problems such as prediction of nonlinear dynamics. Early
implementations of machine learning (ML) techniques in time
series forecasting were done on standard datasets, univariate and
multivariate time series (Zhang et al. [19] and Xu et al. [20]).
These studies focused on testing the effectiveness of ML models
based on the number of nodes, hidden layers and training size of
datasets. A number of studies adopted ML for seismic engineering
purposes [18,21,22] to predict structural responses with studies
conducted to forecast bridge responses. Several studies were
also conducted in forecasting the seismic response of buildings
[23,24].

Most of the adoptions of neural network models in wind
design of buildings involved measurement of pressure coeffi-
cients and wind pressure distributions on building surfaces. Fu
et al. [25] implemented Fuzzy neural networks for its ability to
capture input-output relationships from limited amount of data
to predict the wind pressure distributions and wind loads acting
on large flat roofs. The predictions were accurate for varying wind
directions and locations on roofs. The study concluded that such
models could potentially lead to reduction in number of pressure
sensors required in a model during wind tunnel tests. In another
study Fu et al. [26] used Fuzzy Neural Networks to predict the
mean and rms pressure coefficients, and time series of wind pres-
sures on the roof of a large gymnasium. Comparisons were made
with wind tunnel tests and Artificial Neural Networks (ANN)
proved to be highly accurate in making predictions. Vyavahare
and Nikose [27] used ANN for across wind response calculation
based on static wind load calculations for buildings of varying
aspect ratios and terrain conditions.

Nikose and Sanporote [28-31] implemented ANN for predic-
tion of peak along-wind and across-wind responses in buildings.
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ANN was proposed to replace the quasi-static gust effect factor
method given by Indian wind code to calculate the dynamic
response of flexible tall buildings. ANN was shown to perform
well in the predictions of shear force and bending moments in
the along-wind direction at different heights of buildings. The
study took into consideration the terrain categories and building
aspect ratios. Dongmei et al. [32] determined the wind pressure
coefficients and time series wind pressures acting on buildings
using neural network architecture. The dataset was obtained from
wind tunnel tests on a scaled high-rise building.

Bre et al. [33] developed an ANN-based analytical model to
predict the mean wind pressure coefficients for every surface
of low-rise buildings at every angle of attack (AOA). Valida-
tions were shown for different types of roof configurations. ANN
proved to be more accurate than the parametric models whose
performance was poor for varying building plan ratios and AOA’s.
Deep Neural networks (DNN) were used for prediction of wind
pressure coefficients on low-rise gable roof buildings in the study
by Tian et al. [34]. A scaled model was set up in the experimen-
tal facility and surface pressure coefficients were measured for
different wind speeds, directions, and terrain features. This data
was used in training and tested on winds acting from different
directions not included in training. DNN provided accurate re-
sults, hence, reducing the number of potential experimental tests
required to identify aerodynamic coefficients for unknown wind
actions.

The nonlinear structural response forecasting using modified
ANN'’s was explored by Lagaros and Papadrakakis (2012) [35] on
buildings subjected to seismic loads. The study showed that adap-
tive ANNs were highly accurate in predicting nonlinear responses.
Guarize et al. (2007) [36]was one of the first studies to use ANN to
predict nonlinear structural responses under sustained durations
of loading on mooring lines of marine structures. The training was
done using short duration FEA (500 sec of loading) to predict re-
sponses up to 3 hr of loading. Wang and Wu [37] were the first to
use deep learning to predict nonlinear structural response under
wind loads. The study used physics-based governing equations
and semi-empirical information to extract the loss functions to
guide the training. However, the study only used simple SDOF
system and MDOF system to present the architecture and failed to
show applications in complex building systems. These studies es-
tablish that ANN’s are capable of accurately predicting nonlinear
structural behavior under long durations of loading.

To further the research on applicability of deep learning al-
gorithms in wind engineering, this paper aims to predict the
nonlinear structural response of tall buildings under sustained
durations of wind loads using deep learning models. Here, the
authors explore the efficiency of such data-driven techniques to
replace computationally intensive 3-D finite element analyses.
Long Short-Term Memory (LSTM) networks are a special category
of neural networks, best suited for long time sequences as the
network can capture long-term dependencies. Some studies that
used LSTM models include Zhang et al. [38,39] where deep LSTM
networks were used to predict nonlinear response for structures
subjected to seismic loading and Peng et al. [40] used LSTM
combined with fully convolutional networks to achieve higher
performance in time series classification with minimum prepro-
cessing of datasets. LSTM is also shown to outperform several
other deep learning methods in the case of autoregression of
time-series estimations and is highly robust and insensitive to
noise in training data. Hence, in this paper, the authors develop an
LSTM architecture capable of capturing structural behavior under
sustained durations of wind loading.

The architecture will be tested on a 150 m tall building for
response predictions under long duration wind loads. Structural
information for the development of analytical model and calcu-
lation of gravity and wind loads for the nonlinear dynamic time
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history analyses are explained in the forthcoming sections. The
training of LSTM architecture is done based on the finite element
analysis data on the given tall building for the design wind speed
of 130 mph for 9 min of loading. Testing is performed on the
next 21 min of loading thus having a testing to training ratio
of 70/30 (%). The aim is to explore if a well-conditioned LSTM
model can make accurate predictions of nonlinear structural re-
sponse with limited numerical data for training. The robustness
of the architecture will be further evaluated with predicting the
acceleration response history of a scaled aeroelastic model based
on experimental studies conducted at the Wind Simulation and
Testing Laboratory (WiST) at Iowa State University.

2. Deep learning and LSTM architecture

Neural networks were developed in the 1940s as a subset of

machine learning to emulate the biological signaling of neurons in
human brain. Neural networks consist of hidden layers of nodes
each acting as a linear regression function to extract natural
features from the input and map them to the output.
With the advancement in computational technology and avail-
ability of vast amounts of data for training, design of deep learn-
ing neural networks are possible today. In a traditional neural
network, the information only moves in one direction between
input and output. These networks have no memory of the past
except what it learned in training and hence has no notion
of time. Recurrent neural networks (RNN) are a class of deep
learning neural networks that are capable of modeling sequential
data. Long Short-Term Memory (LSTM) networks are a special
category of RNN, best suited for long time sequences as the
network can capture long-term dependencies. Hence, LSTM has
gained popularity in the field of data-driven response prediction
over the past few years.

2.1. LSTM cell architecture

An LSTM network has a recursive loop in its cell that retains
memory for long durations. Fig. 1 shows the LSTM architecture
used in the study and highlights a hidden layer in the LSTM cell
architecture. From the figure it can be seen that the LSTM cell
contains four neural network layers interacting with each other.
The most important component in an LSTM cell is the cell state
or the memory cell at time t, c© which holds the necessary
characteristic information and transfers it to the next time step.
The inputs to the LSTM cell at any time t are ¢/~ a/*=1 and x{®
where a~1 is the output activation function from the previous
time step and x(*! is the input vector of the current time step.
The input gate calculates ¢! using a tanh function which is a
candidate for updating memory cell in the current time step.

Eq. (1) shows the calculation of ¢©) where b, is the bias
function. The decision to update is made using the update gate
which has a sigmoid activation function that keeps the values at
either 0 or 1, Eq. (2).

¢ = tanh (wc [a“~V, x“"V] + bc) (1)
Ly=o (w, [, x9] + by) (2)

The forget gate in the architecture is used to selectively remove
the least relevant information from the output of the previous
time step. The gate also uses a sigmoid activation function, Eq. (3).
The forget gate also removes the vanishing gradient issues during
backpropagation typical in RNNs.

Ff -0 (wf [a(t—l)’ X(t)] + bf) (3)

The current cell state is determined from the outputs of forget
gate and input gate as given by Eq. (4).

¢ =ryx & 41y x N (4)
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Finally, the output activation function of the current time step is
calculated with the output gate using sigmoid functions.

I =0 (w, [a“"",x9] + b,) (5)
a'® = ytanh x ¢® (6)

From the given equations it can be seen that all of the gate values
are calculated using a“~" and x*). So, as long as the forget and
update gates are set appropriately, it is straightforward for LSTM
cell state ¢! to be passed along the memory over a long time. It
should also be noted that in a series architecture, all the variables
including a'*!, a1, x{) x=1 weight functions and biases are
matrices and vectors. Therefore, it is important to understand
that all the multiplication operations shown in the equations are
elementwise.

2.2. Data processing

The structural response parameters chosen for the study are
the displacements and accelerations as these responses are
adopted as the primary quantification metric to characterize
structural/non-structural damage in all the international codes
and design standards. The time sequence of displacement re-
sponse for the 44-story building is obtained from the dynamic
nonlinear time-history analysis performed using OpenSees at a
wind speed of 130 mph.

The aerodynamic forces acting on any tall building consist of
the stochastic forces due to fluctuating winds known as buffeting
loads and the aeroelastic flutter instability due to self-excited
forces resulting from the interaction of the structure with wind.
The equations of motion for wind-induced response of a tall
building at any height, z, and time, ¢ is given by Eqs. (7)-(9) [41].

Across wind response: m(H (z,t) + Zgha)hfl (z,t) + a)ﬁh (z,1))

=1Lg(z,t) + L (z, 1) (7)
Along wind response: m(p (z, t) + 2gpwpp (2, £) + a)f,p (z, 1))

:DB (27 t)+Dse (Z, t) (8)
Torsional response: I (& (z, t) + 264wa 6 (2, 1) + wlat (2, 1))

= Mp (Z» t)+Mse (Z» t) (9)

In the above equations, m is the mass per unit height (H) of the
building, I is the mass moment of inertia about the centroidal axis
per unit height (H), [gn, wr], [¢p, wp] and [, w,] are the critical
damping ratio and natural frequency in the across-wind, along-
wind and torsional modes of vibration, [B, k, h], [, p, p] and [&, &,
o] are the acceleration, velocity and displacement in the across-
wind, along-wind and torsional directions respectively. Lg(z, t),
Dg(z, t), and Mjp(z, t), represent the buffeting loads per unit height
(H) in across-wind, along-wind and torsional directions and Lg(z,
t), Dse(z, t) and Mge(z, t) represent the self-excited loads per unit
height in across-wind, along-wind and torsional directions acting
on the structure. The effects of self-excited loads were incor-
porated into the datasets used by substituting the mechanical
damping (Cpec,) of the building models with effective damping
(Cepr) that includes the combined effects of both mechanical and
aeroelastic damping in terms of flutter derivatives. The effects of
aeroelastic stiffness on the overall stiffness of the building were
neglected because these are usually negligible. The wind loads,
displacement and acceleration responses at every floor level were
recorded (Hareendran et al. [42]) Further details on the analyses
and structural responses are discussed in the study presented.
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Fig. 1. (a) LSTM network architecture used in the study with the wind loads as the input layer, first LSTM layer (LSTM 1) with 100 neurons, second LSTM layer
(LSTM 2) with 100 neurons and two fully connected layers FC 1 and FC 2 with 100 neurons each and the structural displacements/accelerations as the output layer,

(b) individual LSTM cell with its components.
2.3. LSTM network architecture

To evaluate the performance of LSTM model, the time his-
tory data of input and output features are split into training,
validation, and testing sets. In this study, the aim is to predict
long duration responses (30 min or more) given the structural
responses under a much shorter duration (9 min) of loading.
Hence, training/testing and training/validation are selected as
30/70 and 90/10 respectively. Two steps of data preprocessing
were involved in this study. First was the data scaling which is
critical for faster convergence of LSTM model as it uses tanh and
sigmoid functions that are sensitive to the scale of input data. The
MinMaxScaler preprocessing class with limits of [-1 1] is used to
scale the data. The training and validation datasets were scaled
using the MinMaxScaler within the specified range to provide the
most accurate predictions. The second was the split sequencing
of the data. Split sequencing refers to the stacking of time series
data with a time lag. In this study the long time series data is
converted into multiple data samples with reduced dimensions of
time steps and each sample has an overlap of a few seconds data
with the previous sample. This is a modification to the stacked
model used by Zhang et al. [39] where it was recommended
that an LSTM with stacked sequencing of data performs better
than a full sequence of time series data and also reduces the
computational cost. Fig. 2 shows the split sequencing of data used
in the study.

A typical LSTM architecture consists of multiple LSTM layers in
combination with fully connected (FC) or dense layers and often
dropout layers in addition to the input and output layers. The
complete LSTM model is also shown in Fig. 1. The model consists
of two hidden LSTM layers with 100 blocks or neurons each. A
dropout layer is added in between the LSTM layer and FC layer
to randomly drop neurons during training. The loss is estimated
using mean square error. Adam is the optimization algorithm
used to train the network as it has been proven to be more com-
putationally efficient compared to other optimization algorithms
available. The parameters for adam include learning rate (alpha)
and decay rates of moving averages (betal and beta2). The default

parameters used by tensorflow (¢ = 0.001, 8; = 0.9, 8, = 0.999)
are used in the LSTM model. A linear activation function is used in
the output layer of the LSTM model here as typical to regression
models.

3. Decision variables and validations using analytical building
models

The decision variables (DV) in PBWE are chosen to assess
the performance of structures. The DVs chosen in this study
are the structural displacements and floor accelerations as they
are universally accepted as the parameters to quantify build-
ing responses and resulting damage. The international standards
such as International Building Code (IBC) (2018) [43], AISC-360
(2016) [44], ACI-318 (2019) [45] etc. use displacements to identify
the propagation of structural and non-structural damage and the
accelerations are used to evaluate the human perception of mo-
tion or occupant comfort in the building. The displacement and
acceleration responses will be predicted based on the analytical
results and an experimental study.

The building used for the validations have the benchmark
Commonwealth Advisory Aeronautical Council (CAARC) config-
uration with a height of 528 ft. (~160 m). The steel beams in
the frames have a span of 26.25 ft. (8 m) with 6 spans along the
longer direction and 4 spans in the perpendicular direction. The
3D view of the building is shown in Fig. 3. The building frames
are composed of rectangular cross sections built-up from wide
flanged I-sections for the columns and wide flanged I-sections for
the beams. The building was designed under static loads based
on the provisions of AISC 360 (2016) and ASCE 7 (2016) for a
design wind speed of 130 mph for Miami Dade county in Florida.
The static analysis, and design was conducted in SAP2000 [46]
and frame sections were chosen to satisfy the structural and
serviceability requirements.

To conduct the nonlinear time-history analysis of the whole
time-history of the wind events, the structure was modeled
in OpenSees [47]. OpenSEES is a software framework for de-
veloping applications to simulate the performance of structural
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Fig. 3. Analytical model of the 44-story building along with the wind speed
profile.

and geotechnical systems subjected to earthquakes. Hence, the
software is also capable of performing nonlinear time-history
analysis under wind loads. The member sections were modeled
using the fiber section function inbuilt in the OpenSees library.
This enabled modeling each section as a group of fibers with
a specific uniaxial material, area and location. The number of
fibers along the width and thickness dimensions were taken as
6 and 1, respectively. The materials and elements available in the
OpenSees library were used in the development of the model. The

nodes were assigned based on the respective story heights and
frame spacing. The beam-column elements were modeled using
force-based element available in OpenSees library. Force-based
elements were based on distributed plasticity models that allow
for spread of plasticity along the element. These elements allow
yielding to occur anywhere along the element.

The nodes in each floor are assigned to a diaphragm using
the rigid diaphragm function. The beams and columns of the
frame are composed entirely of structural steel members. The
material from the OpenSees library, Steel02 (Giuffre-Menegotto-
Pinto Model) was used to model the members which has a yield
stress, F; = 50 ksi (345 MPa) and modulus of elasticity, E =
29000 ksi (2 x 10° MPa) with isotropic hardening properties.
The parameters used in the material definition to transition from
elastic region to post yield behavior includes a strain hardening
ratio of 0.05, Ry = 15, cg; = 0.925, and cg, = 0.15. The structural
damping was set to 2 percent and Rayleigh damping was used.

The mass of the structural components was defined in terms
of mass density and was assigned with the element definitions.
The additional loads acting on the structures included the super-
imposed dead loads and live loads along with the wind forces.
The dead and live loads considered in the design were chosen
from ASCE-07 (2016) conforming to the requirements of an office
building. The dead and live loads were applied on the model as
uniformly distributed floor loads. The wind loads consisting of
turbulent buffeting forces were applied to the nodes on the sur-
face along and across the direction of wind flow. The design wind
speed of Miami-Dade County (130 mph based on ASCE 07-16)
and an exposure category C was used in the structural analysis.
The wind loads were applied at zero-degree angle of incidence.
The directionality of wind has not been explicitly explored in the
study because the building is designed without the knowledge of
orientation of worst wind. The directionality factor of Ky given
by ASCE 07-16 was taken as 1.0 in the calculation of wind loads
during the design of building. Hence, there is no reduction of
wind loads based on directionality of wind which leads to a more
conservative design.

The training data for LSTM was obtained based the nonlinear
dynamic time-history analyses conducted on the building. The
analysis was conducted for 30-minute duration loads for the
design wind speed of 130 mph. The turbulent wind loads were
applied in the along-wind, across-wind and torsional directions.
The building was analyzed for gravity and wind actions using
nonlinear dynamic time history analysis. The time step of loading
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Fig. 4. Splitting of the training and testing datasets with the example of an along-wind loading. Training data is 30% and the testing data is 70%.

was 0.1 s, and the building displacements and accelerations were
recorded at every floor level. The results from the time history
analysis were observed to show much higher responses at the
beginning of the analyses because of the sudden loads acting on
the structure. Those results were filtered out when analyzing and
reporting the time-history responses used in the study. The train-
ing data for the LSTM network consisted of turbulent wind loads
in the along-wind, across-wind and torsional directions as input
features and floor displacements and accelerations as the output
required for predictions. The wind loads, floor displacements and
accelerations for every level along the height of the building was
chosen for training and testing. Fig. 4 shows the along wind loads
acting at a specific height on the building for the duration of
30 min highlighting the training and testing datasets.

4. Results and discussion

The LSTM network architecture is evaluated by forecasting the
time-history of the nonlinear response of a 44 steel MRF building
model. The training data consists of 44 datasets containing time-
histories of wind loads and structural displacements each with a
length of 1800 s (18 000-time steps). The 130-mph wind speed is
the reference wind speed or 3-s gusts acting at 33 ft (10 m) height
from the base of the building. The wind speed profile varies over
the height of the building based on the power law formulations
given as V, = V3 (32—3)1/7 where, V, is the wind speed at any height
z along the building and V33 is the 3-s gust acting at 33 ft above
the ground. The wind loads are applied at every floor level of the
building.

The data is split into training, testing and validation datasets. A
validation set is different from a test set as it is a part of the train-
ing data itself. The validation data is used to identify the points of
overfitting in the algorithm as well as to determine the accuracy
of the algorithm. With the 4 input features being the timestep and
wind loads in the along and across-wind and torsional directions,
the input training dataset has a size of [5325 x 4], validation
dataset has the size of [533 x 4] and testing dataset has a size
of [12,425 x 4]. The corresponding output datasets have sizes
of [5,325 x 1], [533 x 1] and [12,425 x 1] for the training,
validation and testing, respectively. Each stack has a chosen width
of 5 time steps which was determined as the optimum stack size
based on an iterative analyses with stack widths varying between
1 and 20. Therefore, the size of each input sample dataset was
[5 x 3,550] and output dataset sample was [5 x 3,550]. The
network was also subjected to an iterative analysis to determine
the number of epochs which resulted in the lowest validation
error. Overfitting was observed to occur for analyses with over
35 epochs.

The displacement forecasting using LSTM network in the
along-wind and across-wind directions are shown in Figs. 5 and
6, respectively. The predictions were made for every floor level,
however, only 4 levels (14, 24, 34 and 44 stories) are shown in the
figures for concise presentation. LSTM forecasting in the along-
wind and across-wind directions for accelerations are given by
Figs. 7 and 8, respectively.

From Figs. 5 and 6 it can be seen that LSTM architecture was
able to capture the displacement responses in both directions
with high accuracy. The network was capable of capturing the
peaks and gradients in the response efficiently. The figures also
show the true errors at each time step and as well as the 90th
percentile bounds. The errors are much lower than 10% in both
directions with a few outliers with higher errors. Fig. 9(a) shows
the LSTM performance in capturing the maximum displacements
in the along-wind and across-wind directions. It can be said that
although not accurate, the peak displacement predictions are
reasonable with a low margin of error (less than 0.1 m). Based on
Figs. 7 and 8, it can be said that the acceleration predictions are
not as accurate as that of displacements. This can be seen from
the errors reported in the figures. This could be on account of
higher variations between time steps where it was more gradual
for displacement responses. The model is still able to capture
the peak accelerations with a small margin of error as shown in
Fig. 9(b). This margin of error could be acceptable when consid-
ering LSTM as a powerful tool capable of potentially replacing the
computationally expensive analytical methods.

The correlation coefficients for the response predictions in two
lateral directions are shown in Fig. 10. The coefficients calculate
the correlation between LSTM predictions and analytical models
at all floor levels for the given time-history. Fig. 10(a) shows
very high correlation coefficients (>0.98) for displacements in
along-wind and across-wind directions. This shows that LSTM
predictions are very close to the analytical model predictions.
Although, not significantly lower, for the purpose of reading the
figure, the 31% story is highlighted showing the lowest correlation
coefficients in both the directions for displacements. The correla-
tion coefficients for accelerations in both directions are compared
in Fig. 10(b). The figure shows higher correlations in the across-
wind direction than along-wind predictions. The coefficients are
lower than that of displacements. The figure shows values greater
than 0.90 for most of the floor levels with 2™ floor having the
lowest values and highlighted in the figure. Hence, from the
figure, it can be said that the acceleration predictions were also
reasonably accurate.

The hysteretic responses in the along-wind and across-wind
directions were compared with LSTM models and are presented
in Fig. 11(a) and (b). The comparisons were made to understand
if the LSTM was capable of capturing the outlying responses from
the analytical model results. The figures presented here show that
LSTM is indeed capable of capturing such behavior and is able
to do so for along-wind and across-wind responses. This again
shows that LSTM is highly capable of retaining memory and cap-
turing time-dependent and path-dependent (non-elastic/plastic)
behaviors of the building components.

5. Validation using experimental time history analysis data

The LSTM network architecture was tested using the data
from an experimental study on the aeroelastic model of the
CAARC building configuration. The experimental studies were
conducted at the Aerodynamic and Atmospheric Boundary Layer
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Fig. 6. LSTM performance in across-wind displacement predictions with a testing/

44™ story.

(AABL) Wind Simulation and Testing Laboratory, lowa State Uni-
versity [48]. The full-scale building was 600 ft. (182.9 m) tall with
aspect ratios of B/D = 1.5 and H/D = 6.0. The aeroelastic
model used for the testing had reduced dimensions calculated
for a geometric scale ratio of 1/175. The full-scale and model
dimensions of the building are given in Table 1.

The model was tested in boundary-layer wind generated in
the ABL test section, which had a cross section of 8.0 ft. (2.44 m)
width x 7.25 ft. (2.21 m) height with a maximum mean wind
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training ratio of 70/30 along the height of the building at 14™, 24™ 34™ and

speed of 89.3 mph (40 m/s). Four triangular spires were mounted
at equal spacing at the beginning of the wind tunnel test sec-
tion and wooden blocks with different size and spacing were
distributed on the wind tunnel floor in front of the aeroelastic
model to simulate a boundary layer flow. The layout of wooden
blocks was arranged to simulate a suburban terrain. The damping
ratios of the model were measured as 0.69%, 0.62% and 0.24% in
the -x, -y and « directions respectively.
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-ll’-?(l));zr:ies of the full-scale and aeroelastic models of the CAARC building.
Height, H (m) Depth, D (m) Width, B (m) Natural frequency (Hz)
Lateral (-x) Lateral (-y) Torsional (o)
Full-scale building 182.9 30.5 45.7 25 2.5 3.0
Aeroelastic model 1.05 0.17 0.26 0.2 0.2
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The wind profile of the approaching boundary layer flow was
measured at different elevations in front of the model through
which mean wind speed and turbulence intensity were acquired
with a sampling frequency of 312.5 Hz and a time period of
60 s (690 s in full-scale). The measurements of wind-induced
vibration of aeroelastic tall building model were achieved by
six uni-directional accelerometers (PCB Model 352C65), which
were attached to the panels of the model at two different levels,
namely, roof-height (H) and mid-height (0.55H). The locations of

the accelerometers as well as the definition of angle of attack
(AOA) and building coordinates (x, y and «) are illustrated in
Fig. 12. The acceleration data was recorded with a sampling
frequency of 100 Hz for a duration of 60 s (690 s in full-scale).
The model was tested under different wind speeds, represented
by Uy, which is the wind speed at roof height of the model, and
three wind directions.

To characterize the incoming flow for the ABL tests, wind
speed measurements were carried out along the centerline of the
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wind tunnel with vertical heights ranging from 3 in. (76.2 mm)
to 45 in. (1143 mm). During the measurement of the mean
wind-speed profile, the mean wind speed (Uy) at the building
roof height (Zy) was kept constant as 11.65 mph (5.21 m/s).
The measured mean wind speed was curve-fitted with a power-
law function. The exponent of the fitted power-law function
was estimated as 0.34, which matched very well with the value
representing the high-suburban or low-urban terrain suggested
by Architectural Institute of Japan, where most tall buildings
are located. In addition to the mean wind speed, the turbulence
intensities of the ABL wind in u (longitudinal), v (lateral) and
w (vertical) directions were calculated using the definition I;; =
({j"((zz)), where i = u, v or w, oj (z) is the root mean square of the
velocity fluctuations and U (z) is the mean wind speed at the
corresponding height (z). The turbulence intensity at roof height
Zy were Iy, = 17.7%, 1,, = 13.5% and I, = 11.3%, respectively.
Time histories of wind-induced vibration at zero-degree angle of
attack (AOA = 0°) in x, y and « directions were measured by the
accelerometers at the roof height of the building model (H).

The training data for the acceleration response prediction of
the aeroelastic model consisted of 6 datasets containing time
stamp and acceleration responses along three directions of mo-
tion. Each dataset contains 6000-time steps corresponding to 60 s
of wind loading at a sampling rate of 100 Hz. Here the problem
is that of a univariate time series forecasting where the output
from the previous time step is used as the input to the next
time step for making predictions. In this case each time step
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was walked one at a time, and the predicted test acceleration
was made available to forecast the acceleration at the next time
step. This is also known as the persistence forecast where the
prediction at time step t-1 is used to make prediction at time step
t. The stack width in this study is 1. The datasets each with 6000-
time steps was split into training/validation and training/testing
data in the ratio of 0.9/0.1 and 0.8/0.2 respectively. The validation
error was observed to be minimum at 40 epochs.

Fig. 13 shows the acceleration response predictions obtained
from LSTM. It can be seen that the predictions are very accurate
from Fig. 13(a) and (b). The figures also show that LSTM is able to
capture the maximum responses accurately for a univariate time
series data in the absence of additional input characterizing the
structural properties.

6. Fragility curves and loss functions

Fragility analysis is a standardized methodology employed in
the performance-based structural design against wind and seis-
mic hazards. The objective of a fragility analysis is the computa-
tion of conditional probability of exceedance of damage measures
such as inter story drift ratios, peak accelerations etc. correspond-
ing to a specific feature of dynamic response. FEMA has developed
methods to correlate the response of the buildings under seis-
mic hazards to the structural and non-structural damage and its
ramifications in terms of the downtime or repair costs set by the
stakeholders. From the extensive database, three structural and
non-structural components are chosen in this study to illustrate
the process. These are welded column splices, cold-formed steel
walls and gypsum partition walls given in Table 2. The progress
and characterization of various damage states in each of the
structural/non-structural components is given in column 4 of
Table 2.

The procedure used in the development of fragility curves
is shown in Fig. 14. The probability of exceedance correspond-
ing to each damage state may be used to evaluate the losses
due to repair or replacement of the component. The cost of
repair/replacement for the fragility groups are also given by FEMA
and can be obtained from the FEMA P-58 database.

In this study, the loss ratio is the parameter used, which is the
ratio of repair to replacement cost. So, if the loss ratio is reported
as 1, it means the cost of repair is either equal to or greater
than the cost of replacement and that the component must be
replaced. The probability of exceedance corresponding to the
highest story drift ratio is obtained from the fragility curves. The
study compares the losses computed based on analytical models
to those from LSTM predictions. For this reason, the fragility
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Table 2

Properties of the full-scale and aeroelastic models of the CAARC Building.

Structural/Non- Damage parameter Damage states Description Median/Dispersion

structural

components
DS1: Ductile fracture of the groove weld flange splice. Damage in 0.02/0.4
field is either obscured or deemed to not warrant repair. No
repair conducted.

\s/;leilcdeesd column Story drift ratio DS1/DS2, DS3 DS2: Ductile fracture of the groove weld flange splice 0.02/ 0.4
DS3: DS1 followed by complete failure of the web splice plate 0.05/ 0.4
and dislocation of the two column segments on either side of the
splice.

DS1: Pull out of sheathing fasteners from studs. 0.019/ 0.3

Cold formed steel Story drift ratio DS1, DS2 DS2: Buckling of steel sheathing. Buckling of framing members. 0.019/ 0.25

walls DS2: Glass falls from frame. 0.0107/ 0.35
DS1: Screw pop-out, cracking of wall board, warping or cracking 0.004/ 0.45
of tape, slight crushing of wall panel at corners.

G m . . DS2: Moderate cracking or crushing of gypsum wall boards 0.011/ 0.35

yps:m wa Story drift ratio Ds1, DS2, DS3 (typically in corners). Moderate corner gap openings, bending of

partitions boundary studs.

DS3: Buckling of studs and tearing of tracks. Tearing or bending 0.019/ 0.25

of top track, tearing at corners with transverse walls, large gap
openings and walls displaced.

[ Step 1: Developing FEMA fragility curves for any DS based on median and dispersion

Select required Construct the PDF Fragility Curves
°d . Convert the PDF to s
Fragility [—] corresponding to | In the FEMA

CDF
Groups any Damage State database

[ Step 2: Developing Loss ratio curves for any DS by interpolation from FEMA fragility Curves]

Obtain the probability of
exceedance of wind speed | $§
from hazard curve (P,)

Interpolate the Probability
of exceedance of edp from
FEMA Fragility curve (P,)

Obtain edp from
Dynamic analysis

:’ Loss Ratio for the
! Given Damage State

__________________________

Fig. 14. Graphical representation of the development of fragility curves for calculation of losses to structural/non-structural components.

curves are not shown here as the focus is on illustrating the capability of LSTM to predict the loss ratios and not on the process
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Fig. 15. Loss ratios of the chosen fragility groups (a) cold formed steel walls (b) gypsum partition walls and (c) welded column splice.

itself. The comparison of loss ratios for the fragility groups chosen
in the study are given in Fig. 15. The predictions follow simi-
lar trends between LSTM and analytical models with the LSTM
models slightly underpredicting the loss ratios than the analytical
models. The improvement of results by changing the training to
testing ratios or performing higher number of predictions within
smaller intervals of wind speeds can be explored in future studies.

7. Conclusions

PBWE is identified as the preferred design methodology for tall
buildings subject to wind actions. The wind actions on buildings
are nearly continuous and could last between a few minutes to
multiple hours. Dynamic time-history analysis of a tall building
model under wind loads lasting for hours can be tedious aand
requires high computaitonal power. To address these aspects,
this research aimed to provide accurate structural responses by
implementing data-driven techniques using limited numerical
and experimental data. An LSTM model was developed to predict
the nonlinear structural response of tall buildings under sus-
tained wind loads for longer durations. The data-driven model
was proposed as an alternative to the computationally expensive
and time intensive finite element analyses. The model was ex-
pected to make accurate predictions of structural response and
thus reduce the computational effort significantly in the response
evaluation and damage quantification. The structural responses
chosen were the story displacements and floor accelerations. The
architecture of a single LSTM cell was explored and that of the
complete LSTM model developed for the study was presented.
The developed model was then tested to make predictions on a

12

44-story tall building using the nonlinear dynamic time-history
analyses data from smaller datasets. The LSTM model was opti-
mized for performance by choosing stack size and epoch numbers
which resulted in the highest accuracy with minimum compu-
tational cost. The results obtained from the predictions were
presented and showed reasonably accurate structural responses.
True error was used as the metric for error quantification.

The LSTM model was then tested using the data from an
experimental study on the aeroelastic model of the CAARC build-
ing configuration. The experimental studies were conducted at
AABL WST Laboratory at lowa State University. The LSTM model
used a persistence forecast technique where the output from the
previous time step was used to make predictions for the current
time step. The predictions were found to be highly accurate and
the model was also able to capture the maximum responses.
The case studies also showed that LSTM was able to capture
the maximum responses accurately with a very limited amount
of training data. Lastly, the capability of LSTM to predict losses
incurred under wind actions is tested and compared with that of
analytical models.
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