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Abstract—Energy efficiency is nowadays a well-known principal design goal across all layers of computing systems (e.g., sensors, mobile,
cloud). With diminishing benefits from CMOS technology scaling and increasing demands from unprecedented data size, new memory
hardware innovation is greatly needed to enhance energy efficiency of computing systems. Recently, quality-aware hardware design
techniques have been developed from different stack layers (device/circuit/architecture/system) to enable near-threshold/sub-threshold
voltage operation by trading off between quality and power efficiency. Specifically, based on the energy-quality trade-off and application
requirement, memory hardware is designed for the work mode with maximum quality first (step1-design for the work mode) and then the
supply voltage will be adjusted in the sleep mode with just-enough quality to achieve maximum efficiency (step2-adjust in the sleep mode).
We first propose mathematical models for this two-step design method to avoid time-consuming and laborious ASIC design iterations in
traditional hardware design process. However, such a two-step design method focuses more at the application quality than the energy
efficiency in all cases. In addition, as the supply voltage in the second step depends on the design from the first step, the solution space

of the second step may be greatly limited, far from the true minimum supply voltage. To handle these issues, we propose a new

design concept, the simultaneous quality and energy-sensitive optimal design (SQEOD), in which the two objectives are considered
simultaneously rather than by two separate steps. By introducing a system-wised importance weight parameter in the modeling process,
our method demonstrates system-specific SQEOD mathematical models for different memory designs with various requirements on the
application quality and/or energy efficiency. The results of the numerical studies on embedded memory design show that the proposed
models provide a useful and fast tool to enable the optimal hardware designs.

Index Terms—Application requirement, memory design, optimization models, power efficiency, quality

1 INTRODUCTION

ITH the exponential growth of semiconductor technol-
Wogy, computing systems are widely applied in many
areas, such as cloud computing, laptop computers, cell
phones, and Internet-of-the-Things (IoT) sensors. The broad
application range results in a huge variation of working
(active) state of computing systems. For example, leading
servers are performance-driven with a long working cycle to
support computation-intensive tasks (e.g., artificial intelli-
gence algorithms and other growing cloud applications [1],
[2]); mobile devices such as smart phones typically have mod-
erate performance requirement; in the IoT areas such as
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actuators, wearable devices, and various sensors, computing
systems are inactive most of the time, staying in low-power
mode (sleep mode), and the performance can be compro-
mised. Although the percentage of working state and applica-
tion requirement vary, two challenges remain the same. First,
energy efficiency enhancement is crucial for all of those com-
puting platforms. Efficient servers and high performance
computing systems are extremely important to reduce the
operational cost [3]. Energy reduction is also critical in mobile
electronics, due to the limited thermal budget and battery
energy availability [4]. Similarly, the design of energy-efficient
IoT devices is essential, as those miniaturized systems are
powered from tightly-constrained batteries or harvest energy
from the surrounding environment [5]. Meanwhile, embed-
ded memory hardware, plays an increasingly important role
in today’s computing systems. For example, embedded mem-
ories usually dominate the system power consumption (e.g.,
over 50 percent of the video decoders [6], [7], [8] and over
60 percent deep learning systems [9]).

Due to the huge variation of computing applications, an
emerging memory design problem is how to meet the quality
requirement and meanwhile optimize the energy efficiency of
the hardware. Here, the “quality” of a computing component
or system represents the delivered results and it is typically
quantified by application-specific metrics [10], such as peak
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Step 1: Design Stage
Design memory under a specific cost
constraint to maximize the quality of
the hardware under standard/ high
power level.

the optimal
(area) design

Step 2: Running Stage
Identify the minimum power supply
(by satisfying a minimum quality re-
quirement) based on the optimal
memory design from Step 1.

Fig. 1 Flow chart of the two-step method.

signal-to-noise ratio (PSNR) for images and videos, bit error
rate (BER) for communication, signal-to-noise ratio (SNR) for
analog interfaces, and prediction accuracy for machine lear-
ning systems. Consider the display buffer of a smart phone
for example. When the power is at the standard level, one pre-
fers a better video output quality with a higher PSNR value
to maximize the user experience; but when the power level
is lower than a threshold (for example, 20 percent), the power
saving mode will be activated to save the power consumption
at the cost of acceptably reducing some function quality.
In general, the issue is how to design a memory such that
(i) while a circuit is working at the standard power level, it
will maximize the quality, and that (ii) as the hardware comes
to the sleep/power saving mode, the supply voltage will be
scaled to meet the minimum quality requirement (i.e., the
“just-enough quality”, as mentioned in [10]).

However, in most cases the above-mentioned two objec-
tives — maximizing quality and maximizing energy efficiency
— cannot be satisfied simultaneously and the memory design-
ers have to make a trade-off. To achieve the first objective, the
memory has to consume high-level energy, which is inconsis-
tent with the second objective that dedicates to minimize such
consumptions. Indeed, in a traditional hardware-design pro-
cess, these two types of designs (i.e., the design for the work-
ing mode with maximum application quality and for the
sleeping mode with maximum power efficiency) are consid-
ered separately. Since in many cases the requirement of the
application quality of a hardware dominates the overall
design objective, designers often aim at implementing hard-
ware under a specific cost constraint (e.g., silicon area) to max-
imize the quality first, and then during the runtime process,
identify the minimum power supply under this design to
enable the low power situation, [3], [11], [12], [13], [14]. The
minimum power supply in the second step has to satisfy a
given minimum application quality requirement. We call this
design method the two-step method. The flow chart of the two-
step method is illustrated in Fig. 1. Traditionally, application-
specific Integrated Circuits (ASIC) designers focus on Step 1
to customize the hardware during design time [11], [12], [15],
[16], and based on the developed hardware, system designers
work on the optimal voltage during the runtime [3].

A concern of the traditional two-step method is that the
low-level power supply design (i.e., the second objective) is
not considered when the design of the maximum

application quality under the standard (or target) power
supply (i.e., the first objective) is obtained in the first step.
As a consequent, the solution in the second step is based on
the implemented hardware of the first step, which will limit
the solution space of the low power supply design. In other
words, the solution obtained via this methodology is usu-
ally not the true overall optimal solution considering both
design objectives simultaneously. It assumes a high priority
to the quality objective in ALL design cases. This is obvi-
ously not proper for those systems that have a very low per-
centage of working state and that the performance can be
compromised, such as various IoT devices [5].

In this paper, we first propose mathematical models for the
widely-used two-step method, thereby avoiding time-con-
suming and laborious ASIC design iterations in traditional
hardware design process [11], [12], [15], [16]. Two types of
models, continuous and discrete models, will be discussed.
Then, we propose a new design concept under which the two
objectives will be considered simultaneously, rather than by
two separate steps. Specifically, during the hardware design
process in which we are trying to maximize the quality under
standard power level, we need to meanwhile consider the
low-level voltage setting to reduce the power consumption.
We call this design concept simultaneous quality and energy-sen-
sitive optimal design (SQEOD). To the best of our knowledge,
this concept has never been proposed in literature. We formu-
late the SQEOD concept to mathematical models. The results
of the numerical studies on SRAM and hybrid memory design
demonstrate the effectiveness of the proposed models for dif-
ferent memories with a variety of performance requirement.

It should be noted that, in addition to the embedded mem-
ory which we focus on in this paper, the proposed SQEOD
concept can be also applied to general computing hardware
design process. The mathematical models developed in this
paper can be considered as a standard design process for
general hardware design in the future computing systems.

The paper is organized as follows. In Section 2, we dis-
cuss related research that consider low-voltage memory
design and compare their work with our proposed work.
Sections 3 and 4 introduce the models of the two-step
method and the SQEOD concept. In each part, we discuss
two models: (i) the memory failure rate is a continuous
function (i.e., the continuous models), and (ii) both silicon
area and voltage have discrete options (i.e., the discrete
models). Application of hybrid memory structure without
silicon area overhead is also mentioned. Section 5 includes
numerical examples of the models introduced in Sections 3
and 4. Finally, Section 6 concludes the paper.

2 RELATED WORK

Voltage scaling is one of the most effective techniques to
reduce the power consumption of memories. Studies have
shown that the energy efficiency is maximized when a
memory operates at a near-threshold voltage. Significant
amounts of research that target low-voltage SRAM design
have been reported in the literature. In this section, we
briefly review some existing work related to the proposed
technique. Low-voltage SRAMs can be broadly classified
into two different categories including upsizing 6T bitcells
and hybrid memory design.
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2.1 Upsizing 6T Bitcells

Upsizing SRAM 6T is a widely used low voltage memory
design technique. At low voltages, SRAM failures are mainly
caused by process variations, in particular threshold voltage
variations (oV};,), which can be expressed as [15], [17]:

oV = o

Avr
VWL’
where Ay is a technology dependent constant, and W and
L represent the width and length of the transistor. Accord-
ing to (1), oV}, is inversely proportional to VWL, which
means that as W and L increase, the threshold voltage varia-
tions are reduced. Accordingly, upsizing the transistors
of 6T can effectively reduce the memory failure at low
voltages.

To upsize SRAM 6T bitcells for better power efficiency, in
[15], a heterogeneous sizing scheme was presented to
reduce the failure probability of conventional 6T bitcells by
assigning different sizing values for different bitcells. In
[18], Gong et al. analyzed the size-dependent SRAM failure
characteristics and presented bitcell sizing techniques for
area-priority and quality-priority mobile video applications.
Recently, Kim et al. developed a sizing technique to adap-
tively select the bitcell sizes of SRAMs according to their
sensitivities to the quality degradation in video compression
while maintaining the total SRAM silicon area [19]. How-
ever, all the above designs aim to identify the sizing solu-
tions using heuristic searching algorithms without a
mathematical model, and the optimal soluton may not be
achieved. In this paper, two mathematical models, continu-
ous models and discrete models, are developed to meet dif-
ferent design conditions. During the optimization process, a
varity of applications with different percentages of working
state are also considered for both two-step process and the
proposed SQEOD design process.

2.2 Hybrid Memory Design

In addition to tradition 6T bitcells, various more-than-6T
have been developed to achieve low power operation, such
as single-ended read-decoupled 8T bitcells [20], 10T bitcells
[21], [22], and dual-feedback 13T bitcells [23]. However,
those more-than-6T bitcells usually cause significant silicon
area (e.g., 3x area overhead [22]). Accordingly, recent opti-
mized memory designs often adopt hybrid SRAM bitcells
for low voltage operations. For example, in [12], Chang et al.
presented a hybrid 6T48T SRAM to achieve video memory
with quality-power optimization. The video memory repor-
ted in [13] was designed as a hybrid 8T+10T memory to
store different pixel data for power savings. However, such
hybrid structures increase the implementation complexity
of peripheral circuitries such as memory decoders. In our
earlier work [11], we discussed different cases and provide
optimization solutions considering 6T upsizing design and
hybrid memory design options. But all these works fix the
power supply to be a constant, which is equivalent to the
first step of the two-step method. In this paper, we consider
the supply voltage as a decision variable and intent to
obtain an optimal solution that provides a tradeoff between
the quality performance and energy efficiency under a
given imprance weight.

2.3 The Calculation of the Expected Mean Squared
Error

Mean squared error (MSE) is a widely used quantity to mea-

sure the application quality of a memory [12], [13], [14], [15],

since minimizing the MSE is equivalent to maximizing the

quality. In our earlier work [11], we derived an explicate for-

mula for the MSE.

Consider a memory chip including m-by—n bytes where
each byte is composed of 8 bitcells. Let Y< 5. and Y ) denote
the binary data of the kth bitcell in the ith row jth column
(k =0,---,759 = 1,---,m;j = 1,---,n) of the byte of the
original and degraded chip, respectively. The MSE of the
whole chip can be expressed as

m n

WLTLZZ Z4qz]k7

i=1j=1k=0

(MSE) =

where ¢;;; is the failure rate of the ijk'™" bitcell. Specially, if
Giji = q, then E(MSE) = 3] _, 4*¢;. More details and the
proof can be found in [11].

3 THE Two-STEP METHOD

In this section, we derive two mathematical models for the
two-step method: the continuous and the discrete models.
Two factors, the silicon area of a memory bitcell and the
supply voltage of the chip, are considered to affect the mem-
ory failure rate. We also assume that all memory bitcells
have the same power supply.

3.1 Continuous Models

Let f(s,v) be the function of failure rate of a bitcell, where s
and v denote the silicon area of the bitcell and the supply
voltage of the memory chip. In the continuous model, we
assume that f(s, v) is known or can be estimated.

According to the definition of the two-step method, the
first step is to find the optimal application quality design
under the standard voltage supply, which can be formu-
lated by the following mathematical model.

Step 1: finding the optimal application quality design

m n

mm Z Z Z 4k f s“k,vo 2)

i=1j=1k=0

s.t. zm: Zn: i:o

Sijk = Smin, © = .
k=0, 1

[2MC1]

Sijk < Stotal (3)

4)

The objective function (2) is to minimize the MSE (.e.,
to maximize the application quality) under the standard sup-
ply voltage vy. The only decision variable here is s = [s;;]
(t=1,....m;5 = 1,...,mk = 0,...,7), where s;; indi-
cates the silicon area of the ijkth bitcell. Constraint (3) guaran-
tees that the sum of the silicon areas of all bitcells cannot
exceed a given constant s, and constraint (4) gives the mini-
mum allowed bitcell area (due to the implementation cost
constraint) in the design.

Let s;;, be the optimal solution to problem [2MC1]. The
second step is to determine the minimum supply voltage
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for the low-level power case, under the given silicon area
design s;;;.. The model of the second step can be formulated
as follows.

Step 2: determining the optimal low-level voltage design based
on the solution to [2MC1]

[2MC2] min v 5)
s.t. Umin S v S Vo (6)
m n 7
Z Z Z 4k f (s;‘jk,v) < msepax. (7)
i=1j=1k=0

The objective function (5) is to minimize the supply voltage
of the low-level power case. Constraint (6) sets the feasible
range of the voltage supply. Constraint (7) assures that the
MSE of the memory under the low-level voltage design will
not exceed a given threshold msepnay, preventing the memory
from getting a very low application quality due to an over-
low trivial voltage setting (for example, v = 0). Note that
there is no area-limit constraint (like constraint (3)) in [2MC1],
since the silicon area-design is already fixed to be sj;. The
final design solution of the two-step method is given by
(8ij» v"), where v" is the optimal solution to problem [2MC2].

3.2 Discrete Models

In many real cases, however, the failure rate f(s,v) is not
known, nor can it be well-fitted. Instead, the designer may
have several (discrete) options to select the area for each bit-
cell s;;; [15] and the lower-level supply voltage v. Suppose
we have d options for the silicon area design of the ijkth cell
in the first step and g+ 1 options (including the standard
voltage vy) for the low-level supply voltage design in the
second step. Let g;ji,. and s, i, be the failure rate and silicon
area of the ijkth bitcell, respectively, when the bitcell’s area
is selected to be the bth (b = 1,...,d) option and the sup-
ply voltage is selected to be the cth option (¢ = 0,1,...,9).
For notation convenience, we define ¢ = 0 to be the option
of selecting the standard supply voltage (i.e., vy). The first
step of the discrete two-step method can be formulated by
the following integer linear program (ILP).

Step 1: finding the optimal application quality design

m d
DD Aayworim ®)

n

[2MD1] min
T = = k=00b=1
m n 7 d
s.t. Z Z SijkbTijkb < Stotal )
=1 =1 k=0b=
d
> x> 1, Vi, gk (10)
=1
T € {0,1}, Vi, j, k,b 11)

where the binary decision variable z;;;, = 1, if the b area-
option is selected as the area of the i KT cell; Tijw = 0,
otherwise.

The objective function (8) is to minimize the MSE. Con-
straint (9) defines the total silicon area limit, and constraint
(10) assures that each bitcell will finally get exactly one option
as their area selection. Note that since [2MD1] is a minimiza-
tion problem, constraint (10) is equivalent to S¢ | i =
1,Vi, j, k. We use the inequality because usually an inequality

constraint is easier to be handled than an equality constraint
inan optimization problem.

Let z7;, be the optimal solution to problem [2MD1]. Then
the second step is to select the minimum supply voltage for
the low-level power case among totally g+ 1 voltage-
options, under the given silicon area design 7. Let v. be
the value of the low-level supply voltage if it is selected to
be the ¢ option (¢ = 0,1,...,g). Then the second step can
be formulated as the following ILP.

Step 2: determining the optimal voltage design based on the
solution to [2MD1]

[2MD2] min » " veye (12)
Y c=0
m n 7 g
s.t. Z Z Z 4kQ7',jkbnl';kjkhyc
=1 j=1 k=0 c=0 (13)
< msemar
g
doye=1 (14)
c=0
yCE{O,l},CZO,l,...,g, (15)

where the binary decision variable y. = 1, if the ¢ option is
selected as the low-level supply voltage of the memory;
y. = 0, otherwise.

The objective function (12) is to minimize the voltage
supply, and constraint (13) is to guarantee that the MSE of
the memory under the low-level power design will not
exceed a given threshold. Constraint (14) assures that only
one voltage of the low-level power supply can be selected
for the whole memory.

4 THE SQEOD

While the models in the two-step method are relatively easy
to solve (as the silicon area of the hardware in the second
step is fixed to be the optimal solution to the first-step prob-
lem), a drawback of it is that it enforces the performance-
quality objective to dominate the energy-efficiency objective.

Indeed, if the system is known to have a low percentage of
working state, a simple way to overcome the drawback is to
reverse the two-step method: solving the second-step prob-
lem before solving the first-step problem. However, this
methodology has two serious flaws. First, since the hardware
silicon area in the second step is unknown (which is given by
the first-step problem in the original two-step method), one
has to consider it as another decision variable. But in this
case the “two-step” loses its meaning, as within only one
step the solutions of both area-design and the low-level volt-
age design are obtained, which completely neglects the per-
formance-quality objective. Second, this simple procedure
cannot differentiate two low-duty cycle systems with varied
percentages of working states. Consider two smart devices
for example. In the first device 10 percent is consider as the
low-level power supply threshold under which the device
will automatically turn to the power-save mode, while in the
second device it is 25 percent. Compared with the second
device, the first one has a greater emphasis on the signifi-
cance of application quality as 90 percent of the time the

Authorized licensed use limited to: UNIV OF SOUTH ALABAMA. Downloaded on January 23,2023 at 18:16:42 UTC from IEEE Xplore. Restrictions apply.



XU ET AL.: APPLICATION-AWARE QUALITY-ENERGY OPTIMIZATION: MATHEMATICAL MODELS ENABLED SIMULTANEOUS QUALITY... 563

Design Stage: Design memory to
maximize the quality of the hardware
under standard/ high power level.

Design Stage: Identify the minimum
low-level power supply (by satisfy-
ing aminimum quality requirement).

N

One objective function which balances the
two objectives by a parameter «a.

Fig. 2. Flow chart of SQEOD design.

device is set at a high application quality. But if we use the
above-mentioned reversed procedure, these two devices
will inevitably be handled by the same way and we will get
exactly the same solutions.

To overcome these issues, we propose the concept of the
SQEOD in which the objectives of maximizing the applica-
tion quality and maximizing the energy efficiency are con-
sidered simultaneously and hence we avoid the issue that
one objective dominates the other. We use a parameter, «, to
indicate the relative significance of the two objectives. The
setting of « will be discussed in Section 4.1.2 and 4.2.2.
The flow chart of the SQEOD concept is shown in Fig. 2.
One can see the difference between the two-step method
and the SQEOD by comparing Figs. 1 and 2. Similar to the
two-step method, we discuss two types of models: the con-
tinuous and the discrete SQEODs in this section.

4.1 The Continuous SQEOD Models

In the continuous SQEOD model we assume that the func-
tion of failure rate of a bitcell, f(s,v) is known or can be
estimated.

4.1.1 The Mathematical Model

The continuous SQEOD model can be formulated as the
follows.

m n T
[SMC] min Z 4F f (510, v0) + o0? (16)
SV 53 k=0
m n 7
s.t. Z Sijk < Stotal an
=1 j=1 %=0
8{jk257nin7 = 1,...omy5 = 1,...,m
k= 0,....7 (18)
Upin <0 < Vo (19)
m n 7
Z Z 4kf Sl]}w < msemaxa (20)

i=1 j=1 k=0

The objective function (16) is a combination of the two
design objectives: (i) to minimize the MSE at the standard
supply voltage v, by > 377 Sv 4k f(sik,vo), and (i) to
minimize the supply voltage when the power is at a low
level, by av?. Since in general it is very difficult to find the
accurate relationship of the power consumption (F,) versus
the bitcell voltage (v), we approximate this relationship by a
quadratic function

E,= /wz7
where 11 is assumed to be constant for a given circuit system
and it is loading capacitor dependent. More discussions can
be found in [24]. The meaning of the constraints (17), (18),
(19), (20) are similar to that of constraints (3), (4), (6), (7) in
the continuous two-step models [2MC1] and [2MC2]. But
note that in (20) s, is still a decision variable, while in (7) it
is fixed to be constant s7;;.

It is worth mentioning that the complete objective func-
tion should be

7

i LSS 4 s vn) +

i=1 j=1 k=0

where @ is the original parameter for setting the weight of
the two objectives To simplify it, we cancel the constraint
coefficient - and set « = mnau. As m,n, u are constant,
tuning « is equwalent to tuning «.

4.1.2 Setting the Weight Parameter o

In model [SMC], parameters such as vy, Siotat, Smin, Vmins
and msen,, are usually engineering specifications deter-
mined by the target application. But one needs to set the
weight parameter « before running the model.

Given the two design objectives (i) to minimize MSE
when the power level is standard, and (ii) to minimize sup-
ply voltage when the power level is low, clearly, the larger
the « is, the more significant the second design objective
will be in the objective function of [SMC]. However, the
scale of the solutions to the two design objectives can vary
greatly. A reasonable way to set the parameter « is to first
normalize the scale of the two objectives, and then deter-
mine the significance of them in (16) by a system threshold.
To this end, we first solve the following subproblem

m n

[SPC1] 20 = IHIIlZZZ4 f 5L,k,v0 (21)
i=1 j=1 k=l
m n 7
s.t. Z Z Sijk > < Stotal (22)
i=1 j=1k=0
Sjjkzsmm,i = 1,...,m;j = 1, , 1
k= 0,....7,
(23)

where the objective function is only to minimize the overall
MSE, assuming that the supply voltage is standard.
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Then, we solve the second subproblem to get the overall
minimum voltage supply:

[SPC2] 200 = Ignln v (24)
m n 7
S.t. Z Z Z Sijk < Stotal (25)
i=1j=1k=0
Sijk 2 Smin, © = 1,...mig = 1,000
k= 0,....7
(26)
Vpin <0 < 00(27) 27
m n 7

Z Z Z 4kf<sijk7’v) < msenaz- (28)

i=1j=1k=0

Clearly, solving (24) is equivalent to solving min av?.

Note that problem [SPC2] is different from [2MC2], because
the silicon area s;j;, is a decision variable in the former but
fixed in the latter.

To normalize 2}, and 27 ,, let

Zlac .
(ZY.QC)Q

We take advantage of ajy to indicate the importance of
the two objectives in model [SMC]. If they are equivalently
important, then we can simply set &« = a5, in (16). If we
have a quantitative system threshold 1%, in terms of the
low-level power indication or idle cycles percentages for
example, then we can set

(29)

50 « =

_ n
o = 50
100 — n

(30)

The greater the « is, the more sensitive model [SMC] is to
the second objective, and hence the more important the sec-
ond objective will be. For example, the typical low-level
power supply threshold of today’s smart phone is 20 percent,
which roughly means that under 80 percent of the usage time
the device is required to provide a high-quality performance,
while 20 percent of the usage time it is during the power-save
mode. Thus, we can set @ = (20%/80%) a5 = 0.25a5,
indicating that after the normalization the first design
objective (i.e., to minimize the MSE when the power level
is standard) is roughly four times as important as the sec-
ond design objective (i.e., to minimize the supply voltage
when the power level is low). For IoT sensors with very low
duty cycles (e.g., 99-99.9 percent idle time) [25], [26], the «
varies from (99%/1%) as0 = 99as50 to 999w, indicating an
extremely high requirement for power saving (i.e., the sec-
ond design objective).

Let the optimal solution to [SMC] be (s&,;-, v5)- For
any o > 0, we must have

n

m 7
SO (s w) 2 Faes and (0) = (#1a0)”s
i=1j k=0

j=1

and hence the optimal value of [SMC] has a lower bound
2 1o + @z} 5. Moreover, problems [2MC1] and [2MC2] in

the two-step method are two special cases of problem
[SMCI: by setting o = 0and « — +o0, respectively.
Algorithm 1 shows our procedures to solve the optimal
solution to the continuous SQEOD. The reason we solve
problem [SPC2] first rather than [SPC1], is that if there is no
feasible solution to [SPC2], then the problem [SMC] will def-
initely have no solution. In this case, to make the problem
feasible, one may consider to increase sy, and/or mse;,q,-

Algorithm 1. For Solving Continuous SQEOD Models

InPUt Parameter51 Vo, Stotaly Sminy Vmins MSCmaz and 1.
. : s * *
Output: optimal design (s, V50)-

1 Solve [SPC2] and get 2] ,. If there is no solution, then the
problem is not feasible and STOP.

2 Solve [SPC1] and get 2} ;.

3 Calculate a5p and « by (29) and (30).

4 Solve [SMC], and RETURN the optimal solution
(850 Vsne)- STOP.

4.2 The Discrete SQEOD Models

4.2.1 The Mathematical Model

In case that the failure rate f(s,v) is not known or cannot be
well-fitted, we need to consider discrete SQEOD models.

Using the notations defined in Section 3.2, the discrete
SQEOD can be formulated as follows.

m o n g
min > N> Agmin +a Yy vy B1)
T S k=0b=1 =0
m n 7 d
s.t Z Z Z SijkbTijkh < Stotal (32)
i=1j=1k=0b=1
m n 7 d g
Z Z Z 4kqijkbcmijkbyc < msemaz (33)
i=1j=1k=0b=1c=1
D @i > 1, Vi ik (34)
b=1
g9
> ye>1 (35)
c=1
xijkin Ye S {07 1}7 \V/i,j, k7 b7 C, (36)

where the decision variable x;;;, = 1, if the bth silicon area-
option is selected as the area of the ijkth cell; z;j;, = 0, oth-
erwise. Decision variable y. = 1, if the cth voltage-option is
selected as the low-level voltage; y. = 0, otherwise.

In the objective function (31), the first part, > .=,
i S oS 4%qijmoxijm, Tepresents the MSE of the
whole memory at the standard voltage vy. The second part,
ad ¥ _ vy, is the approximate power consumption with
the weight parameter «. The interpretations of constraints
(32)—(35) are similar to constraints (9), (13), (10), and (14),
respectively, in models [2MD1] and [2MD2]. Note that (13)
is a linear constraint (since z;;;, = 7y, is fixed), but (33) is
not (for x;j, is also a decision variable). To linearize con-
straint (33), we define a new binary decision variable wj .
to equivalently indicate x;jy., by the following additional
constraints
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2 Vi, g,k b,c.
wi,jkbc S {07 1}7 Vi7j7 kv b,C

T +ye—1 B TijkptYe
{f < Wi jkbe < 5= (37)

Consequently, the problem can be reformulated as the
following ILP.

m n

[SMD] r;nynzz i i

4 Qo Tijiy + o E v? Y,

i=1j=1k c=0
(38)
s.t. Constraints (32), (34) - (36), (37)
m n 7 d g
Z Z Z Z Z 4kqijkbcwijkbc < MmSemag- (39)
= = =0b=1lc=1

4.2.2 Setting the Weight Parameter o

To determine the problem-based weight parameter o, similar
to Section 4.1.2, we propose the following two subproblems.

mon 7 d
[SPD]_] ZY,lD = Igllyn Z Z Z 4kQ1',jkb0I7'jkh (40)
=1 j=1 k=0 b=1
m n 7 d
s.t. Z Z Z Z SijkbTijkh < Stotal 41)
= = = =1
d
Z Tijkb > 17 Vl,j,k (42)
:Lt/kln S {07 1}7 Vi7j7 kv b7 (43)
and
[SPD2] z,, = mlnz Ve Ye (44)
c=0
m n 7 d
s.t Z Z Z Z Sijkb i jkb < Stotal (45)
i=1j=1k=0b=1
m n 7 d g
Z Z Z 4qukwat/kb( < msenaz (46)
i=1j=1k=0b=1c=1
d
Tijkb > 1, Vi,j, ]{3(47) (47)
b=1
g9
D v > 148) 48)
c=1
igkb c 1 igk c ..
% S w'i,jkbc SM,VLJ,]{J, b,C (49)
l'ijkh>ycaw7ﬁjkbc S {071}7 Viajv k7 b? C. (50)
Let
o
a5y = 1.1D (51)

(4.21))2 ’

and we set

_ n
100 — n

50 (52)

The whole procedures to solve the optimal solution to the
discrete SQEOD is given in Algorithm 2.

Algorithm 2. For Solving Discrete SQEOD Models

IHPUt Parameter53 Vo, Stotaly Sminy Vmin, TS€max and 1.
. . . i «
Output: optimal design selections (), Yern)-

1 Solve [SPD2] and get 2] ,p. If there is no solution, then the
problem is not feasible and STOP.

2 Solve [SPD1] and get 2} .

3 Calculate a5y and « by (51) and (52).

4 Solve [SMD], and RETURN the optimal solution (i.e., the
option selections for the silicon area design and the low-level
voltage design) (%, Yeup)- STOP.

4.3 Hybrid Memory Design Without Area Overhead
As technology continually advances, hybrid memory struc-
tures have drawn increasing attentions [12], [13]. As dis-
cussed in Section 2.2, a great advantage of using hybrid
structure is that it can provide a more flexible and intelli-
gent energy-quality-cost tradeoff compared with traditional
single-technology structure. We assume that (i) area over-
head does not exist in the hybrid structure. In other words,
the total silicon area of a memory equals the sum of silicon
areas of all bitcells; and that (ii) all bitcells have the same
supply voltage options.

One can use Algorithm 2 to handle the optimal design of
such hybrid structures, by including all area-options in
models [SMD], [SPD1], and [SPD2]. For example, consider
two memory structures, where the first has d; options for
siji and the second structure has d, options. Then we can
define d =d; + dy, where the first d; options stand for
structure one and the following d» options stand for struc-
ture two. A numerical example of hybrid memory design is
included in Section 5.2.

5 NUMERICAL STUDIES

In the following we investigate two numerical studies on
the continuous and discrete models for the proposed video
memory design using two-step method and SQEOD mod-
els. In our numerical studies, we assume that all bit cells
have the same design, which is the situations for almost all
practical memory designs. We can hence remove the i,
subscripts in the proposed models.

5.1 Numerical Study 1: Continuous Model

We study a 6T SRAM video memory storage design, where
the standard power supply vy = 0.75V and v, = 0.5V.
The data used in this numerical study is shown in Table 1. In
the fifth column of the table, a normalized “area ratio” is cal-
culated so that we can conveniently set s,,;, = 1, where the
real area of C61, 0.685 um?, is considered as the basis of the
normalization. For example, the area ratio of C62is 1.053, cal-
culated by 0.721/0.685 = 1.053. The failure rates in the table
are obtained by HSPICE Monte Carlo simulations using a 45
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TABLE 1
45 nm 6T Data for Fitting, Numerical Study 1

Voltage \ Failure rates

Type Height (um) Width (um) Area (um?®) Area ratio
0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

C61 0.45 1.523 0.685 1.000 0.3436 0.2885 0.2527 0.2243 0.19790 0.172400 0.15360 0.13750 0.12740 0.11785 0.11140
C62 0.45 1.603 0.721 1.053 0.2771 0.2355 0.2019 0.1703 0.14110 0.110000 0.08350 0.05980 0.04380 0.02521 0.01025
C63 0.45 1.698 0.764 1.115 02311 0.1929 0.1597 0.1269 0.09570 0.066500 0.04390 0.02380 0.00720 0.00125  5e-5
Co4 0.45 1.758 0.791 1.154 0.2107 0.1737 0.1409 0.1087 0.07970 0.052200 0.02960 0.01240 0.00220 1.25e-4  n/a
C65 0.45 1.848 0.831 1.213 0.1822 0.1478 0.1163 0.0858 0.05819 0.034230 0.01598 0.00433 0.00047 n/a n/a
Co66 0.45 1.938 0.872 1.273 0.1611 0.1276 0.0967 0.0678 0.04239 0.022225 0.00762 0.00104 2.5e-5 n/a n/a
Ce67 0.45 2.008 0.903 1.319 0.1474 0.1150 0.0847 0.0569 0.03337 0.015450 0.00457 0.00039 n/a n/a n/a
Co68 0.45 2.087 0.939 1.371 0.1295 0.0982 0.0697 0.0450 0.02459 0.009545 0.00197 0.00006 n/a n/a n/a
C69 0.45 2.148 0.966 1.411 0.1179 0.0873 0.0607 0.0379 0.01939 0.006740 0.00106 0.00005 n/a n/a n/a
C610 0.45 2.218 0.998 1.456 0.1085 0.0791 0.0537 0.0318 0.01488 0.004415 0.00043 n/a n/a n/a n/a
Co11 0.45 2.288 1.029 1.502 0.0961 0.0683 0.0447 0.0254 0.01106 0.002640 0.00019 n/a n/a n/a n/a
C612 0.45 2.358 1.061 1.548 0.0867 0.0602 0.0380 0.0201 0.00773 0.001470 0.00006 n/a n/a n/a n/a
C613 0.45 2.438 1.097 1.601 0.0760 0.0520 0.0318 0.0157 0.00514 0.000790 0.00003 n/a n/a n/a n/a
Co614 0.45 2,518 1.133 1.654 0.0690 0.0453 0.0263 0.0122 0.00375 0.000466  le-6 n/a n/a n/a n/a
C615 0.45 2.588 1.164 1.700 0.0607 0.0395 0.0218 0.0092 0.00229 0.000300 n/a n/a n/a n/a n/a
C616 0.45 2.668 1.200 1.752 0.0544 0.0338 0.0181 0.0073 0.00172 0.000146 n/a n/a n/a n/a n/a
Co617 0.45 2.738 1.232 1.798 0.0475 0.0284 0.0141 0.0052 0.00097 0.000060 n/a n/a n/a n/a n/a
Co18 0.45 2.828 1.272 1.857 0.0419 0.0242 0.0120 0.0040 0.00066 0.000020 n/a n/a n/a n/a n/a
C619 0.45 2.898 1.304 1.903 0.0369 0.0206 0.0097 0.0029 0.00036 0.000010 n/a n/a n/a n/a n/a
C620 0.45 2.978 1.340 1.956 0.0325 0.0175 0.0078 0.0024 0.00027 0.000003 n/a n/a n/a n/a n/a
C621 0.45 3.058 1.376 2.008 0.0288 0.0152 0.0065 0.0018 0.00015 0.000002 n/a n/a n/a n/a n/a

nm CMOS technology [27], where “n/a” indicates that after
one million runs no memory failure can be found. Fig. 3
shows the relationship between the failure rate and the volt-
age for memories C61, C611 and C621. One can see that the
failure rate of a memory is monotone decreasing with respect
to voltage and area (by comparing the failure rate of C61,
C611 and C621 under the same voltage).

Borrowing the idea from [28], we fit the failure rate func-
tion f(s,v) using

f(s,0)=exp(Bys + Byv” + Byv® + Byv + Bsv’s + Bsv®s + Brus + By),
(53)

where B;,..., By are the fitting parameters and the data of
area ratio is used for the s. Matlab curve fitting toolbox is
used for the fitting, and the regression results are shown in
Table 2. We use the mean of the fitting parameters as their
values in the f. Fig. 4 is plotted to compare the predicted
failure rates and the real ones. The z-axis of Fig. 4 includes
11 intervals, each interval representing for one voltage:
0.5V, 0.55V ..., 1V. In each interval, the points are the real
(red) and predicted (blue) failure rates of memory types
C61-C621 (if available) under the corresponding voltage.
Then, we use the f(s,v) fitted by (53) as the failure rate in
the models and run Algorithm 1 to solve the continuous
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—e—C61 —e—C611 —e—C621

Fig. 3. Comparison of failure rates, Numerical Study 1.

SQEOD models using MOSEK solver, under s;,q = 9.0,
9.5,10.0, and 10.5, and o = a5y /4, Tes0/8, and 9asp,
with parameters vy = 0.75V, Umin = 0.5V,
and ms €4, = 129.742. The reason that we set ms €4, =
129.742 is to set PSNR to be 27 dB. PSNR is an quantity to
describe the quality of a video [16], calculated by

Smin = 1 )

PSNR = 20log (255 — 10log,((MSE).

The larger PSNR is, the higher quality a video has. We
consider a 27-dB PSNR as an acceptable video quality.

The solutions to [SPC1] and [SPC2] are shown in Table 3,
where s7—s refer to the 8 bitcells to store a pixel: s7 standing
for silicon area of the most-significant-bit (MSB) and s, for
the least-significant-bit (LSB). It can be seen from Table 3 that
at s;1 = 9.0 in [SPC2] there is no feasible solution (denoted
as “n/a”). This is because the minimum expected MSE under
this case is 201.264, which is still greater than the mse,,,,.. The
solutions to [SMC] are included in Table 4, where second col-
umn is the optimal value of the SQEOD objective function
and the last column incldes the expected MSE under the
standard supply voltage vy. We also get the solutions to the
two-step method (i.e., problems [2MC1] and [2MC2]) using
MOSEK solver, and show them in Table 5.

Comparisons of the solutions to SQEOD (under o =
aso /4, Tas)/8, 9asp) and the two-step method are given in
Fig. 6. One can see that under o = a5 /4 and Tas0/8, the
SQEOD MSEs at the standard voltage vy and the low-level
power supply v* are almost the same with those of the two-
step method. By contrast, under « = 9us, the SQEOD gets
to a solution that has a better low-level power supply v* but a
worse MSE under standard power supply vy. This reflects the
idea of SQEOD in which the weight parameter o controls the
importance of the two objectives: (i) to minimize MSE when
the power level is standard, and (ii) to minimize supply volt-
age when the power level is low. The larger « is, the more
important the second objective will be in the SQEOD. And
that is also the reason when o« = 9asy the SQEOD solution
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TABLE 2
Statistics of the Fitting, Numerical Study 1
Parameter Mean 95% confidence interval Parameter Mean 95% confidence interval
) 47.72 (34.95, 60.50) Bs —307.50 (—361.90, —253.10)
Bo 308.70 (253.90, 363.50) B 488.70 (386.90, 590.40)
Bs —490.00 (—592.80, —387.20) B, —267.80 (—330.50, —205.00)
B 265.50 (201.90, 329.20) Bs —47.56 (—60.56, —34.55)

R-square: 99.79%

Adjusted R-square: 99.78%

035 ,
0.30

A
0.25 0.5V 1

0.20 0.55V

0.6V
0.15

Failure rate

0.65V
0.10

0.05

0.00

6T SRAM types (C61-C621) under different power supply

—e— Predicted failure rates

Fig. 4. Predicted failure rates versus real failure rates, Numerical Study 1.

A Real failure rates

TABLE 3
Solutions to [SPC1] and [SPC2], Numerical Study 1
[SPC1]

Stotal Obj. value (2§p) 57 e st s; 55 S5 s} 50
9.0 201.264 1.507 1.333 1.159 1.000 1.000 1.000 1.000 1.000
9.5 83.244 1.636 1.462 1.288 1.114 1.000 1.000 1.000 1.000
10.0 38.873 1.748 1.574 1.400 1.226 1.052 1.000 1.000 1.000
10.5 19.457 1.848 1.674 1.500 1.326 1.152 1.000 1.000 1.000

[SPC2]
Stotal Ob] value (ZEPCQ) S7 S6 S5 S4 S3 59 S1 S0
9.0 n/a n/a n/a n/a n/a n/a n/a n/a n/a
9.5 0.725 1.683 1.478 1.272 1.067 1.000 1.000 1.000 1.000
10.0 0.686 1.894 1.631 1.369 1.106 1.000 1.000 1.000 1.000
10.5 0.652 2.101 1.784 1.466 1.149 1.000 1.000 1.000 1.000

performs better in v* but worse in MSE under v,, compared
with the other two cases.

5.2 Numerical Study 2: A Discrete Model
We study a hybrid video memory storage design with
optional 6T and 8T SRAM. To enable near threshold voltage
operation, we assume the power supply options are 0.36V
(Umin),0.38V, ..., 0.48V, 0.5V (vy). Other parameter settings
are  Spin = 1, Siora = 8.3, 8.4,...,87, and ms ey =
51.651 (equivalent to PSNR = 31dB). The data used in
this numerical study is shown in Table 6. Compared with
8T SRAM, in general, 6T SRAM are smaller in size but with
relatively higher failure rates.

We apply the discrete SQEOD model [SMD] (associated
with [SPD1] and [SPD2]), where thereared = 6+4 = 10

options for the area design (i.e., C81-C86 for 8T SRAM and
C61-Cé64 for 6T SRAM) and g+ 1 = 8 options for the low-
level voltage design (i.e., 0.36V, 0.38V, ..., 0.5V).

We first use Algorithm 2 to solve the [SMD] for the
SQEOD design using Gurobi solver (version 7.0.2). The solu-
tions to [SPD1] and [SPD2] are shown in Table 7. Based on
these solutions, we can calculate the a5y, and in Table 8 we
show two cases of the « settings for the SQEOD [SMD] prob-
lem: o = a5y /4 and Y. Fig. 6 includes comparisons of sol-
utions to SQEOD (under ¢ = a5y /4 and 9asp) and the two-
step method (see Table 9 for details). The solutions to SQEOD
under & = a5 /4 are the same with those to the two-step
method. But under o = 95 they are different. Specifically,
at ;10 = 8.6, compared with the two-step method, the solu-
tion to SQEOD can save 8.7% of power supply (equivalent to

Authorized licensed use limited to: UNIV OF SOUTH ALABAMA. Downloaded on January 23,2023 at 18:16:42 UTC from IEEE Xplore. Restrictions apply.



568

IEEE TRANSACTIONS ON SUSTAINABLE COMPUTING, VOL. 6, NO. 4, OCTOBER-DECEMBER 2021

TABLE 4
Solutions to [SMC] Under o = a5 /4, Tasy/8 and a5y, Numerical Study 1
SQEOD [SMC], under @ = a5 /4
Stotal Obj. value st 6 st sh EH 55 st £ v* as o E(MSE) under vy
9.0 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
9.5 104.145 1.637 1.462 1.287 1.113 1.000 1.000 1.000 1.000 0.727 158.371 39.593 83.245
10.0 48.816 1.751 1.575 1.399 1.224 1.05 1.000 1.000 1.000 0.694 82.604 20.651 38.878
10.5 24.576 1.853 1.675 1.499 1.324 1.149 1.000 1.000 1.000 0.669 45.770 11.442 19.460
SQEOD [SMC], undera = T7aj,/8
Stotal Obj. value st e st 54 53 55 57 En v* a5 o E(MSE) under vy
9.0 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
9.5 156.383 1.64 1.463 1.286 1.110 1.000 1.000 1.000 1.000 0.726 158.371 138.575 83.263
10.0 73.635 1.759 1.577 1.398 1.221 1.044 1.000 1.000 1.000 0.693 82.604 72.278 38.922
10.5 37.346 1.863 1.678 1.497 1.319 1.143 1.000 1.000 1.000 0.668 45.770 40.049 19.495
SQEOD [SMC], undera@ = 9as
Stotal Obj. value st 6 st 51 EX 55 s; £ v* as) a E(MSE) under v
9.0 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
9.5 834.447 1.661 1.469 1.279 1.091 1.000 1.000 1.000 1.000 0.726 158.371 1425.343 83.923
10.0 388.835 1.825 1.600 1.388 1.187 1.000 1.000 1.000 1.000 0.688 82.604 743.434 41.219
10.5 200.717 1.964 1.708 1.479 1.271 1.078 1.000 1.000 1.000 0.659 45.770 411.930 21.655
TABLE 5
Solutions to the Continuous Two-Step Method, Numerical Study 1
Two-step method, [2MC1] & [2MC2]
Stotal S5 s§ st s} e S5 s; 55 v* E(MSE) under v
9.0 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
9.5 1.636 1.462 1.288 1.114 1.000 1.000 1.000 1.000 0.727 83.244
10.0 1.748 1.574 14 1.226 1.052 1.000 1.000 1.000 0.694 38.873
10.5 1.848 1.674 1.500 1.326 1.152 1.000 1.000 1.000 0.669 19.457
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Fig. 5. Comparisions of solutions to SQEOD (under @ = a5y /4, 7as0/8, 9as0) and the two-step method, Numerical Study 1.
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Fig. 6. Comparisions of solutions to SQEOD (under ¢ = a5y /4 and 9a5) and the two-step method, Numerical Study 2.
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TABLE 6
45 nm 8T and 6T Data for Numerical Study 2

Voltage \ Failure rates

Type Height (um) Width (um) Area (um?) Area ratio

0.36 0.38 0.40 0.42 0.44 0.46 0.48 0.50
C81 0.45 1.669 0.685 1.000 0.0185 0.0153 0.0121 0.0083 0.0050 0.0035 0.0018 0.00082
C82 0.45 1.681 0.721 1.053 0.0137 0.0105 0.0076 0.0048 0.0033 0.0020 0.0009 0.00031
C83 0.45 1.700 0.764 1.115 0.0097 0.0073 0.0043 0.0032 0.0020 0.0011 0.0003 0.00009
C84 0.45 1.720 0.791 1.154 0.0067 0.0044 0.003 0.0021 0.0012 0.0004 0.0002 0.00006
C85 0.45 1.740 0.831 1.213 0.0046 0.0028 0.002 0.0012 0.0005 0.0002 0.00006 0.00002
C86 0.45 1.760 0.872 1.273 0.00303 0.00192 0.00122 0.0007 0.0003 0.00007 0.00003 0.00001
Co1 0.45 1.523 0.685 1.000 0.7253 0.6551 0.5897 0.5234 0.4669 0.4190 0.3773 0.3436
C62 0.45 1.563 0.703 1.026 0.6757 0.6056 0.5341 0.4678 0.4129 0.3696 0.3352 0.3074
C63 0.45 1.603 0.721 1.053 0.6318 0.5539 0.4803 0.4195 0.3720 0.3318 0.3010 0.2771
Co4 0.45 1.6425 0.739 1.079 0.5818 0.5041 0.4342 0.3778 0.3344 0.2992 0.2730 0.2521

TABLE 7

Solutions to [SPD1] and [SPD2], Numerical Study 2
[SPD1]
Stotal Obj. value (25pp,) 57 54 5% EN 4 s5 57 55
8.3 126.445 C82 C81 C81 Ce1 Co1 Co1 Co1 Co1
8.4 38.693 C82 C81 C81 C81 C61 Ce61 C61 C61
8.5 14.666 C82 C82 C81 C81 C81 Co1 Co1 Co1
8.6 7.666 C83 C81 C81 C81 C81 C81 Ce61 Ce61
8.7 2.365 C86 C84 C83 C82 C81 C81 C61 C61
[SPD2]

Stotal Obj. value (25p),) S7 86 S5 S4 83 So S1 S0
8.3 n/a n/a n/a n/a n/a n/a n/a n/a n/a
8.4 0.50 C82 C81 C81 C81 C61 C61 C61 C61
8.5 0.44 C86 C85 C82 C81 Co1 Co1 Co1 Co1
8.6 0.42 C85 C83 C83 C83 C81 Ce61 C61 C61
8.7 0.40 C86 C84 C83 C82 C82 Ce1 Co1 Co1

TABLE 8

Solutions to [SMD] Under & = a5y /4 and 9«50, Numerical Study 2

SQEOD [SMD], under @ = a5 /4

Stotal Obj. value s7 S s: N S5 S5 s} S0 v* 50 o E(MSE) under v

8.3 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a

8.4 48.366 C82 C81 C81 C81 Col Col Col Co1 0.50 154.772 38.693 38.693

8.5 19.029 C82 C82 C81 C81 C81 Co1 Co1 Co1 0.48 75.754 18.939 14.666

8.6 9.965 C83 C81 C81 C81 C81 C81 Col Co1 0.46 43.458 10.865 7.666

8.7 2.956 C85 C85 C83 C82 C81 C81 Co1 Co1 0.40 14.781 3.695 2.365
SQEOD [SMD], undera = 90[5(]

Stotal Obj. value s% S s s S5 S5 s s v* a5 a E(MSE) under vy

8.3 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a

8.4 386.930 C82 C81 C81 C81 Col Co1 Co1 Co1 0.50 154.772 1392.948 38.693

8.5 161.973 C86 C85 C82 C81 Co1 Co1 Co1 Co1 0.44 75.754132 681.787 29.979

8.6 76.974 C85 C85 C83 C81 C81 Co1 Col Co1 0.42 43.45805 391.122 7.980

8.7 23.650 C86 C84 C83 C82 C81 C81 Co1 Co1 0.40 14.78125 133.031 2.365

TABLE 9
Solutions to the Discrete Two-Step Method, Numerical Study 2

Two-step method, [2MD1] & [2MD2]

Stotal S5 Sg ss st S5 S5 s S5 v* E(MSE) under v
8.3 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a

8.4 C82 C81 C81 C81 Co1 Co61 Co61 Co61 0.50 38.693

8.5 C82 C82 C81 C81 C81 Co61 Co61 Co61 0.48 14.666

8.6 C83 C81 C81 C81 C81 C81 C61 C61 0.46 7.666

8.7 C86 C84 C83 C82 C81 C81 Co61 Co61 0.40 2.365
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saving approximately 16.6 percent of power consumption
[24]) but causes 3.93 percent of extra MSE.

6 CONCLUSION

Quality-aware hardware design techniques have been
recently developed by adding quality as a novel dimension to
traditional design space to enable energy efficiency enhance-
ment. The main contributions of this paper are

a) developing mathematical models for the traditional
two-step method, which enables the search for the
exact system optimal solutions; and

b) proposing the SQEOD concept with its mathematical
models, which generalizes the traditional two-step
method: when the weight parameter « — 0", then
the SQDOD tends to be the two-step method.

Given two objectives, (i) to minimize the MSE at the
standard supply voltage and (ii) to minimize the supply
voltage when the power is at a low level, the main difference
between the two-step method and the SQEOD is that the
former always solve objective (i) first, and then solve objec-
tive (ii) based on the solution to objective (i). This may limit
the solution to the low-level power supply. By contrast,
in the SQEOD, the two objectives are solved simultaneously
and the importance of them, i.e., the tradeoff, is controlled by
the weight parameter o.
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