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Abstract: On Z
d , consider ϕ, an �2-normalized function that decays exponentially

at ∞ at a rate at least μ. One can define the onset length (of the exponential decay)
of ϕ as the radius of the smallest ball, say, B, such that one has the following global
bound |ϕ(x)| ≤ ‖ϕ‖∞e−μ dist(x,B). The present paper is devoted to the study of the onset
lengths of the localized eigenfunctions of random Schrödinger operators. Under suitable
assumptions, we prove that, with probability one, the number of eigenfunctions in the
localization regime having onset length larger than � and localization center in a ball of
radius L is smaller than CLd exp(−c�), for � > 0 large (for some constants C, c > 0).
Thus, most eigenfunctions localize on small size balls independent of the system size
which is the physicists understanding of localization; to our knowledge, this did not
result from existing mathematical estimates. For energies near the edge of the spectrum,
we also provide a lower bound of the same type on the number of those eigenfunctions;
in dimension 1, the upper and lower bounds only differ by a logarithmic correction.
Finally, we give a number of numerical results that exemplify situations giving rise to
large onset lengths, that corroborate the validity of our main result and that suggest that,
up to lower order terms, the above defined cumulative distribution of onset lengths shows
asymptotic exponential decay at some definite rate.

1. Introduction

Single particle Anderson localization is extremely well studied in both the physics and
mathematics literature. The phenomenon was first identified by Anderson in 1958, who
argued that for tight-binding models with sufficiently strong on-site disorder the eigen-
states corresponding to a spectral band may be exponentially localized in space [3]. As
was later clarified in the mathematics literature [8,9,12,20], this can be understood as
almost-sure pure-point spectrum for the corresponding Hamiltonians along with expo-
nential decay of the corresponding eigenfunctions.
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Extensive random systems, with sufficient decorrelation between distant regions, are
characterized by the dictum “anything that can happen does happen, infinitely often.”
In particular, there are arbitrarily large regions exhibiting atypical local behavior. As
a consequence, among the eigenfunctions of a random Hamiltonian exhibiting Ander-
son localization, one expects to find examples which fail to decay over arbitrarily large
scales. For instance an eigenfunction may have a majority of its mass in a region where
the Hamiltonian is extremely close to a periodic operator over a box of size �. Over this
box, the eigenfunction will be close to an eigenfunction of the corresponding periodic
operator, which is extended over the whole box. Although the eigenfunction will even-
tually decay exponentially, we may need to look far from its center of localization to
observe that decay.

In [6], del Rio, Jitomirskaya, Last and Simon observed that dynamical localization is
related to spectral localization through a quantitative bound allowing for the rare a-typical
behavior described in the previous paragraph. They noted that, for various models for
which localization had been proved, the eigenfunctionswere shown to have the following
strong property, which they dubbed Semi-Uniformly Localized Eigenfunctions or SULE.
An operator has a SULE basis if there is a basis ϕ j , j = 1, . . . ,∞, of eigenfunctions
such that for some μ > 0 it holds that

|ϕ j (x)| ≤ Cεe
ε|x j |e−μ|x−x ( j)| (1.1)

where x ( j) is a localization center for ψ j (see (2.4) for a precise definition) and Cε

is finite for any ε > 0. In the random context, the decay constant μ is assumed not to
depend on the realization of the disorder, but the constantsCε may be disorder dependent
(although finite almost surely). In subsequent work, it was observed that in many cases
one may obtain the sharper bound

|ϕ j (x)| ≤ Cν(1 + |x ( j)|)νe−μ|x−x ( j)| (1.2)

for ν > d, with Cν finite almost surely (see, e.g., [2, Theorem 7.4], where the result is
formulated on a general graphG, with (1 + |x |)ν replaced by any positive function g(x)
such that g(x)−1 is summable).

The exponentially growing prefactor in (1.1) is relevant only if |x− x ( j)| > ε
μ
|x ( j)|+

logCω;ε ; for x closer to x ( j), we may replace (1.1) by the simple bound |ψ j (x)| ≤ 1

valid for any �2-normalized lattice function. Thus the presence of the prefactor eε|x ( j)|
accounts for the possibility, at large scales, that some eigenfunctions may be extended
over a large region outside of which exponential decay sets in. However, this possibility
is dealt with coarsely in eq. (1.1), since all eigenfunctions with localization centers far
from the origin are painted with the same brush. In fact, one expects many of these
eigenfunctions to satisfy a better bound, without the prefactor eε|x ( j)|.

Ourmain goal here is to present a refinement of SULE thatmanifests the fact thatmost
eigenfunctions, wherever they may be localized, are well localized on a region of size
O(1). Roughly, we accomplish this by associating to each eigenfunction a “localization
volume”, which informally is the size of the smallest lattice box outside of which the
eigenfunction exhibits exponential decay. Our main result is the following improvement
of (1.1), which we prove holds throughout the localization regime of the Anderson
model:

there isμ > 0 such that, with probability one, the eigenfunctions of the Anderson
model satisfy

|ϕ j (x)| ≤ ‖ϕ j‖∞ e−μ(|x−x ( j)|−� j )+ , (1.3)
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where x ( j) ∈ Z
d , � j ≥ 0, (a)+ = (|a|+a)/2 denotes the positive part and ‖ϕ j‖∞ =

max
x∈Zd

|ϕ j (x)|; furthermore, there are C > 0 and �0 > 0, such that, for � > �0, one

has

lim sup
L→∞

#
{
j
∣∣ |x ( j)| ≤ L and � j ≥ �

}

(2L + 1)d
≤ e−C�. (1.4)

The key point here is (1.4), which bounds the number of eigenfunctionsψ j for which
the length � j is large.We emphasize that � j is not the “localization length" of φ j . Indeed,
the localization length is the length scale over which exponential decay occurs in the
tail of the eigenfunction. It is a disorder independent function of the energy, and is
bounded by 1/μ for all functions in a SULE basis. Rather, � j is the length scale at which
localization phenomenon sets in for the particular eigenfunction φ j . For this reason, we
refer to � j as the localization onset length, or onset length, ofφ j . Aswill be clear from the
proof, eigenfunctions φ j with large onset lengths � j are associate to rare behavior over
the region |x − x ( j)| ≤ � j , which can be controlled by large deviation estimates. Thus
we expect the local behavior observed at scales below the onset length to be stochastic
and highly dependent on the local environment.

Note that eq. (1.3) is useful only if |x − x ( j)| > � j , since for smaller |x − x ( j)|
the bound saturates to become the trivial |ϕ j (x)| ≤ ‖ϕ j‖∞. Thus eq. (1.3) implies that
the localization volume of ϕ j is smaller than C�dj , and the quantity on the left-hand side

of eq. (1.4) is roughly the “density of states with localization volume larger than C�d .”
By eq. (1.4), the density of states with localization volume larger than V is therefore
bounded above by exp(−CV 1/d). Below we formulate the above notions in a way that
is local in energy, allowing for operators that have localization only in part of their
spectrum.

Finally, let us note that the present result provides a structural description of the
eigenfunction of a random system in the localization phase that is akin (though quite
different for obvious reasons) to the one found for one dimensional quasi-periodicmodels
in [13,14].

1.1. Outline of the paper. Weformulate precise statements of ourmain results for the dis-
crete Andersonmodel (Thms. 2.1 and 2.2) and their extension to continuum Schrödinger
operators and more general tight-binding models (Thm. 2.3) in §2. A brief overview of
the proof of Thm. 2.1 is given in §2.4. In §3 we illustrate the notion of onset length
with three examples of eigenfunctions for the 1D Anderson model. The proofs of Thm.
2.1 and Thm. 2.3 are in §4 and the proof of Thm. 2.2 is in §5. In §6 we discuss issues
related to numerically computing onset lengths and illustrate our main theorems with
calculations of the onset length for the 1D Anderson model on finite intervals. The dis-
cussion and computations motivate several open problems which are stated there. In two
appendices we present: 1) a derivation of the SULE estimate from known bounds on
eigenfunction correlators (§Appendix A) and 2) a large deviation estimate that is at the
heart of the proof of Thm. 2.1 (§Appendix B).

2. Formal Statement of Results

2.1. Assumptions. We focus on the lattice Anderson model, the Hamiltonian Hω =
−	 + Vω on �2(Zd), where
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−	ψ(x) =
∑

|x−y|=1

ψ(y) (2.1)

is the discrete Laplacian and
Vωψ(x) = ωxψ(x)

with ω = (ωγ )γ∈Zd a collection of i.i.d. random variables. We formulate our results
in terms of the restrictions of Hω to regions � ⊂ Z

d . For simplicity we take Dirichlet
boundary conditions

(Hω)� = I T� Hω I�

where I� denotes the injection I� : �2(�) → �2(Zd). Boundary conditions play little
role in our analysis; the proofs given below could easily be adapted to other standard
conditions, e.g., Neumann or periodic.

Given a region � ⊂ Z
d , let

E((Hω)�) := {the set of eigenvalues of (Hω)�} . (2.2)

Of course, for finite � we have E((Hω)�) = σ((Hω)�), the spectrum of (Hω)�. For
infinite �, E((Hω)�) is a countable dense subset of the point spectrum σp((Hω)�). It is
well known (see e.g. [2, Chapter 3]) that,

(A1) There exist closed sets
p ⊂ 
 ⊂ R such the spectrum σ(Hω) = 
 almost surely
and the point spectrum σp(Hω) = 
p almost surely.

(A2) For any E ∈ R, ω-a.s., the integrated density of states

N (E) := lim
�↑Zd

� finite

#E((Hω)�) ∩ (−∞, E]
#�

(2.3)

exists and is almost surely independent of ω; it is the cumulative distribution
function of a probability measure supported on 
.

Remark 2.1. The notation lim�↑Zd in (2.3) denotes convergence along the net of finite
subsets partially ordered by inclusion. To compute the limit, it suffices to take a sequence
of centered cubes. We denote the density of states measure also by N , taking N (I ) =∫
I dN (E).

We require a version of the SULE estimates for the random operators under consid-
eration. These are conveniently expressed in terms of weighted norms of eigenfunctions
with “localization center” in a given region. To make the notion of “localization center”
precise, to any function ϕ ∈ �2(�), with � ⊂ Z

d , we associate the set of localization
centers:

C(ϕ) := {x ∈ � : |ϕ(x)| = ‖ϕ‖∞} . (2.4)

Note that this is a non-empty, finite set for any ϕ ∈ �2(�). We have:

(A3) There exists IAL ⊆ 
, a union of finitely many open intervals of positive length,
such that for any region �, with probability one (Hω)� has pure point spectrum
on IAL. Furthermore, there are constants AAL < ∞, μ > 0 such that if � ⊂ Z

d

is a region, S ⊂ � is a finite set, and 0 < ε < 1, then, with probability larger
than 1 − ε, any �2-normalized eigenfunction ϕE of (Hω)� with eigenvalue E ∈
IAL ∩ E((Hω)�) and C(ϕE ) ∩ S �= ∅ satisfies

max
y∈C(ϕE )∩S

(
∑

x∈�

e2μ|x−y||ϕE (x)|2
) 1

2

≤ AAL

(
#S

ε

)1/2

. (2.5)
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Remark 2.2. 1) This result follows from well known estimates on eigenfunction corre-
lators (see [2, Chapter 7]). For completeness we recall the proof in the appendix. 2) The
�2-estimate (2.5) directly implies the pointwise bound |ϕE (x)| ≤ AAL

( #S
ε

)1/2
e−μ|x−xE |

for xE ∈ C(ϕE ) ∩ S. Since the statement is restricted to eigenfunctions with centers in
a finite region S, we have the uniform bound

( #S
ε

)1/2 in place of the growing prefactor
(1 + |x |)ν in (1.2). 3) We use the max-norm on Z

d :

|x | = max
m=1,...,d

|xm |.

Finally, we need the well known Minami estimate for the Anderson model (see [2,
Chapter 17]):

(A4) There is a constant AM > 0, such that for any finite region � ⊂ Z
d , one has

sup
E∈IAL

P
({
tr (1[E−ε,E+ε]((Hω)�)) ≥ 2

}) ≤ AM |�|2ε2 (2.6)

for any ε > 0.

Remark 2.3. Aweaker version would be sufficient to derive our results (see §4 and §2.3).

2.2. Main results. We begin by reformulating (A3) in terms of the onset lengths for the
eigenfunctions, based on some general notions for functions in �2(�). Given μ > 0,
define a family of weighted �2 norms by

Mμ
� (ϕ; y) :=

(
∑

x∈�

e2μ(|x−y|−�)+ |ϕ(x)|2
) 1

2

, (2.7)

where � = 0, 1, 2, . . .. IfMμ
� (ϕ; y) is finite, then lim

�→∞ Mμ
� (ϕ; y) = ‖ϕ‖�2 , by dominated

convergence. Thus it makes sense to define

�μ(ϕ; y) := min{� : Mμ
� (ϕ; y) ≤ 2‖ϕ‖2}, (2.8)

where the threshold 2 could be replaced by any fixed number > 1.
Applying these notions to the SULE estimate in Assumption (A3), we obtain the

following

Proposition 2.1. Let IAL,μ, and AAL be as in (A3) and let� ⊂ Z
d be region and S ⊂ �

a finite set. If 0 < ε < 1, then, with probability larger than 1 − ε, any �2-normalized
eigenfunction ϕE of (Hω)� with eigenvalue E ∈ IAL ∩ E((Hω)�) and C(ϕE ) ∩ S �= ∅
satisfies

(
∑

x∈�

e2μ(|x−xE |−�E )+ |ϕE (x)|2
) 1

2

≤ 2, (2.9)

for any xE ∈ C(ϕE )∩ S with onset length �E = �μ(ϕE ; xE ) <
1

μ

(
log AAL +

1

2
log #S−

1

2
log 3ε

)
+ 1.
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Proof. Note that

∑

x∈�

e2μ(|x−xE |−�)+ |ϕE (x)|2 ≤
∑

|x−xE |≤�

|ϕE (x)|2 + e−2μ�
∑

|x−xE |>�

e2μ|x−xE ||ϕE (x)|2

≤ 1 + e−2μ�A2
AL

#S

ε

Thus Mμ
� (ϕE ; xE ) ≤ 2 provided 2 log AAL + log #S − log ε − 2μ� ≤ log 3. The result

follows from the definition of �μ(ϕE ; xE ).

Although an eigenfunction ϕE may have more than one localization center, given
two localization centers xE , x ′

E ∈ C(ϕE ) one has

|�μ(ϕE ; xE ) − �μ(ϕE ; x ′
E )| ≤ |xE − x ′

E | (2.10)

This follows immediately from the definition of the onset length and the bound

∑

x∈�

e2μ(|x−xE |−(�μ(ϕE ;x ′
E )+|xE−x ′

E |))+ |ϕE (x)|2

≤
∑

x∈�

e2μ(|x−x ′
E |−�μ(ϕE ;x ′

E ))+ |ϕE (x)|2 ≤ 4.

We note that the onset length �μ(φE ; xE ) also gives an upper bound on the diameter of
C(ϕE ), namely,

Proposition 2.2. Pick κ > 0 such that 8e−2μκ = 1. If (xE , x ′
E ) ∈ C(ϕE )2 then

|xE − x ′
E | ≤ �μ(ϕE ; xE ) +

d

2μ
log

(
2�μ(ϕE ; xE ) + 2κ + 1

)
+
3 log 2

2μ
(2.11)

Proof. By the definition of �μ(ϕE ; xE ), if (xE , x ′
E ) ∈ C(ϕE )2 with |xE − x ′

E | ≥
�μ(ϕE ; xE ), then

1

(2�μ(ϕE ; xE ) + 2κ + 1)d/2 ≤ √
2‖ϕE‖∞ = √

2|ϕE (x ′
E )|

≤ 23/2e−μ(|x ′
E−xE |−�μ(ϕE ;xE )),

where the first inequality comes from Lemma 5.1 below. Taking the logarithm, we
get (2.11).

The bounds (2.10) and (2.11) show that, when the localization center is not unique, the
onset lengths for two distinct localization centers differ at most by a universal constant
factor. Moreover, one obtains the pointwise bound

|ϕE (x)| ≤ ‖ϕE‖∞e−μ(|x−xE |−�̃μ,E )+ , where

�̃μ,E = �μ(ϕE ; xE ) +
d

2
log(2�μ(ϕE ; xE ) + 2κ + 1), (2.12)

corresponding to eq. (1.3).
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Our main result quantifies the distribution of onset lengths for eigenfunctions with
localization centers in a given bounded region. It is convenient to take these bounded
regions to be lattice cubes:

�L(x0) =
(
x0+] − L

2
,
L

2
]d
)

∩ Z
d , (2.13)

for L = 1, 2, 3, . . .. We note that these cubes have diameter diam�L(x0) = L (in
the max-norm metric) and volume #�L(x0) = Ld . We call x0 the center of the cube
�L(x0); for odd L it is the geometric center, but for even L it is the integer part of the
geometric center. Ourmain result quantifies the eigenvalues associated to eigenfunctions
with onset length larger than a given number.

Theorem 2.1. Let μ and IAL be as in (A3) and let [a, b] ⊂ IAL. Then, for any ν < μ

and any p > 0 there exist �0 > 0, and L0 > 0 such that if � ⊂ Z
d is a region with

� = �L(x0) ⊂ � with L ≥ L0, then with probability larger than 1 − L−p, for all
� ≥ �0, one has

#
{
E ∈E((Hω)�) ∩ [a, b] : C(ϕE ) ∩ � �= ∅ and �ν(ϕE ; xE )≥� for xE ∈C(ϕE ) ∩ �

}

≤ Lde−Cν� (2.14)

where Cν = 1

3
min

(
1,

μ − ν

ν

)
.

Theorem 2.1 is proved in §4 below. As an immediate consequence of this result and the
ergodic properties of the Hamiltonian Hω, we have the following:

Corollary 2.1. For ν < μ, a < b real such that [a, b] ⊂ IAL, and � > 0, the limit

Nν([a, b], �) :=
lim

L→+∞
#{E ∈ E(Hω) ∩ [a, b] : C(ϕE ) ∩ � �= ∅ and �ν(ϕE ; xE ) ≥ � for some xE ∈ C(ϕE ) ∩ �}

N (I ) · Ld

exists almost surely and is a.s. independent of ω. Moreover there is a Borel probability
measure Pν on I × N such that

Nν([a, b], �) = Pν([a, b] × [�,∞)),

and there exists �0 > 0 such that, for � ≥ �0 and a < b real such that [a, b] ⊂ I

Nν([a, b], �) ≤ N ([a, b])
N (I )

e−Cν� (2.15)

Remark 2.4. Here we take � = Z
d and recall that N is the integrated density of states

of Hω.

Let us now turn to the question of finding a lower bound for the left hand side of
(2.14). To find such a bound, we must construct sufficiently many states with large onset
length. Recalling the classical heuristics of Lifshits tails, the states that immediately
spring to mind are those located near the edges of the almost sure spectrum. It is well
known that the parts of the spectrum close to its boundary, in particular to the infimum
of the spectrum, belong to the localization region IAL. We have the following
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Theorem 2.2. Let μ and IAL be as in (A3). Let E− be the infimum of 
 the almost sure
spectrum of Hω and assume E− > −∞. Then, there exist �0 > 0 and L0 > 0 such that,
for any ν < μ, for � = �L with L ≥ L0, and all � ≥ �0, with probability 1, one has

#{E ∈ E(Hω) : C(ϕE ) ∩ � �= ∅ and �ν(ϕE ; xE ) ≥ � for some xE ∈ C(ϕE ) ∩ �}
≥ #{E ∈ E(Hω) ∩ [E−, E− + c�−d−1] : C(ϕE ) ∩ � �= ∅} (2.16)

where c can be taken such that 5(4d)
2
d c

2
d+1 = 1.

Remark 2.5. Here we take � = Z
d .

The proof of Theorem 2.2 can be found in §5. As will be clear from the proof,
the estimate (2.16) is deterministic. Estimating the right hand side of (2.16), that is
the number of eigenvalues of our random operator inside [E−, E− + ct−d−1] having
at least one localization center in � in terms of the volume of � and the integrated
density of states, will yield a random estimate. Such bounds are akin to Lifshitz tail
estimates for which it is usually the operator that is restricted to a finite volume rather
than the localization centers (both approaches are equivalent in the localization regime;
see e.g. [11]).

One also has the corresponding infinite volume estimate, namely,

Corollary 2.2. Let E− be the infimum of 
 the almost sure spectrum of Hω and assume
E− > −∞. Then there exists �0 > 0 such that, for any ν < μ and � ≥ �0, one has

Nν(
, �) ≥ N (E− + c�−d−1) (2.17)

where c is taken as in Theorem 2.2.

The asymptotic behavior of the integrated density of states N near E− is a classical
topic of study of random media and is known for many models. For example, for the
Anderson model it is well known that, for λ > 0 small, N (E− + λ) ≥ e− f (λ)λ−d/2

where f : [0,∞| → [0,+∞[ is a decreasing function that depends on the tail of the
common distribution of the random variables (ωx )x∈Zd near their almost sure minimum;
in particular, f diverges at most logarithmically at 0 if this tail does not fall off faster than
polynomially (see e.g. [2,15]). Using this lower bound, in dimension 1, the bound (2.17)
becomes

#{E ∈ E(Hω) : C(ϕE ) ∩ � �= ∅ and �ν(ϕE ; xE ) ≥ � for some xE ∈ C(ϕE ) ∩ �}
≥ Lde− f (�−2)�.

In particular, we see that in dimension 1 the upper bound (2.14) is matched by a lower
bound of the same magnitude, up to the prefactor f (�−2) that is of lower order. Never-
theless, the lower bound given only by the “Lifshitz tail states” should not be optimal,
as these eigenvalues live energetically in very tiny regions at the edges of the spectrum.
It seems reasonable to expect the upper bound (2.15) to be optimal.

2.3. A more general setting. The results of the previous section can be extended in a
straightforward way to more general random Schrödinger operators. We turn to this
now. To avoid certain technicalities, we only consider random Schrödinger operators
Hω = −	 + Vω on R

d or Zd that are Zd -ergodic and such that the sup-norm of Vω is
almost surely bounded by a fixed finite constant. In particular, there exists a closed set
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 ⊂ R, bounded from below for operators on R
d and bounded for operators on Z

d ,
such that σ(Hω) = 
 almost surely. To avoid unnecessary complications due to possible
singularities, we will not give pointwise bounds for the eigenfunction of operators on
the continuum, but rather bounds on local L2-norms. Therefore, for x ∈ Z

d , we set

• ‖ϕ‖2(x) = ‖ϕ‖L2(x+]−1/2,1/2]d ) in the case of an operator on R
d , for ϕ ∈ L2(Rd).

• ‖ϕ‖2(x) = |ϕ(x)| in the case of an operator on Z
d , for ϕ ∈ �2(Zd),

For the sake of simplicity, we also restrict ourselves to the region � = R
d or Zd (see

section 2) and the finite regions S we deal with will only be cubes that are centered at
points of Zd and have integer side length. Depending on the context, they will be cubes
in R

d or their restrictions to Z
d . As above, (Hω)� denotes the restriction of Hω to �

with Dirichlet boundary conditions. As will follow from the proofs, by their very nature
(i.e. the use of localization), the arguments are valid for other self-adjoint boundary
conditions.

As before, we define the set of localization centers of a normalized square integrable
function ϕ on � (where � is a cube centered at a point in Z

d having integer or infinite
side length)

C(ϕ) := {
x ∈ � : ‖ϕ‖(x) = ‖ϕ‖2,∞

}
where ‖ϕ‖2,∞ = max

x∈�
‖ϕ‖2(x). (2.18)

Our assumptions are:

(IAD) There exists r > 0 such that, if � and �′ are cubes such that d(�,�′) > r then,
the finite volume operators (Hω)� and (Hω)�′ are stochastically independent.

(Loc) There exists a compact non empty interval I ⊂ 
 such that Hω has pure point
spectrum on I almost surely; and there exists positive real numbers ξ ∈ (0, 1),
p > 0, q > 0, Lfin > 0 such that for L ≥ Lfin, with probability at least 1− L−p ,
for every eigenvalue E ∈ I ∩ E(Hω) with associated normalized eigenvector ϕE
such that C(ϕE ) ∩ �L �= ∅, one has

max
y∈C(ϕE )∩�L

⎛

⎝
∑

x∈Zd

e2|x−y|ξ ‖ϕE‖22(x)
⎞

⎠

1
2

≤ Lq (2.19)

(SE) For any K > 1, there exists CK > 0 such that, for δ ∈ (0, 1], one has the
following spacing estimate

P
{∃E ∈ I ; tr (1[E−δ,E+δ]((Hω)�L )) ≥ 2

} ≤ CK L
2d | log δ|−K . (2.20)

Remark 2.6. 1) Assumption (Loc) has been proved for various models in various energy
regimes (that depend on the model) e.g. the continuous Anderson model at the bottom
of the spectrum and at internal band edges (see e.g. [1,10]), or the displacement model
at the bottom of the spectrum (see [18]). One could also allow for magnetic fields, etc.
2) We chose here to allow for sub-exponential decay in place of the exponential decay
considered above, as there are certain models where, to our knowledge, no better decay
estimate has been obtained to date (see e.g. [10]). As we shall see, it will essentially not
affect our analysis. In (2.19), at no expense, we could have replaced Hω by (Hω)�L and
the sum over Zd by a sum over �L (see e.g. [11]).
3) Except in dimension 1 (see [17]), the spacing estimate (SE) is known for very few
models. For the (discrete) Anderson model (and more generally models involving in-
dependent rank one perturbations), it follows from the Minami estimate ([19]) with a
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better bound: the | log δ|−K term is replaced with δ2 as in (A4) above. For continuous
Anderson models with suitable assumptions on the random potentials, it was proved
recently in [7].

Following the example of section 2, for ϕE satisfying (2.19) we let

Mξ
� (ϕE ; y) :=

⎛

⎝
∑

x∈Zd

e2(|x−y|−�)
ξ
+‖ϕ‖22(x)

⎞

⎠

1
2

, (2.21)

where � = 0, 1, 2, . . .. As previously, we define

�ξ (ϕ; y) := min{� : Mξ
� (ϕ; y) ≤ 2‖ϕ‖2}.

Under assumption (Loc), applying these notions to the estimate (2.19), we see that there
exists κ > 0 such that, for L ≥ Lfin, with probability at least 1 − L−p, for every
E ∈ I ∩ E(Hω), ϕE normalized eigenvector of Hω associated to E and xE ∈ C(ϕE ),
one has �ξ (ϕ; xE ) ≤ κ(log L)1/ξ . Moreover, a straightforward modification of the proof
of Proposition 2.2 yields that, for κ > 0 sufficiently large (depending on ξ only), for
(xE , x ′

E ) ∈ C(ϕE )2, one has

|xE − x ′
E | ≤ �μ(ϕE ; xE ) + κ

(
log

(
2�μ(ϕE ; xE ) + 2κ + 1

))1/ξ
. (2.22)

Our main result for the more general models considered here is the following

Theorem 2.3. Assume (IAD), (Loc) and (SE). Then, for any 0 < ξ̃ < ξ , there exists
C > 0, Lfin > 0 and �0 > 0 such that, for any L ≥ Lfin, with probability larger than
1 − L−p log L (where p is given in assumption (Loc)),

• For ϕE any normalized eigenfunction of Hω associated to the eigenvalue E ∈
I ∩ E(Hω) such that C(ϕE ) ∩ �L �= ∅, there exists xE ∈ C(ϕE ) ∩ �L such that

∀x ∈ Z
d , ‖ϕE‖2(x) ≤ ‖ϕE‖2,∞e−(|x−xE |−�̃E )ξ̃ (2.23)

where �̃E = �ξ ′(ϕE ; xE ) + C max(log �ξ ′(ϕE ; xE ), 1)1/ξ
′
;

• moreover, for � ≥ �0, one has

#{E ∈ E(Hω) ∩ I associated to ϕE s.t. ∃xE ∈ C(ϕE ) ∩ �L and �ξ ′(ϕE ; xE ) ≥ �}
|�L |

≤ e−C�. (2.24)

Only minor modifications of the proof of Theorem 2.1 yield Theorem 2.3. We state the
necessary modifications in § 4.1 below.

Our assumptions guarantee the existence of a density of states; hence, one also re-
covers the analogue of Corollary 2.1 in this setting. As for lower bounds, the proof of
Theorem 2.2 and its corollary 2.2 was based on the fact that low lying states have large
onset length; this is still correct in the more general model under certain assumptions.
For example, if Hω = −	 + Vω where Vω is an alloy type potential that is almost
surely lower bounded, then the scheme of proof of Theorem 2.2 also works and,mutatis
mutandi, one gets the same result.
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2.4. Outline of the proof. The basic technical lemma leading to the proof of Thm. 2.1
goes as follows: pick two length scales L > �; if one knows that

(1) the operator (Hω)� exhibits localization at an eigenvalue E in a cube � of side
length L (in the sense that the weighted sum in the left hand side of (2.5) (for
S = �) is bounded by eμ�), and

(2) if ϕE , the associated eigenfunction, has a localization center in Q, a cube of side
length �, such that, when enlarging Q somewhat into Q̃, (Hω)Q̃ has at most one

eigenvalue at distance e−μ� to E ,

then, (Hω)Q̃ admits an eigenvalue, say, Ẽ exponentially close to E such that the associ-

ated eigenvector is just ϕE restricted to Q̃, up to an error of size e−μ�/2. See Lemma 4.1
below for a precise statement.

The strategy to obtain Thm. 2.1 from the lemma is the following. For a large side
length L , we define a decreasing finite sequence of scales (side lengths) Ln by L1 =
�β log L� and Ln = �1

4
Ln−1� for n = 1, . . . ,m = m(L) such that Lm is sufficiently

large but independent of L . For each generation n, we roughly partition our initial cube
� of side length L into smaller cubes of side length Ln . For each eigenfunction of
Hω having a localization center in �, we consider the sequence of the cubes of the
different generations that contain this center of localization. For n0 ≥ 1, we say that
the localization center is good from generation 1 to generation n0 − 1 if, for 1 ≤ n ≤
n0 − 1, both assumptions (1) and (2) in the basic technical lemma hold for the cubes
of generations n and n + 1 (i.e. we take L = Ln and � = Ln+1 in assumptions (1)
and (2) above) containing said localization center. Applying the basic technical lemma
inductively to the eigenfunction associated to a good localization center from generation
1 to n0, we see that the associated onset length is at most Ln0 and that the associated
eigenfunction decays exponentially outside a cube of generation n0 containing said
localization center. Using the independence properties of the Hamiltonian on the cubes
within each generation and estimates of the probability that either (1) or (2) fail (provided
by assumptions (A3) and (A4)), we can bound the number of localization centers that
fail to be good for generations larger than n0 using a large deviation principle (see Prop.
B.1). We, thus, bound the number of eigenfunctions having onset length larger than Ln0 .

3. A Rogues’ Gallery of Eigenfunctions of the 1D Anderson Model

As the proof of Thm. 2.1 will show, an eigenfunction can have a large onset length due
to a large deviation of the random environment in a neighborhood of the localization
center. As such, although all eigenfunctions share the same exponential decay in their
tails, the behavior of an eigenfunction over the localization volume {|x − xE | ≤ �E }
is, by definition, atypical. To paraphrase Tolstoy,1 all eigenfunctions with small onset
length are alike, each eigenfunction with large onset length is extended in its own way.

In this section, to illustrate the idea of the onset length and the variety of behaviors
possible within the localization volume, we consider eigenfunctions of the 1D Ander-
son model Hω with random potential λωx with ωx uniform in the interval [−1, 1].
The spectrum of Hω on the full line is the interval [−2 − λ, 2 + λ]. As Hω is a 1D
Schrödinger operator, it is well known that localization holds throughout the spectrum
(see, [5, Chapter 9] and [2, Chapter 12]).

1 The opening of Anna Karenina: “All happy families are alike; each unhappy family is unhappy in its own
way.”
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Fig. 1. Three eigenfunctions for the 1D Anderson model on � = [1, 2000] with λ = 1

In Fig. 1, we have plotted the density |ψE (x)|2 for three different eigenfunctions
of Hω with λ = 1. In the upper plots, the density of each eigenfunction is shown in a
neighborhood of the localization center. In the lower plots, the logarithm of the density
and of the exponentially weighted density e2μ(|x−xE |−�E )+ |ψE (x)|2 are shown for the
entire chain [1, 2000]. The first eigenfunction, with onset length �E = 0, has themajority
of its mass within one localization length (1/μ) of the localization center. The second
eigenfunction, with onset length �E = 50, shows two distinct peaks at roughly distance
�E + 1/μ from each other. This sort of resonant superposition of two or more localization
centers is one mechanism for the development of a substantial onset length. Although
rare, such eigenfunctions will appear with positive frequency in large systems. Finally,
the third eigenfunction, with onset length �E = 130, is extended over an interval of
size roughly �E + 1/μ. One mechanism for the occurrence of such eigenfunctions is for
the potential over the interval [xE − �E , xE + �E ] to closely mimic a potential having
extended states (e.g., a periodic potential) or a long localization length at energy E .
This is the behavior one finds for the eigenfunctions from the Lifshitz tail regime (see
Thm. 2.2), although this particular eigenfunction comes from the center of the band
(E = 0.01).

4. The Proofs of Theorem 2.1 and Theorem 2.3

We now turn to the proof of Theorem 2.1 for the discrete Anderson model. Let α ∈ 1
2N,

α ≥ 1; this parameter is arbitrary butwill be fixed throughout our analysis. Given a lattice
cube Q = ��(x0) of center x0 ∈ Z

d and side length � ∈ N, we let Q̃ := �(2α+1)�(x0)
denote the expanded cube with the same center but side length (2α + 1)� (see Figure
2). Our first result shows how to approximate an eigenfunction ϕE on a region � with
localization center xE ∈ Q by an eigenfunctionψE ′ ∈ �2(Q̃) of the Hamiltonian (Hω)Q̃
on the expanded cube.

Lemma 4.1. Let � ⊂ Z
d be a region and let S = � ∩ Q, where Q = ��(x0) is a cube

of side length � ≥ 2 such that Q ∩ � �= ∅. Let S̃ = Q̃ ∩ �, let 0 < δ < 1 and fix a
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Fig. 2. The setup of Lemma 4.1, showing a cube Q and its expansion Q̃ intersected with a region �

disorder configuration ω such that

max
E∈σ((Hω)S̃)

tr 1E+[−δ,δ][(Hω)S̃] ≤ 1. (4.1)

If there is an eigenvalue E ∈ E((Hω)�) of (Hω)� with normalized eigenvector ϕE such
that xE ∈ S and

M :=
(
∑

x

e2μ|x−xE ||ϕE (x)|2
) 1

2

≤ δeαμ�

2
√
d

, (4.2)

then there exists a unique eigenvalue E ′ ∈ E((Hω)S̃) of (Hω)S̃ with normalized eigen-
vector ψE ′ such that

|E − E ′| ≤ 2
√
dMe−αμ�, (4.3)

and
∥∥1S̃ϕE − ψE ′

∥∥
�2(S̃)

≤ 3
√
d
M

δ
e−αμ�. (4.4)

Proof. Since xE ∈ S, we have

‖ϕE‖�2(�\S̃) =
⎛

⎝
∑

x∈�\S̃
|φE (x)|2

⎞

⎠

1
2

≤ e−αμ�

(
∑

x∈�

e2μ|x−xE ||φE (x)|2
) 1

2

= Me−αμ�. (4.5)

Thus by (4.2),

‖1S̃ϕE‖�2(S̃) ≥ 1 − Me−αμ� ≥ 1 − δ

2
√
d

>
1

2
. (4.6)

Since (Hω)S̃ is the restriction of (Hω)� to S̃ and ϕE is an eigenvector of (Hω)�, we see
that

[
(Hω)S̃ − E

]
1S̃ϕE (x) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if x ∈ S̃ and dist (x,� \ S̃) ≥ 2, and∑

y∈�\S̃
|y−x |=1

ϕE (y) if x ∈ S̃ and dist (x,� \ S̃) = 1.
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Because each x ∈ S̃ has at most d neighbors in � \ S̃,

∥∥[(Hω)S̃ − E
]
1S̃ϕE

∥∥ ≤
⎛

⎝d
∑

y∈�\S̃
|ϕE (y)|2

⎞

⎠

1
2

≤ √
dMe−αμ�. (4.7)

Since (Hω)S̃ is self adjoint, (4.7) and (4.6) together imply that one of the eigenvalues of
(Hω)S̃ , call it E

′, satisfies (4.3).
Let ψE ′ be the normalized eigenvector associated to E ′; we fix its phase by requiring

〈ψE ′ , 1S̃ϕE 〉 > 0. To estimate
∥∥1S̃ϕE − ψE ′

∥∥
�2(S̃)

, note that
∥∥1S̃ϕE − ψE ′

∥∥
�2(S̃)

≤ ‖1S̃ϕE − 〈ψE ′ , 1S̃ϕE 〉ψE ′ ‖�2(S̃) + 1 − 〈ψE ′ , 1S̃ϕE 〉
≤ 2‖1S̃ϕE − 〈ψE ′ , 1S̃ϕE 〉ψE ′ ‖�2(S̃) + ‖ϕE‖�2(�\S̃), (4.8)

since 〈ψE ′ , 1S̃ϕE 〉 ≥ ‖1S̃ϕE‖�2(S̃) − ‖1S̃ϕE − 〈ψE ′ , 1S̃ϕE 〉ψE ′ ‖�2(S̃). By (4.1), E ′ is
non-degenerate and at least distance 2δ from every other eigenvalue of (Hω)S̃ . Thus it
follows from (4.7) and (4.3) that

‖1S̃ϕE − 〈ψE ′ , 1S̃ϕE 〉ψE ′ ‖ ≤
√
dMe−αμ�

2δ − 2
√
dMe−αμ�

≤ √
d
M

δ
e−αμ�, (4.9)

where we have used (4.2) in the last step. Equation (4.4) follows from (4.8), (4.9), and
(4.5).

For a given sufficiently large length scale L and a region� containing a cube�L(x0)
of size L , wewill consider partitions of� into smaller cubes along a decreasing sequence
of scales, depending on L:

L1 = �β log L� and Ln = �1
4
Ln−1� for 2 ≤ n ≤ nfin. (4.10)

Here β > 0 is a constant to be chosen below and nfin = nfin(L) is the largest value of n
such that Ln ≥ Lfin,where Lfin > 1 is an (integer) length scalewhichwe take sufficiently
large, but fixed independent of � and L . In particular, we require that Lfin ≥ e and
Lfin > β log Lfin, so that L1 = β log L < L for L > Lfin. Without loss of generality,
we suppose that L ≥ exp(Lfin/β) so that L > L1 ≥ Lfin and nfin ≥ 1. Note that
Lfin ≤ Lnfin < 4Lfin and

(
1

4
)n−1β log L − 4

3
< Ln ≤ (

1

4
)n−1β log L . (4.11)

As a result, we have the estimate

1

log 4
log log L+

logβ − log(Lfin + 1
3 )

log 4
< nfin(L) ≤ 1

log 4
log log L+

logβ − log Lfin

log 4
+1.

(4.12)
In particular nfin(L) = O(log log L) as L → ∞. For future reference we note the
following

Proposition 4.1. For every ν > 0 and 1 ≤ n ≤ nfin,

e−νLn <

n∑

j=1

e−νL j <
e−νLn

1 − e−νLn
<

(
1 +

1

eνLfin − 1

)
e−νLn . (4.13)
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Fig. 3. Cubes of generation n and n + 1. Note that the neighboring cubes Qn
1 and Qn

2 do not overlap, but the
extended cubes Q̃n

1 and Q̃n
2 do

Proof. Since L j ≥ 4L j+1, we see that L j ≥ 4n− j Ln for 1 ≤ j ≤ n. Thus

n∑

j=1

e−νL j ≤
n−1∑

j=0

e−ν4 j Ln <

∞∑

j=0

e−ν4 j Ln < e−νLn

∞∑

j=0

e−3 jνLn < e−νLn

∞∑

j=0

e− jνLn ,

from which the upper bounds follow. The lower bound is clear.

We now fix a region � ⊂ Z
d and a length scale L . For each generation 1 ≤ n ≤ nfin,

let

Gn :=
{
�Ln (Lnk) ∩ � : k ∈ Z

d and �Ln (Lnk) ∩ � �= ∅
}

,

which is the set of cubes centered on LnZ
d of side length Ln which overlap � (see

Figure 3). (We shall refer to the elements of Gn as “cubes,” although those that intersect
the boundary of � consist only of a portion of a cube.)

Note that a cube Q ∈ Gn and its expansion Q̃ have volumes

#Q ≤ Ld
n and #Q̃ ≤ (2α + 1)d Ld

n , (4.14)

with equality unless the cube Q or its expansion Q̃ intersect the boundary of �. With
these definitions, we see that

(1) If Q, Q′ ∈ Gn and Q �= Q′, then Q ∩ Q′ = ∅.
(2) � =

⋃

Q∈Gn

Q.

Given a region S ⊂ �, let

Gn(S) := {
Q ∈ Gn : Q ∩ S �= ∅} .

We note that if S = �L(x) ⊂ � is a cube then we have the bounds:
(

L

Ln

)d

≤ #Gn(�L(x)) ≤
(

L

Ln
+ 2

)d

(4.15)
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Given a cube Q ∈ Gn of generation n and a realization ω of the random potential, let

Mω(Q) = max
E∈
(Q̃)

max
y∈C(ϕE )

⎛

⎝
∑

x∈Q̃
|ϕE (x)|2e2μ|x−y|

⎞

⎠

1
2

,

where 
(Q̃) = E((Hω)Q̃) ∩ IAL and ϕE is the �2-normalized eigenvector of of (Hω)Q̃
corresponding to the eigenvalue E ∈ 
(Q̃). For n ≥ 1, we say that Q ∈ Gn is ε-good
(for a given realization ω) if the following conditions are satisfied:

(1) Mω(Q) ≤ eε� 1
4 Ln�;

(2) Eq. (4.1) holds for Q̃ with δ = e− ε
2 Ln , i.e.,

max
E∈σ

(
(Hω)Q̃

)
∩IAL

tr 1
E+[−e− ε

2 Ln ,e− ε
2 Ln ][(Hω)Q̃] ≤ 1. (4.16)

Note that the exponent in (1) involves � 1
4 Ln� = Ln+1, which is the next length scale. By

a bound similar to (4.5), if Q ∈ Gn is an ε-good cube and � > 0, then

‖1{x :|x−xE |≥�}ϕE‖�2(Q̃) ≤ e−μ�+ε� 1
4 Ln� (4.17)

for any E ∈ 
(Q̃) and xE ∈ C(ϕE ). The cube Q̃ is called ε-bad (for a given realization
ω) if it is not ε-good.

By iterating Lemma 4.1, we can obtain the following:

Lemma 4.2. Let 0 < ε ≤ α
8μ, let p > 0, and let β ≥ 4

αμ
(p + d). Let [a, b] ⊂ IAL be a

compact interval with r = dist ([a, b], I cAL) > 0, let Lfin be such that Lfin > β log Lfin,

Lfin ≥ max

(

4,
8

5αμ
log 2,

8

7αμ
log

4
√
d

r

)

(4.18a)

and

sup
L≥ 1

32 Lfin

(4L + 1)
d
2 e−μL ≤ 1

8
√
d

, (4.18b)

and let L ≥ exp(Lfin/β). If � ⊂ Z
d is a region and �L(x0) ∩ � �= ∅ for some x0, then,

with probability at least 1 − (e
αμ
8 AAL)2L−p, to each eigenvalue

E ∈ 
(�L(x0)) := {E ∈ E((Hω)�) ∩ [a, b] : C(ϕE ) ∩ �L(x0) �= ∅}

are associated finite sequences (Q j
E )

mE
j=1, (ψ

j
E )

mE
j=0, and (λ

j
E )

mE
j=0 where:

(1) ψ0
E = ϕE and λ0E = E;

(2) if mE ≥ 1, then, for j = 1, . . . ,mE,
(a) the cube Q j

E is ε-good and C(ψ
j−1
E ) ∩ Q j

E �= ∅;
(b) if j ≥ 2, then Q̃ j

E ⊂ Q̃ j−1
E ;

(c) ψ
j
E is an eigenfunction of (Hω)

Q̃ j
E
with eigenvalue λ

j
E ;
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(d) we have

|λ j
E − λ

j−1
E | ≤ 2

√
d e−(αμ−ε)L j , (4.19)

and

‖ψ j
E − 1

Q̃ j
E
ψ

j−1
E ‖

�2(Q̃ j
E )

≤ 3
√
d e−(αμ−3ε)L j ; (4.20)

(3) either mE = nfin or every cube Q ∈ GmE+1 with Q ∩ C(ψ
j
E ) �= ∅ and Q̃ ⊂ Q̃mE

E is
ε-bad.

Furthermore, taking Q0
E = Q̃0

E = � and L0 = L, we have

(a) given integers0 ≤ jE ≤ mE for each E ∈
(�L(x0)), themap E �→ (Q jE , ψ
jE
E , λ jE )

is one-to-one,
(b) for any y ∈ C(ψ

mE
E ),

C(ψ
j
E ) ⊂ {x : |x − y| <

α

16
LmE } ⊂ Q̃mE

E , (4.21)

for each j = 0, . . . ,mE, and
(c) if (1 + α)ν < αμ − 4ε, then

⎛

⎜
⎝
∑

x∈Q̃ j
E

e2ν|x−y||ψ j
E (x)|2

⎞

⎟
⎠

1
2

≤
(

1 +
1 + 3

√
d

eεLmE − 1

)

e( α
8 +

ε
4 )νLmE (4.22)

for any y ∈ C(ψ
j
E ).

Remark 4.1. 1) Since Lfin ≥ 8
5αμ

log 2, Proposition 4.1 implies that

n∑

j=1

e−νL j < 2e−νLn , (4.23)

whenever ν > 5α
8 μ. 2) Using eqs. (4.19) and (4.23), we see that, for j = 1, . . . ,mE ,

|λ j
E − E | ≤

j∑

k=1

|λkE − λk−1
E | ≤ 4

√
de− 7α

8 μL j < r, (4.24)

since L j ≥ Lfin > 8
7μ log

4
√
d

r
. Thus each eigenvalue is in the localization regime,

λ
j
E ∈ IAL.

Proof. Let � = �L(x0) and 
 = 
(�L(x0)). By (A3), with probability at least
1 − A2

ALe
αμ
4 L−p, we have

max
E∈


max
y∈C(ϕE )∩�

(
∑

x∈�

|ϕE (x)|2e2μ|x−y|
) 1

2

≤ L
d+p
2 e− α

8 μ ≤ e
α
8 μL1 . (4.25)
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On the event that eq. (4.25) holds, for each E ∈ 
 wewill construct sequences (Q j
E )

mE
j=1,

(ψ
j
E )

mE
j=0, (λ

j
E )

mE
j=0 satisfying (1)–(4) as well as localization centers x j

E ∈ C(ψ
j
E ), for

j = 0, . . . ,mE , such that x
j
E ∈ Q j+1

E and

C(ψ
j+1
E ) ⊂

{
x : |x − x j

E | <
α

4
L j+1

}
, (4.26)

for j = 0, . . . ,mE − 1.
Fix E ∈ 
 and letψ0

E = ϕE , λ0E = E . For ease of notation, we take Q0
E = Q̃0

E = �.
We define the remainder of the sequence recursively. Let n ≥ 0 and suppose we have
already found (Q j

E )nj=0, (ψ
j
E )nj=0, (λ

j
E )nj=0 and (x j

E )n−1
j=0 with the desired properties. We

note that

Mn :=
⎛

⎜
⎝
∑

x∈Q̃n
E

|ψn
E (x)|2e2μ|x−xnE |

⎞

⎟
⎠

1
2

≤ e
α
8 μLn+1 ; (4.27)

for n = 0 this follows from (4.25), while, for n ≥ 1, this holds since Qn
E is ε-good

and ε ≤ α
8μ. If n = nfin or every cube Q ∈ Gn+1 with C(ψn

E ) ∩ Q �= ∅ is ε-bad, then
we choose xnE to be an arbitrary element of C(ψn

E ), set mE = n, and there is nothing
further to show. Otherwise, pick an ε-good cube Qn+1

E ∈ Gn+1 with Qn+1
E ∩ C(ψn

E ) �= ∅
and pick xnE ∈ Qn+1

E ∩ C(ψn
E ). Since Qn+1

E is ε-good, eq. (4.1) holds with δ = e−εLn+1 .
Furthermore, eq. (4.2) follows from eqs. (4.27), since

Mn ≤ e
α
8 μLn+1 ≤ e

5α
8 μLn+1

8
√
d( 5α2 Ln+1)

d/2
δe

3α
8 μLn+1 ≤ δeαμLn+1

8
√
5

<
δeαμLn+1

2
√
d

,

where we have used (4.18) and the fact that α ≥ 1
2 . Hence by Lemma 4.1, there is an

eigenfunction ψn+1
E on Q̃n+1

E with eigenvalue λn+1E such that (4.19) and (4.20) hold for
j = n + 1.

It remains to show that Q̃n+1
E ⊂ Q̃n

E and that eq. (4.26) holds for j = n. In fact eq.
(4.26) (with j = n) directly implies that Q̃n+1

E ⊂ Q̃n
E . Indeed, since xnE ∈ Qn+1

E and
xn−1
E ∈ Qn

E , we have

Q̃n+1
E ⊂ {x : |x − xnE | ≤ (1 + α)Ln+1} ⊂ {x : |x − xnE | ≤ (

1

4
+

α

4
)Ln}

⊂ {x : |x − xn−1
E | < (

1

4
+

α

2
)Ln} ⊂ {x : |x − xn−1

E | < αLn} ⊂ Q̃n
E ,

where we have noted that α ≥ 1
2 in the last step. To verify eq. (4.26) for j = n, consider

the �2-norm of ψn+1
E on the set Sc, with S = {x : |x − xnE | <

α

4
Ln+1}. By (4.20) and

(4.17), we have

‖1Scψn+1
E ‖�2(Q̃n+1

E ) ≤ ‖ψn+1
E − 1Q̃n+1

E
ψn
E‖�2(Q̃n+1

E ) + ‖1Scψn
E‖�2(Q̃n

E )

≤ 3
√
de−(αμ−3ε)Ln+1 + e−( α

4 μ−ε)Ln+1

≤ (3
√
de− α

2 μLfin + 1)e− α
8 μLn+1 .
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Thus, by (4.18) and the fact that α ≥ 1
2 ,

‖1Scψn+1
E ‖�2(Q̃n+1

E ) ≤ 3 · 2−4/5
√
d + 1

8
√
d

1

(α
2 Ln+1 + 1)d/2

<
3

8

1√
#S

(4.28)

and

‖1{|x−xnE |< 1
8 Ln+1}ψ

n+1
E ‖�2(Q̃n+1

E ) > 1 − 3

8

1√
#S

≥ 5

8
. (4.29)

For the �∞ norms, eqs. (4.28) and (4.29) imply

‖1Scψn+1
E ‖�∞(Q̃n+1

E ) <
3

8

1√
#S

<
5

8

1√
#S

< ‖1Sψn+1
E ‖�∞(Q̃n+1

E ). (4.30)

In particular C(ψn+1
E ) ⊂ S = {x : |x − xnE | < α

4 Ln+1}.
To see that maps of the form E �→ (Q jE

E , ψ
jE
E , λ

jE
E ) are one-to-one, we note that, by

eqs. (4.28), (4.20) and (4.23),

‖ψ0
E − 1

Q̃
jE
E

ψ
jE
E ‖�2(�) ≤

jE−1∑

k=0

(
‖1(Q̃k+1

E )cψ
k
E‖�2(Q̃k

E ) + ‖1(Q̃k+1
E )ψ

k
E − ψk+1

E ‖�2(Q̃k+1
E )

)

≤
mE−1∑

k= j

(
e−(αμ−ε)L j+1 + 3

√
de−(αμ−3ε)Lk+1

)

≤ (6
√
d + 2)e− 5α

8 μLmE ≤ 3
√
d + 1

4
√
d( 5α2 LmE + 1)d/2

≤ 1√
6

<
1

2
,

where we have used (4.18) and the facts that LmE ≥ Lfin ≥ 4 and α ≥ 1
2 in the last step.

Since ‖ψ0
E − ψ0

E ′ ‖�2(�) = √
2 for distinct eigenvalues E and E ′, we conclude that each

such map is one-to-one.
A similar calculation leads to eq. (4.21). Let y ∈ C(ψ

mE
E ) and set T = {x : |x − y| <

α
16 LmE }. By (4.26), |y−xmE−1

E | < α
4 LmE and thus T ⊂ {x : |x−xmE−1

E | < 5
16 LmE } ⊂

{x : |x − xmE−1
E | < 1

2 LmE } ⊂ Q̃mE
E since xmE−1

E ∈ QmE
E . For the �2 norm of ψ

j
E on

T c, we have

‖1T cψ
j
E‖

�2(Q̃ j
E )

≤
mE−1∑

k= j

(
‖1(Q̃k+1

E )cψ
k
E‖�2(Q̃k

E )

+‖1(Q̃k+1
E )ψ

k
E − ψk+1

E ‖�2(Q̃k+1
E )

)
+ ‖1T cψ

mE
E ‖

�2(Q̃
mE
E )

≤ (6
√
d + 2)e− 5α

8 μLmE + e
ε
4 LmE e− α

16μLmE

≤
(
1 + (6

√
d + 2)e− 19α

32 μLmE

)
e− α

32μLmE
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by eq. (4.28), eq. (4.20) and Prop. 4.1. Thus, by (4.18) and the fact that α ≥ 1
2 ,

‖1T cψ
j
E‖

�2(Q̃ j
E )

≤
(

1 +
3
√
d + 1

4
√
d( 19α8 LmE + 1)d/2

)
1

8
√
d

1

(α
8 LmE + 1)d/2

<
1

4

1√
#T

.

We conclude that ‖1T cψ
j
E‖

�∞(Q̃ j
E )

< ‖1Tψ
j
E‖

�∞(Q̃ j
E )
. Thus, C(ψ

j
E ) ⊂ T , which is eq.

(4.21).
Finally, to prove (4.22), let 0 ≤ j ≤ mE and let y j ∈ C(ψ

j
E ). Then, by eq. (4.21),

∥∥∥eν|•−y j |ψ j
E

∥∥∥
�2(Q̃k

E )
≤

mE−1∑

k= j

(
‖eν|•−y j |1(Q̃k+1

E )cψ
k
E‖�2(Q̃k

E )

+‖eν|•−y j |(1(Q̃k+1
E )ψ

k
E − ψk+1

E )‖�2(Q̃k+1
E )

)

+ ‖eν|•−y j |ψmE
E ‖

�2(Q̃
mE
E )

≤ e
α
8 νLmE

mE−1∑

k= j

(
‖eν|•−yk |1(Q̃k+1

E )cψ
k
E‖�2(Q̃k

E )

+ ‖eν|•−yk |(1(Q̃k+1
E )ψ

k
E − ψk+1

E )‖�2(Q̃k+1
E )

)

+ e
α
8 νLmE ‖eν|•−ymE |ψmE

E ‖
�2(Q̃

mE
E )

,

yk ∈ C(ψk
E ) for k = j + 1, · · · ,mE . Since yk ∈ Qk+1

E , we have

‖eν|•−yk |1(Q̃k+1
E )cψ

k
E‖�2(Q̃k

E ) ≤ e−(μ−ν)αLk+1Mk ≤ e−((μ−ν)α−ε)Lk+1

and

‖eν|•−yk |(1(Q̃k+1
E )ψ

k
E − ψk+1

E )‖�2(Q̃k+1
E )

≤ eν(1+α)Lk+1‖(1(Q̃k+1
E )ψ

k
E − ψk+1

E )‖�2(Q̃k+1
E ) ≤ 3

√
de−(μα−ν(1+α)−2ε)Lk+1 ,

by (4.20). Also ‖eν|•−ymE |ψmE
E ‖

�2(Q̃
mE
E )

≤ ‖eμ|•−ymE |ψmE
E ‖

�2(Q̃
mE
E )

≤ e
ε
4 LmE . It fol-

lows that

∥∥∥eν|•−y j |ψ j
E

∥∥∥
�2(Q̃k

E )
≤ e

α
8 νLmE

⎛

⎝
mE−1∑

k= j

(
e−((μ−ν)α−ε)Lk+1 + 3

√
de−(μα−ν(1+α)−3ε)Lk+1

)

+e
ε
4 LmE

)

≤ e
α
8 νLmE

(
1 + 3

√
d

e(μα−ν(1+α)−3ε)LmE − 1
+ e

ε
4 LmE

)

≤
(

1 +
1 + 3

√
d

eεLmE − 1

)

e( α
8 +

ε
4 )νLmE ,

where we have used Prop. 4.1 and the facts that (1 + α)ν < αμ − 3ε.
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Lemma 4.2 establishes an improved bound on eigenfunctions for which the iteration
proceeds to scale LmE with mE ≥ 2. To prove Theorem 2.1 we will estimate the
number of eigenfunctions for which such an improvement is possible. This will be
accomplished by using large deviation estimates to bound the number of bad boxes of
a given generation. To start we need a bound on the probability that a box of generation
n is bad.

In the arguments below, we fix parameters ε, α and β, as above. The symbol c
will be used for unspecified constants, depending on α, β, ε and the various parameters
appearing in (A1)–(A4), but independent of L and the generation n. The notation A � B
(resp. A � B) indicates A ≤ cB (resp. A ≥ cB).

Proposition 4.2. For Q ∈ Gn, we have

Pr(Q is ε − bad) � e− ε
3 Ln . (4.31)

Proof. By (A3),

Pr(Mω(Q) > eε� 1
4 Ln�) ≤ A2

AL#Qe− ε
2 Ln ≤ A2

AL L
d
ne

− ε
2 Ln . (4.32)

By (A4), we have

Pr
(
tr (1

E+[−2e− ε
2 Ln ,2e− ε

2 Ln ]((Hω)Q)) ≥ 2
)

≤ 4AM (#Q)2e−εLn ≤ 4AML2d
n e−εLn ,

for any E ∈ IAL. Since IAL is a finite union of intervals, we can find m ≤ ce
ε
2 Ln points

E1, . . . , Em ∈ IAL such that for any E ∈ IAL we have |E − E j | ≤ e− ε
2 Ln for some

j = 1, . . . ,m, and thus

tr (1
E j+[−2e− ε

2 Ln ,2e− ε
2 Ln ]((Hω)Q)) ≥ tr (1

E+[−e− ε
2 Ln ,e− ε

2 Ln ]((Hω)Q)).

Therefore

Pr
(
for some E ∈ IAL, tr (1

E+[−e− ε
2 Ln ,e− ε

2 Ln ]((Hω)Q)) ≥ 2
)

≤
m∑

j=1

Pr

(
tr (1

E j+[−2e− ε
2 Ln ,2e− ε

2 Ln ]((Hω)Q)) ≥ 2

)

≤ m · cL2d
n e−εLn ≤ cL2d

n e− ε
2 Ln . (4.33)

Eq. (4.31) follows from eqs. (4.32) and (4.33).

For a cube Q ∈ Gn , with n ≥ 1, let B(Q) denote the event that Q is ε-bad. The event
B(Q) depends only on the realization of the random potential in the cube Q̃. Two such
cubes Q̃n

k1
and Q̃n

k2
are non-overlapping whenever |k1 − k2| ≥ 2α + 1. It follows that,

for each j ∈ {0, 1, . . . , 2α}d , the events (B(Qn
k))j+k∈(2α+1)Zd are mutually independent.

By a simple extension of standard large deviation estimates for independent random
variables (see Prop. B.1), we have the following

Lemma 4.3. Let 0 < ε < 2d
β
. Then, there are γ > 0 and Lfin sufficiently large so that,

for L ≥ exp(Lfin/β), if �L(x0) ⊂ �, then

P
(
For each n = 1, . . . , nfin(L), #{Q ∈ Gn(�L(x0)) : Q is ε-good}

≥ #Gn(�L(x0))(1 − e− ε
4 Ln )

)
≥ 1 − e−Lγ

(4.34)



700 F. Klopp, J. Schenker

Proof. By taking Lfin large enough, we have, by Proposition 4.2,

Pr(B(Q)) ≤ 1

2
e− ε

4 Ln ,

for Q ∈ Gn , n = 1, . . . , nfin. By Prop. B.1, for any δ ∈ [0, 1],
P
(
#
{
Q ∈ Gn(�L(x0)) : Q is ε − bad

} ≥ #Gn(�L(x0)) (δ + P (B(Q))))

≤ exp

(
− δ2

3(2α + 1)d
#Gn(�L(x0))

)
.

Taking δ = 1
2e

− ε
4 Ln andGn =

{
#{Q ∈ Gn(�L(x0)) : Q is ε-good} ≥ #Gn(�L(x0))

(1 − e− ε
4 Ln )

}
, we have, for Lfin large enough,

P(Gn) ≥ 1 − exp
(
−cL−d

n e− ε
2 Ln Ld

)
≥ 1 − exp

(
−c

(
Ld− βε

2 /(log L)d
))

, (4.35)

where we have used (4.15) and the bound Ln ≤ L1 ≤ β log L . Note that the event whose
probability is estimated in (4.34) is Gnfin ∩ · · · ∩G1. Using eq. (4.35) for each n, we see
that

Pr(Gnfin ∩ · · · ∩ G1) ≥ 1 −
nfin∑

n=1

(1 − Pr(Gn)) ≥ 1 − nfin exp
(
−c

(
Ld− βε

2 /(log L)d
))

.

Since nfin � log log L , by (4.12), and ε < 2d/β, it follows that eq. (4.34) holds with
γ < d − βε

2 provided Lfin is large enough.

We are now ready to prove Theorem 2.1. Given � and � := �L(x0) ⊂ �, consider
the event

G� = {conclusions of Lemma (4.2) hold} ∩ Gnfin ∩ · · · ∩ G1, (4.36)

where Gn , n = 1, . . . , nfin are as in the proof of Lemma 4.3. By Lemmas 4.2 and 4.3,
we have

Pr(G�) ≥ 1 − A2
ALL

−p − e−Lγ ≥ 1 − cL−p.

For the remainder of the proof, we assume that this event occurs.
Let
 = {E ∈ [a, b]∩E((Hω)�) : C(ϕE )∩� �= ∅}.ByLemma 4.2, there is a one-to-

one map E �→ (QmE
E , ψ

mE
E ), for E ∈ 
, such that QmE

E is a good-cube, C(ϕE ) ⊂ Q̃mE
E

and the inequality (4.22) holds. From (4.22), we see that

(
∑

�

e2ν(|x−y|−�)+ |ϕE (x)|2
) 1

2

≤ 1 + e−ν�

(

1 +
1 + 3

√
d

eεLmE − 1

)

e( α
8 +

ε
4 )νLmE .

It follows that

�ν(ϕE ) ≤ (
α

8
+

ε

4
)LmE + log

(

1 +
1 + 3

√
d

eεLfin − 1

)

≤ α + 3ε

8
LmE , (4.37)
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for Lfin large enough. Thus

{E ∈ 
 : �ν(ϕE ) > �} ⊂
{
E ∈ 
 : LmE >

8

α + 3ε
�

}
,

for � ≥ α+3ε
8 Lfin.

Consider now the case that mE = n < nfin. If this holds, then by Lemma 4.2, every
cube Q ∈ Gn+1(�) such that Q ∩ C(ψ

mE
E ) �= ∅ and Q̃ ⊂ Q̃mE

E is ε-bad . Pick one such
cube, Q. From eq. (4.21), it follows that C(ϕE ) ⊂ Q̃. Thus, we have shown that

{E ∈
 : mE = n} ⊂ {E ∈ 
 : C(ϕE ) ⊂ Q̃ ⊂ Q̃n
E with Q ∈ Gn+1 an ε − bad cube.}.

For each E , let nE be the smallest integer n such that C(ϕE ) ⊂ Q̃ ⊂ Q̃n
E with Q ∈ Gn+1

an ε-bad cube. Thus

{E ∈ 
 : �ν(ϕE ) > �} ⊂
⋃

n : Ln>
8

α+3ε �

{E ∈ 
 : nE = n}.

Note that 0 ≤ nE ≤ mE . Thus, by Lemma 4.2, the map E �→ (QnE
E , ψ

nE
E ) is one-to-

one. On the event G�, the number of bad cubes of generation (n + 1) is bounded by
#Gn+1(�L(x0))e− ε

4 Ln+1 . For each such cube, there are at most (1 + 2α)d cubes Q′ ∈ Gn

such that Q̃′ ⊃ Q̃. Thus

#{E ∈ 
 : nE = n} ≤ #Gn+1(�L(x0))e
− ε

4 Ln+1 × (1 + 2α)d × Ld
n ,

where Ld
n is the number of eigenvalues for the Hamiltonian (Hω)Q restricted to a cube

of generation n. By (4.15), we see that #{E ∈ 
 : nE = n} � Lde− ε
4 Ln+1 . Thus

#{E ∈ 
 : �ν(ϕE ) > �} �
∑

Ln>
8

α+3ε �

Lde− ε
4 Ln+1 � Ld

∑

Ln>
8

α+3ε �

Lde− ε
16 Ln

� 1

exp( 1
2α+6ε �) − 1

Ld � Lde− 1
2

1
α+3ε �

byProposition 4.1, provided t ≥ α+3ε
8 Lfin. Taking into account the restrictions (1+α)ν ≤

αμ+3ε andα ≥ 1, as ε can be chosen arbitrarily small, we can pick it so that 12
1

α+3ε ≥ Cν

where Cν is defined in Theorem 2.1. This completes the proof of Theorem 2.1.

4.1. Sketch of the proof of Theorem 2.3. Let us now describe the modifications needed
to derive Theorem 2.3 for the more general model.

The first set of modifications comes from the fact that we are dealing with PDEs
rather than finite difference equations. In Lemmas 4.1 and 4.2, we use smooth cut-offs
and elliptic regularity to carry over the known decay for the eigenfunctions to their
gradient. Of course, the sub-exponential decay also worsens the estimate a bit but not
in a crucial way. Finally, we have only independence at a distance. So to obtain the
probability estimate (4.34) that is based on independence, we split our family of cubes
at each generation into 2d families of cubes such that the members of each family are
independent. This works as long as Lnfin is larger than r (from (IAD)).

The second difference comes from the fact that we replaced the Minami estimate by
the spacing estimate (SE). In the proofs of Proposition 4.2 and, thus, Lemma 4.3, this
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worsens a bit the estimate of the probability of (4.16) being satisfied (at generation n):
one obtains that this probability is now larger than 1−L2d

n (log Ln−1)
K = 1−CK L2d−K

n
where K > 0 is arbitrary; choosing K sufficiently large, the lower bound in (4.34) now
becomes 1 − CL−p

n ; we, thus, recover the conclusion of (4.36).
Finally, one can notice an additional log L factor in the probability of bad events in

Theorem 2.3 (when compared to Theorem 2.1). This additional factor is obtained to pass
from the estimate on the number of eigenfunction of a certain sup norm for fixed t to
that for arbitrary t (see (2.18)); in the case of Theorem 2.1, p can be taken arbitrary; in
Theorem 2.3, it is fixed given by the assumption (Loc).

5. The Proof of Theorem 2.2

One easily relates the onset length of an eigenvector to its sup norm and proves

Lemma 5.1. If ‖ϕ‖�2(�) = 1 and Mμ
� (ϕ; y) ≤ 2, for μ > 0 and � ≥ 0, one has

1√
2

1

(2� + 2κ + 1)d/2
≤ ‖ϕ‖∞ := sup

x∈�

|ϕ(x)|. (5.1)

where κ > 0 is such that 8e−2μκ ≤ 1

Proof. As ‖ϕ‖�2(�) = 1 and Mμ
� (ϕ; y) ≤ 2, one computes

1 =
∑

x∈�

|ϕ(x)|2 ≤ ‖ϕ‖2∞
∑

x∈�|x−y|≤�+κ

1 +
∑

x∈�
�+κ<|x−y|

e−2μ(|x−y|−�)+e2μ(|x−y|−�)+ |ϕ(x)|2

≤ (2� + 2κ + 1)d‖ϕ‖2∞ + 4e−2μκ .

Thus, one has (2� + 2κ + 1)−d ≤ 2‖ϕ‖2∞, that is, (5.1).

For localized eigenfunctions, Lemma 5.1 provides a lower bound on the onset length
in terms of the sup norm of the eigenfunction. Notice that there does not exist a reverse
bound: the onset length of an eigenfunction may be large even though its sup norm is of
order 1. Indeed, think of the two lowest eigenfunctions of a symmetric double well that
is widely spaced.

One easily relates the sup norm of an eigenvector to a bound on its gradient and
proves

Lemma 5.2. Pick � = Z
d . For ϕ ∈ �2(Zd), one has

‖ϕ‖∞ ≤ 4d‖∇ϕ‖
d

d+1
2 ‖ϕ‖

1
d+1
2 (5.2)

where
‖∇ϕ‖22 =

∑

x∈�

∑

|e|1=1

|ϕ(x + e) − ϕ(x)|2.

Proof. Pick x0 ∈ � such that |ϕ(x0)| = ‖ϕ‖∞. Thus, for v ∈ Z
d , one can write

x0 + v = x0 +
|v|1∑

k=1

(xk − xk−1) where |xk − xk−1|1 = 1 and xi �= x j if i �= j . Thus, one

has

ϕ(x0 + v) = ϕ(x0) +
|v|1∑

k=1

(ϕ(xk) − ϕ(xk−1)).
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Using Cauchy–Schwartz, this yields

|ϕ(x0 + v)| ≥ ‖ϕ‖∞ −√|v|1‖∇ϕ‖2. (5.3)

Either one has ‖ϕ‖∞ ≤ 2‖∇ϕ‖2; then, as ‖∇ϕ‖2 ≤ 2
√
d‖ϕ‖2, one has ‖ϕ‖∞ ≤

4d‖∇ϕ‖
d

d+1
2 ‖ϕ‖

1
d+1
2 . Or one has ‖ϕ‖∞ ≥ 2‖∇ϕ‖2, hence, by (5.3), for any |v|1 ≤

( ‖ϕ‖∞
‖∇ϕ‖2

)2

, one has 2|ϕ(x0 + v)| ≥ ‖ϕ‖∞. This implies

4‖ϕ‖22 =
∑

v∈Zd

|2ϕ(x0 + v)|2 ≥
∑

|v|1≤
( ‖ϕ‖∞‖∇ϕ‖2

)2
‖ϕ‖2∞ ≥ 1

d! ‖ϕ‖2∞
( ‖ϕ‖∞

‖∇ϕ‖2
)2d

Thus, one has ‖ϕ‖∞ ≤ d+1
√
2
√
d!‖∇ϕ‖

d
d+1
2 ‖ϕ‖

1
d+1
2 ≤ 4d‖∇ϕ‖

d
d+1
2 ‖ϕ‖

1
d+1
2 .

Let us complete the proof of Theorem 2.2. Pick c > 0. It is well known that for our
choice of −	, the infimum of the almost sure spectrum E− is given by E− = −2d +
ess infω0 (where (ωx )x∈Zd is the randompotential). Thus, ifϕE ∈ �2(Zd) is a normalized
eigenfunction associated to an energy E less than E− + c�−d−1, one has

‖∇ϕE‖2 ≤ ‖∇ϕE‖2 +
∑

x∈Zd

(ωx −ess infωx )|ϕE (x)|2 = 〈(Hω −E−)ϕE , ϕE 〉 ≤ c�−d−1.

Applying first Lemma 5.1 and then Lemma 5.2, we get that

2�ν(ϕE , xE ) + 2κ + 1 ≥ ‖ϕ‖−2/d∞ ≥ (4d)−
2
d ‖∇ϕE‖− 2

d+1
2 ≥ (4d)−

2
d c− 2

d+1 �.

Thus, if � ≥ max(κ, 1), picking c > 0 such that (4d)− 2
d c− 2

d+1 = 5, we get (2.14) and
complete the proof of Theorem 2.2.

6. Numerical Computation of Onset Lengths

To compute onset lengths numerically, onemust choose a particular value of the exponent
μ to work with. The choice ofμ affects the value of AAL in the SULE estimate (A3), and
thus the a priori bound on onset lengths provided by Prop. 2.1. In a concrete context, it
is important to choose μ so that this a priori bound is not too large.

As recalled in §Appendix A below, SULE estimates follow from bounds on exponen-
tially weighted eigenfunction correlators. Given an exponent ν > 0, an energy interval
I , and a finite volume �, we define the eigenfunction correlator:

C1(ν, I,�) := 1

#�

∑

x,y∈�

eν|x−y|
E

⎛

⎝
∑

E∈I∩E((Hω)�)

|ϕE (x)||ϕE (y)|
⎞

⎠ . (6.1)

In Prop. A.1 below, we show that the localization property (A3) with μ = ν
2 follows

from the bound
C1(ν, I ) := sup

�

C1(ν, I,�) < ∞, (6.2)
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with ν > 0 (which may in general depend on the interval I ).
In the context of the 1D Anderson model Hω, as considered in §3, the eigenfunctions

decay as |x | → ∞ at a rate given by the Lyapunov exponent, which can be computed
using products of transfer matrices. Specifically, for each energy E and n ∈ Zwe define
the transfer matrix:

Tn(E;ω) :=
(

λωn − E 1
1 0

)
.

The Lyapunov exponent is the limit

L(E) := lim
n→∞

1

n
log ‖Tn(E, ω) · · · T1(E, ω)‖. (6.3)

This limit is known to exist and be independent of ω for almost every ω (see [5, Chapter
9]).

Because the Lyapunov exponent quantifies the almost certain behavior of eigenfunc-
tion tails, one is tempted to imagine that C1(ν, I ) < ∞ for ν = L(I ) := infE∈I L(E).
However, on closer inspection this seems unlikely. Indeed, for any sufficiently large finite
volume �, a certain fraction of the eigenfunctions will exhibit decay with an exponent
smaller than ν, allowing the exponential weight in (6.2) to dominate for large �. Thus,
we expect C1(ν, I ) = ∞ for ν = L(I ). Indeed, known proofs of localization yield a
correlator bound of the form (6.2) with an exponent ν that is strictly less than L(I ),
e.g., ν < 1

2 L(I ) in [2, Chapter 12]. We are not aware of an estimation in the literature
of the exact exponent νc at which C1(νc, I ) diverges, nor of a precise estimate of the
divergence as ν ↑ νc.

Problem 1. For the 1D Anderson model, let νc = inf{ν : C1(ν, I ) = ∞}. Prove the
νc < L(I ) for any interval and estimate the rate of divergence of C1(ν, I ) as ν ↑ νc.

For the purposes of the numerical investigations reported here, we found it convenient
to work with the following �2, or density-density, correlator:

C2(μ, I,�) = 1

#�

∑

x,y∈�

e2μ|x−y|
E

⎛

⎝
∑

E∈I∩E((Hω)�)

|ϕE (x)|2|ϕE (y)|2
⎞

⎠ . (6.4)

Since all eigenfunctions are pointwise bounded by 1, we have the trivial bound
C2(μ, I,�) ≤ C1(2μ, I,�). In the limit μ → 0, we have

C2(0, I,�) = E (#(I ∩ E((Hω)�)))

#�
, (6.5)

which is the finite volume integrated density of states on I . Below we explain that C2
also provides an a priori bound on onset lengths (see (6.7)).

In Fig. 4b, numerical estimates of the normalized correlators C2(μ,I,�)/C2(0,I,�) for
(Hω)� with λ = 1 and � = [1, 2000] are shown for 14 energy intervals and various
values of μ. These computations were obtained by averaging results from 240 samples
of direct diagonalization of (Hω)�.2 Note that the correlator blows up to extremely large

2 Numerical computations were preformed in Matlab on Michigan State University’s High Performance
Computing Center. To accurately compute eigenfunctions with their exponential tails, we used the open
source GEM Library [4], which implements arbitrary precision linear algebra computations. We estimated
the required numerical precision using the Lyapunov exponent L(3) at the edge of the spectrum, and then
computed spectral data accurate to � L(3)

log 10 ∗2000�+5 = 810 decimal points. Logarithms of the eigenfunction

densities, log |ϕ j (x)|2, trimmed to double precision, were then used to compute correlators and onset lengths.
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(b) Normalized eigenfunction correlators C2(µ,I,Λ)/C2(µ,I,Λ) vs.
exponent μ for the energy intervals shown. The Lyapunov
exponent L(I) for each interval is indicated as a vertical line.

Fig. 4. Lyapunov Exponent, Density of States, and Correlators for an interval of length 2000 for the 1D
Anderson model with disorder λ = 1
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(a) On each energy interval with observed eigen-
values (see Fig. 4b), the exponent μ at which
C2(µ,I,Λ)/C2(0,I,Λ) = 2 is shown in blue and the ratio
µ/L(I) is plotted in red, where L(I) is the minimal Lya-
punov exponent on I.

(b) Onset length �E versus energy E for the
eigenfunctions from 240 samples (480, 000 eigen-
functions in total). Only 6, 313 (1.3% of the to-
tal) eigenfunctions have �E > 0.

Fig. 5. Exponents and onset length for eigenfunctions of the 1D Anderson model on an interval of 2000 with
disorder λ = 1

values (2256 ≈ 1077) well before μ approaches the Lyapunov exponent — observe the
log log scale on the ordinate of the plot! For reference, in Fig. 4a, numerical estimates of
the Lyapunov exponent L(E) and density of states n(E) for Hω with λ = 1 are shown.3

To compute onset lengths for each energy interval, we chose an exponent μ = μI
such that the correlator C2(μ,I,�)/C2(0,I,�) ≈ 2 (for reference the horizontal cutoff at 2 is
shown in Fig. 4b). These exponents are plotted for each of the fourteen energy intervals
from 0 to 2.8 in Fig. 5a, alongwith the ratioμ/L(I ) for each interval. In Fig. 5b, the onset
length �E for each of the 480,000 eigenfunctions is plotted against the corresponding

3 As both L(E) and n(E) are symmetric functions of the energy E , these were computed only for E ≥ 0
(values shown on the plot for E < 0 correspond to those computed for |E |). The Lyapunov exponents were
estimated at 101 evenly spaced energy points, E0 = 0, E1 = 0.03, . . ., E100 = 3, by averaging 100 samples of
1
n log ‖Tn(E j , ω) · · · T1(E j , ω)‖with n = 106. The density of stateswas estimated by counting the proportion
of eigenvalues falling in each energy interval [E j−1, E j ], j = 1, . . . , 100 for the exact diagonalization of
240 samples of (Hω)� with � = [1, 2000] (480, 000 total eigenvalues).
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(a) Cumulative distribution of onset lengths for 240
samples with λ = 1 on an interval of length 2000.
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(b) Cumulative distribution of onset lengths for 390
samples with λ = 2, 4, 8 and 16 on an interval of
length 1000.

Fig. 6. Cumulative distribution of onset lengths for eigenfunctions of the 1D Anderson model

eigenvalue. Only 6313 eigenfunctions (1.3% of the total) were found to have positive
onset length, and the maximum onset length observed was 262.

The main result of the paper is an exponential upper bound on the cumulative dis-
tribution of onset lengths. To illustrate this result, the cumulative distributions of onset
lengths for various disorder strengths are shown in Fig. 6. On the left, we have plotted
the results for the λ = 1 and � = [1, 2000]. On the right, one finds results for λ = 2,
4, 8 and 16 on the interval [1, 1000], computed by the same methods indicated above.
Notably, for each disorder strength after a sharp drop off from �E = 0 to �E = 1,
the cumulative distribution exhibits exponential decay over a range of lengths before
dropping off at the maximum attained onset length within the geometry and number of
simulations.

Based on the results presented in Fig. 6, we conjecture that the exponential upper
bound given in Theorem 2.1 is sharp, at least for the 1D Anderson model. That is, we
conjecture a lower bound of the form

lim inf
L→∞

1

Ld
#
{
E ∈ E((Hω)[1,L]) ∩ [a, b] : �ν(ϕE ; xE ) ≥ �

} ≥ Ae−C̃ν�, (6.6)

in addition to the upper bound (2.14). Note that the sharp drop-off at a maximum length
in Fig. 6 is a natural finite volume effect (in a finite volume we cannot see onset length
larger than c log L). However, the sharp drop-off from �E = 0 to �E ≥ 1 is more
puzzling and cannot be explained from our results which essentially look at large �.

Problem 2. Prove a lower bound, such as (6.6), on the cumulative distribution function
of onset lengths.

It is natural to wonder whether the observation of onset lengths as large as 262 is
consistent with the estimation that these numbers should be “of order log #� ≈ 7.6.”
However, the correlator bound C2(μ, I,�) ≤ 2 ∗ C2(0, I, λ) provides an a priori
bound on localization lengths that is consistent with this observation, as follows. From
the Markov inequality, we have with probability at least 1 − ε that

1

#�

∑

x,y∈�

e2μ|x−y| ∑

E∈I∩E((Hω)�)

|ϕE (x)|2|ϕE (y)|2 ≤ 2 ∗ C2(0, I, λ)

ε
.
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Fixing a particular energy E and taking y = xE , we see that each eigenfunction satisfies

∑

x

e2μ|x−xE ||ϕE (x)|2 ≤ 2 ∗ C2(0, I,�)#�

ε‖ϕE‖2∞
.

Following the proof of Prop. 2.1, we find that

�E ≤ 1

2μ
(log 2C2(0, I,�) + log #� − log 3ε − 2 log ‖ϕE‖∞) + 1. (6.7)

In the current context, we take ε = 1/240, as this is the smallest probability we can
resolve with 240 samples. The key point is that we expect onset lengths to be no larger
than 1

2μ(log #�− log 3ε), where we have neglected the relatively smaller terms coming
from the ‖ϕE‖∞ norm and C2(0, I,�). For #� = 2000, ε = 1/240, and μ ≈ 0.01, we
obtain a rough bound of order 600. So we should not be surprised to see onset lengths
of the size seen here.
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A. SULE Bound from Eigenfunction Correlators

In the literature, spectral localization is frequently expressed via a bound
∑

x

eν|x−y|
E (Q�(I, x, y)) ≤ A (A.1)

with constants A and ν independent of �, where Q�(I, x, y) is the eigenfunction cor-
relator of H� on I (see [2, Chapter 7]). For a finite region �,

Q�(I, x, y) =
∑

E∈I∩σ((Hω)�)

|ϕE (x)||ϕE (y)|,

whereϕE is the normalized eigenvector corresponding to eigenvalue E . For the operators
considered here, the spectrum is known to be almost surely simple [16,21]; for operators
with degenerate spectrum the term |ϕE (x)||ϕE (y)| should be replaced by |〈δx , PEδy〉|,
with PE the corresponding eigen-projection. For an infinite region, one may replace this
definition with

Q�(I, x, y) = sup
f

| f ((Hω)�)(x, y)| ,

where the supremum is taken over Borel measurable functions f with support in I and
| f (x)| ≤ 1 everywhere. A posteriori, one concludes from (A.1) that (Hω)� has pure
point spectrum in I (almost surely), and (since the spectrum is simple) that

Q�(I, x, y) =
∑

E∈I∩E((Hω)�))

|ϕE (x)||ϕE (y)|. (A.2)
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We now recall the derivation of a SULE estimate of the form (A3) from spectral local-
ization (A.1).

Proposition A.1. Let (Hω)� be a random operator on a region� ⊂ Z
d such that (Hω)�

has simple, pure-point spectrum in I almost surely and (A.1) holds and let ε > 0. If
S ⊂ � is a finite set, then, with probability greater than 1 − ε, every eigenvector ϕE of
(Hω)� with eigenvalue E ∈ I and C(ϕE ) ∩ S �= ∅ satisfies

(
∑

x∈�

eν|x−y||ϕE (x)|2
) 1

2

≤ A

(
#S

ε

) 1
2

(A.3)

for any y ∈ C(ϕE ) ∩ S. In particular, (2.5) holds with AAL = A and μ = ν
2 .

Proof. From (A.1), it follows that

E

⎛

⎝
∑

y∈S

∑

x∈�

Q�(I, x, y)eν|x−y|
⎞

⎠ ≤ A#S.

By Markov’s inequality, with probability ≥ 1 − ε, we have
∑

y∈S

∑

x∈�

Q�(I, x, y)eν|x−y| ≤ A
#S

ε

from which we conclude, using (A.2), that
∑

x∈�

eν|x−y||ϕE (x)||ϕE (y)| ≤ A
#S

ε

for every eigenvalue E ∈ E(H�) and each y ∈ S. If C(ϕE ) ∩ S �= ∅, then taking
y ∈ C(ϕE ) ∩ S, we have

∑

x∈�

eν|x−y||ϕE (x)|‖ϕE‖∞ ≤ A
#S

ε
.

Since |ϕE (x)| ≤ ‖ϕ‖∞ for every x , we conclude that
∑

x∈�

eν|x−y||ϕE (x)|2 ≤ A
#S

ε
.

Taking the square root yields (A.3).

B. A Large Deviation Principle

Proposition B.1. Let X1, . . . , XN be identically distributed random variables with

Pr[X j = 1] = p and Pr[X j = 0] = 1 − p.

Suppose there is a partition of {1, . . . , N } into K -disjoint subsets S1, . . . , SK such that,
for each j = 1, . . . , K, the variables (Xm)m∈S j are mutually independent. Then for any
α ≥ 1,

Pr

[
N∑

m=1

Xm > N (p + δ)

]

≤ exp

(
− δ2

3K
N

)
. (B.1)
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Proof. Let Z(t) = E[et
∑

m Xm ].ByHölder’s inequality and the assumption that (Xm)m∈S j
are mutually independent,

Z(t) = E

⎡

⎣
K∏

j=1

e
t
∑

m∈S j Xm

⎤

⎦ ≤
K∏

j=1

(
E

[
e
K t

∑
m∈S j Xm

])1/K

=
(
1 + p(eK t − 1)

)N/K ≤ eNp(eK t−1)/K .

It follows that

Pr

[
N∑

m=1

Xm > N (p + δ)

]

≤ Z(t)e−N (p+δ)t ≤ e
N
(
p eK t−1

K −(p+δ)t
)

≤ e
N
(
eK t−1

K −(1+δ)t
)

,

where in the last step we have used that eK t − 1 − Kt ≥ 0. Optimizing over t yields

Pr

[
N∑

m=1

Xm > N (p + δ)

]

≤ e
N
K (δ−(1+δ) log(1+δ)).

Finally, eq. (B.1) follows since (1 + δ) log(1 + δ) − δ ≥ δ2/3 for 0 ≤ δ ≤ 1.
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