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Topological phase in magnetic materials yields a quantized contribution to the Hall effect known as the
topological Hall effect, which is often caused by skyrmions, with each skyrmion creating a magnetic flux
quantum ±h/e. The control and understanding of topological properties in nanostructured materials is the subject
of immense interest for both fundamental science and technological applications, especially in spintronics. In
this work, the electron-transport properties and spin structure of exchange-coupled cobalt nanoparticles with
an average particle size of 13.7 nm are studied experimentally and theoretically. Magnetic and Hall-effect
measurements identify topological phase transitions in the exchange-coupled cobalt nanoparticles and were used
to discover a qualitatively new type of hysteresis in the topological Hall effect—namely, Berry-phase hysteresis.
Micromagnetic simulations reveal the origin of the topological Hall effect—namely, the chiral domains, with
domain-wall chirality quantified by an integer skyrmion number. These spin structures are different from the
skyrmions formed due to Dzyaloshinskii–Moriya interactions in B20 crystals and multilayered thin films, and
caused by cooperative magnetization reversal in the exchange-coupled cobalt nanoparticles. An analytical model
is developed to explain the underlying physics of Berry-phase hysteresis, which is strikingly different from the
iconic magnetic hysteresis and constitutes one aspect of 21st-century reshaping of our view on nature at the
borderline of physics, chemistry, mathematics, and materials science.
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I. INTRODUCTION

Topological phase transitions (TPTs) permeate areas such
as superfluid and superconductors [1,2], basic quantum
mechanics [3,4], fractional quantum Hall effects [5], and
topological insulators [6], and therefore have gained sig-
nificant interest in both science and technology. TPTs are
very different from ordinary Landau-type phase transitions
[4,7–9]. Rather than involving symmetry breaking and order-
parameter changes, they are characterized by changes in
topological numbers. For example, coffee cups have one hole,
located in the handle, and are therefore characterized by the
topological number (Euler genus) g = 1. A flat pancake has
no holes (g = 0), so that the piercing of a number of holes
into a pancake is a trivial example of a TPT.

Topological phase transition is in contrast to magnetic
hysteresis, which is based on a phase transition between an
ordered low temperature and a disordered high temperature
[1–6,10–12]. An intriguing aspect of magnetic hysteresis is
its relation to magnetic phase transitions. Figures 1(a) and
1(b) compares the atomic-scale origin of ferromagnetism with
the nanoscale or “micromagnetic” origin of hysteresis. When
a ferromagnet is cooled below the Curie temperature Tc, it
develops a spontaneous magnetization Ms [Fig. 1(a)]. This
process is a Landau-type phase transition, defined as a singu-
lar change of a local-order parameter (M) due to spontaneous
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symmetry breaking. The ordered phase has the character of
a k = 0 Goldstone mode, which has a magnetization that can
point in any direction [Fig. 1(a)]. This degeneracy is removed
by symmetry-violating terms in the Hamiltonian, such as
magnetic anisotropy [13].

Magnetic hysteresis, Fig. 1(b), is on top of the Landau
transition [Fig. 1(a)]. When a magnetic material is subjected to
an external field H , then its magnetization M(H ) is generally
not single-valued, but splits into ascending and descend-
ing branches. A well-known example is small nanoparticles
of volume V and anisotropy energy K1V sin2θ in a mag-
netic field H = Hz. The color coding throughout this article
is Mz(r) = +Ms (red), Mz(r) = –Ms(blue), and intermediate
(yellow). For positive K1, θ = 0 (red) and θ = 180◦ (blue)
are energetically favorable, but separated by an energy bar-
rier K1V (θ = 90◦). This energy barrier needs some external
field to be overcome and is therefore the reason for the
hysteresis.

While topology has a long history, the idea of topological
phase transition goes back to the Lifshitz transition [4,7].
Figure 1(c) shows the k-space meaning of the Lifshitz tran-
sition in metals. Itinerant electrons fill the available electron
states until the Fermi level is reached. The occupancy at
the Fermi level (gray) depends on the number of electrons,
and there are several scenarios that change the topological
quantum number Q, such as external mechanical pressure
and chemical addition of electrons. Each Fermi-surface region
(gray) yields an integer contribution to Q, regardless of the
size and shape of the pocket. Topological concepts are now
applied to many areas of physics, from skyrmions [7,8,15–20]
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FIG. 1. Phase transitions: (a) Curie transition (magnetic Landau
transition), (b) magnetic hysteresis, (c) Lifshitz transition in metal,
and (d–i) topological phase transitions in a magnetic thin film with
perpendicular anisotropy. In (c), the gray areas denote the k-space
region occupied by electrons at the Fermi level. In (d–i), red and
blue regions indicate positive (↑) and negative (↓) magnetizations
with respect to the film plane. Topological phase transitions are char-
acterized by topological numbers Q. The topological protection in
the micromagnetic case is experimentally established—for example,
through the “blowing” of skyrmions [14–16].

to topological insulators and other quantum materials [21–30],
all of them fascinating research topics in their own rights.

Figures 1(d)–1(i) shows the magnetic analog of the Lif-
shitz transition in a thin film. The field H is perpendicular
to the film and affects ↑ (red) and ↓ (blue) regions separated
by domain walls (yellow). The underlying micromagnetism
is very similar to that of magnetic skyrmions [31–36] and
to XY-model transitions [8]. When an electrical current
flows through the film, then the spins of the conduction
electrons exchange interact with the local magnetization
M(r) and become, in general, noncoplanar noncollinear. This
noncollinearity creates a Berry curvature [5], an emergent
magnetic field, and subsequently a Hall-effect contribution
known as the topological Hall effect (THE) [5,33]. These
effects are proportional to the skyrmion density [31,33,37,38],

� = 1

4π
m ·

(
∂m
∂x

× ∂m
∂y

)
, (1)

where m = M(r)/Ms is the normalized magnetization and
the xy-plane is the film plane. The emergent magnetic flux
that corresponds to the THE is equal to Q h/e, where Q =
∫ � dxdy is the skyrmion number and h/e is the magnetic flux
quantum. In granular thin films, such as the one considered
here, there are also nonzero derivatives ∂m/∂z. By virtue

of measurement geometry, ∂m/∂z does not contribute to the
THE [33], but it is one source of noise [39]. The skyrmion
density is nonzero for spins m(r) that are both noncollinear
and noncoplanar, and Eq. (1) is actually a continuum version
of the triple product or spin chirality χs = mi · (m j×mk ),
where mi = m(Ri ) describes the atomic spins that cause the
conduction electrons to develop their Berry phase.

Much of the fascination with topological phase transi-
tions originates from the great simplicity of the mathematics
conveyed by Eq. (1), which is summarized in Supplemental
Material SA [40]. In skyrmionic structures such as those of
Figs. 1(d)–1(i), the spins inside the red and blue regions are
parallel (m = ±ez ), so that ∂m/∂x, ∂m/∂y, and � are zero.
The integral over � therefore reduces to an integral over the
yellow domain-boundary regions in Figs. 1(d)–1(i). It can be
shown that

Q = 1

2π

∮
k.dl, (2)

where κ is the curvature of the region’s yellow boundary, and
the integral in Eq. (2) has the value 2π [41]. This integral
is equal to ±1 for any area enclosed by a single yellow
boundary [41]. While Eq. (2) is valid for arbitrary domain
shapes, it requires domain walls free of internal singularities
such as Bloch lines [33,42]. Mathematically, M(r) is a fiber
bundle [43] on the base space r and therefore is locally flat
but globally nontrivial [44]. In fact, Figs. 1(d)–1(i) provides
a simple example of a bulk-boundary equivalence, a feature
that forms a cornerstone of topological physics [22]. The sign
of Q depends on the vorticity [45] of the spin structure—that
is, on whether the region enclosed by the yellow boundary is
red (Q = +1) or blue (Q = –1). In particular, Q is indepen-
dent of the clockwise or counterclockwise chirality of Bloch
walls in the yellow region (Supplemental Material Figs. S1
and S2 [40]).

As discussed earlier, TPTs do not increase or decrease
order parameters, but consist of changes in topological num-
bers. This leads to the question of whether such transitions
lead to hysteretic features beyond magnetic hysteresis. This
hysteresis was not recognized in earlier research, because
available systems had micron-size features, rather than
nanoscale feature sizes, which makes it very difficult to de-
tect the Berry curvature in Hall-effect measurements. In this
work, we have fabricated exchange-coupled cobalt nanopar-
ticle films having a much smaller average size of about 13.7
nm, and show topological phase transitions and Berry phase
hysteresis using experiments. The experimental results and the
underlying physics are also explained using micromagnetic
simulations and an analytical model.

II. EXPERIMENTAL AND COMPUTATIONAL METHODS

An inert gas condensation-type, cluster deposition method,
schematically shown in Supplement Material Fig. S3(a) in
Supplemental Material SB [40], is described elsewhere [46].
First, cobalt nanoparticles were produced by dc magnetron
sputtering using a mixture of argon and helium with a power
of 200 W in a gas aggregation chamber. After the formation,
the nanoparticles were extracted toward the deposition cham-
ber and deposited as a dense film on a silicon (100) substrate
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having a Hall bar. The base pressure of the gas aggregation
chamber was 6×10−8 Torr and the respective argon and he-
lium flow rates were maintained at 400 and 100 SCCM (cubic
centimeter per minute at STP), respectively. The pressure
in the cluster formation chamber during the deposition was
0.7 Torr.

The cobalt nanoparticles were deposited with a low cover-
age density on a thin carbon film supported by copper grids
for transmission electron microscopy measurements using
an FEI Tecnai Osiris scanning transmission electron micro-
scope. For magnetic and electron-transport measurements,
the cluster-deposited nanoparticles were deposited for an ex-
tended time as a dense film, as discussed in our previous
work [46,47]. The previous measurements were performed us-
ing a superconducting quantum interference device (SQUID)
and physical property measurement system (PPMS), respec-
tively. A schematic of a dense nanoparticle film is shown in
Supplemental Material Fig S3(d) [40], and therefore they are
exchange-coupled and conducting. The thickness of the cobalt
nanoparticle film is about 270 nm. The conduction channels
for the Hall contacts were fabricated before depositing the
cobalt nanoparticles, as described in Ref. [46]. To prevent
oxidation upon exposure to air, the cobalt nanoparticle film
was capped with a SiO2 layer of about a 10-nm thickness
immediately after deposition, using radio frequency (RF)
magnetron sputtering. The SiO2 cap layer is thinner (about
10 nm) compared to the cobalt nanoparticle film (about 270
nm thick) and is also diamagnetic. Therefore, the film–SiO2

interface is not expected to affect the magnetic and transport
properties of the cobalt nanoparticle films. The particles have
an average size of 13.7 nm with a narrow size distribution
[see Supplemental Material Fig. S3(b) and S3(c) [40]] and
crystallize in the hcp structure, as shown in Supplemental
Material Fig. S4 [40]. A commercial atomic force microscope
(AFM)/magnetic force microscope (MFM) (Atto AFM/MFM
Ixs; Attocube Systems) was used to map the topography
and magnetic images at 200 K. During the measurement,
magnetic force microscopy was performed in constant height
mode (single pass) with the PPP-MFMR tip from NANOSEN-
SORS. The lift height is 250 nm and the scan speed is
5 μm/s.

To model the magnetic and Berry-phase hysteresis numer-
ically, we have performed micromagnetic simulations using
ubermag supported by OOMMF [48,49]. We have numeri-
cally extracted skyrmion number Q from the spin structure.
A densely packed film of 1000 cobalt nanoparticles has been
considered. The cobalt particles have sizes of about 13.7 nm,
and the total size of the simulated system, shown in Supple-
mental Material Fig. S10 [40], is 240 nm×240 nm×60 nm.
We have used a computational cell size of 1.8 nm, which is
well below the exchange length lex [12]; a coherence radius
of 5.099 lex of cobalt (10 nm) [12]; the domain-wall width
(14 nm) of cobalt [12]; and the current particle size. This cell
size ensures a reasonable real-space resolution of M(r).

Aside from the numerical cell size, our continuum ap-
proach is valid on length scales much larger than the Co-Co
interatomic distance of 0.25 nm. This makes it possible to
consider the thin film as a fiber bundle M(r) with the base
space r, allowing us to define quantities such as the boundary

curvature κ . A refined atomistic analysis, not considered here,
would yield corrections due to the discrete nature of the atoms
at the particle’s surfaces and near contact points (see, e.g., Sec.
4.5 in Ref. [12]). In particular, the crystal structure of cobalt
is inversion symmetric, so there are no bulk Dzyaloshinskii–
Moriya interactions (DMIs). Corrections to the magnetization
angles caused by the DMI of surface atoms are likely but
probably very small. Note that the cobalt nanoparticles exhibit
nanoscale inversion symmetry, as contrasted, for example, to
the magnetism of Co/Pt bilayers [27].

The cluster deposition method yields isotropic nanopar-
ticles with random grain orientation and therefore a
random orientation of the easy magnetization axes n of
the hcp cobalt particles, obeying 〈nx〉 = 〈ny〉 = 〈nz〉 = 0 and
〈n2〉 = 1. This randomness in simulations, clearly visible in
Supplemental Material Fig. S10(b) [40], was implemented by
using Python np.random.uniform [49]. The particles touch
each other, as shown in Supplemental Material Fig. S3(d)
[40], so that the exchange stiffness A near the contact points
is the same as in bulk cobalt.

Temperature-dependent micromagnetic effects are in-
cluded in the lowest order—that is, by considering the
intrinsic materials parameters Ms, K1, and A as temper-
ature dependent. This approach accounts for the atomic
spin disorder outlined in Fig. 1(a). Other finite-temperature
corrections—caused, for example, by magnetic viscosity
[12]—have been ignored. In our simulations, we have taken
values of Ms = 1300 kA/m, K1 = 0.58 MJ/m3, and A =
10.3 pJ/m [12].

III. RESULTS AND DISCUSSION

Transmission electron microscopy and the correspond-
ing particle-size histogram show an average particle size of
13.7 nm with a standard deviation σ/d ≈ 0.15 [Supplemental
Material Fig. S3(b) and S3(c) [40]] for the cobalt nanopar-
ticles. We have conducted magnetic, electron-transport, and
Hall-effect measurements at temperatures from 10 K to 300 K
for the dense cobalt nanoparticle films, as schematically
shown in Supplemental Material Fig. S3(d) [40]. The mag-
netic hysteresis loops are shown in Supplemental Material
Fig. S5 [40], and the measured coercivities are 0.18 T at 10 K
and 0.04 T at 300 K.

Figure 2 compares the experimental data on a cobalt
nanoparticle thin film [Fig. 2(a)] with numerical predictions
[Fig. 2(b)]. The THE was extracted from Hall-effect mea-
surements (Supplemental Material Fig. S6 [40]), as explained
in Supplemental Material SB [40]. We see that the Berry-
phase hysteresis loops (colored) look qualitatively different
from the magnetic hysteresis loops (black), and that they
are much broader than the magnetic ones. Figure 2(a) and
2(b) also shows that Berry-phase hysteresis loops contain
more features than magnetic hysteresis loops. There are both
mathematical and physical explanations for these differences.
Mathematically, Eq. (1) contains derivatives, which amounts
to a numerical amplification of details. Physically, Berry-
phase hysteresis loops exhibit a more complicated dependence
on the spin structure, because � is more complicated than m.
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FIG. 2. Magnetic hysteresis, Berry-phase hysteresis, and spin
structure: (a) experiment, (b) simulation, and (c) simulated spin
structure in a field of −0.7 T. In (b), Q is the number of skyrmions
per unit area (240 nm×240 nm×60 nm), and m is the normalized
magnetization, Mz/Ms. The origin of the topological Hall effect
due to spin texture—namely, the noncoplanar spin structure—is
visible in (c).

Magnetization reversal in a thin film of nanoparticle mag-
nets is strongly real-structure dependent, which affects the
magnetic [12,50,51] and, especially, Berry-phase hysteresis
loops. There is an intricate balance among an interatomic
exchange, magnetocrystalline anisotropy, and magnetostatic
interactions, which results in spin structures such as that
in Fig. 2(c) at some specific magnetic field. While the real
structure leads to loop deformation, it does not affect the key
feature of Figs. 1(d–1(i)—namely, red (or blue) regions in a
blue (or red) background. This embedding is the origin of
the THE. Note that the longitudinal resistivity of the cobalt
nanoparticle thin film slightly increases with temperature,
from 0.26 μ	 m at 10 K to 0.32 μ	 m at 300 K (Supplemen-
tal Material Fig. S7 [40]). This shows that the film is metallic
and that the cobalt nanoparticles touch each other. This metal-
lic contact is necessary to ensure exchange coupling between
the nanoparticles and a noncollinear spin structure like that in
Fig. 2(c).

Figures 3(a) and 3(b) illustrates the mathematical effect; by
comparing the M(H ) curve (black) with its field derivative, the
micromagnetic susceptibility χ = dM/dH (purple). While
the experimental and theoretical M(H ) curves [Figs. 3(a)
and 3(b), respectively] look similar, the derivative greatly
enhances the differences. In the present system, the suscep-
tibility peaks are due to Barkhausen jumps [50,52], which
are strongly real-structure dependent. A schematic example
of a Barkhausen jump is a fictitious transition from Figs. 1(d)
to 1(f). These transition changes enhance the red area, and
therefore the magnetization in a jump-like fashion. In fact,
there are two types of Barkhausen jumps, which have not yet
been distinguished in the literature. When the field changes
the domain size and shape only, then Q remains constant,

FIG. 3. Real structure and temperature effects: (a) experimen-
tal magnetization and susceptibility, (b) simulated magnetization
and susceptibility, (c) the real-structure origin of the Berry-phase
hysteresis, and (d) Berry-phase hysteresis at 10 K and 300 K. The
susceptibility peaks in (a) and (b) reflect Barkhausen jumps and are
strongly real-structure dependent.

but the Barkhausen-induced creation or merger of domains
changes Q like the transition from Figs. 1(f) to 1(g).

Physically, the topological Hall signal critically depends
on details of the magnetization process. Figure 3(c) outlines
the situation in the present system by showing how the red
and blue areas evolve in a magnetic field. In strongly negative
fields, the magnetization is ↓ (blue) everywhere, but with in-
creasing field, the magnetization starts to become noncoplanar
noncollinear, and Eq. (1) yields a nonzero skyrmion density.
The red regions grow and finally coalesce. This coalescence
does not change the magnetization very much, but yields a
drastic change in Q: red regions in a blue background become
blue regions in a red background, which causes the sign of
Q to switch. Since are investigating inhomogeneous nanopar-
ticle thin film, the switching patterns exhibit considerable
randomness [Fig. 3(c)], but this does not affect the overall
topological picture.

The magnetization and magnetization reversal in the
exchange-coupled cobalt nanoparticle film can be explained
using the magnetization reversal process, as schematically
shown in Supplemental Material Fig. S15 [40]. A key
question is whether the reversal is noncooperative, as in
Supplemental Material Figure S15(a) [40], compared to a
cooperative reversal in Supplemental Material Figure S15(b)
[40]. It is known that noncooperative reversal dominates in
systems with broad switching-field distributions (small val-
ues of dM/dH), whereas narrow switching field distributions
(large values of dM/dH) favor cooperative reversal [12].
The underlying physical mechanism is that the interatomic
exchange proportional to A/R2, where A is the exchange stiff-
ness, competes against the anisotropy of strength K1. For very
small particles, as well as in very soft magnets (small K1), the
exchange dominates and the reversal is cooperative. Elemental
cobalt is a prototypical semihard magnet and its particle size
is fairly small, so we are in an intermediate regime closer
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to cooperative reversal [Supplemental Material Fig. S15(b)
[40]] than to noncooperative reversal [Supplement Material
Fig. S15(a) [40]]. The sizes of the cooperative blocks are
random, and some of the blocks are fairly large. The switching
of such big blocks has the character of Barkhausen jumps.

Another intriguing aspect is an increase in the topological
Hall effect with increasing temperature. As mentioned ear-
lier, the cobalt nanoparticles are exchanged coupled, which
exhibit cooperative magnetization reversal and subsequently
gives rise to the chiral domains with chiral-domain walls, i.e.,
yellow boundary enclosing the region with uniform magneti-
zation (Supplemental Material Fig. S1 [40]). As temperature
increases, the exchange stiffness constant decreases in cobalt
(see Supplemental Material [40] for the calculation of ex-
change stiffness in cobalt nanoparticles and Refs. [53–55] for
more details). Second, at elevated temperatures, the reversal
is not only accompanied by nucleation, but also by the ther-
mal fluctuation of spins—i.e., the probability of flipping of
spins increases as temperature increases because of a small
increase in thermal energy (Ref. [55], Ch. 6). These two
factors cause the magnetization reversal easier and lead to
an increase in the number of individual domains with the
noncoplanar spin structures. Therefore, an increase in temper-
ature is expected to increase the intensity of the topological
Hall effect as observed in the case of exchange-coupled cobalt
nanoparticle film. This feature, linked to the high Curie tem-
perature of cobalt, is an advantage because the noncoplanar
spin texture with finite skyrmion number caused by B20
Dzyaloshinskii–Moriya interactions requires considerable ef-
fort at high temperatures [38]. It is worth noting that the
chiral domains reported in this study are only quantified in
terms of skyrmion numbers and are not traditional skyrmions
caused by DMIs in B20-type materials and interfacial DMIs
in multilayered thin films.

It is worth noting that anomalies in the Hall effect may
also arise from two or multichannel Hall effects [56–58].
However, the two-channel Hall effect discussed in [56–58]
can be ruled out in the exchange-coupled cobalt nanoparticle
film. First, the two-channel Hall effect in the heterostruc-
tures discussed in Ref. [57] is solely due to the presence
of the heavy-metal platinum layer, which causes the spin
Hall effect, and also an anomalous Hall effect due to
proximity-induced magnetization. These effects are not ex-
pected in homogeneous cobalt nanoparticle films. Second,
inhomogeneous systems with the presence of a secondary
magnetic phase often show bimodal switching field distribu-
tions in magnetization data [e.g., Fig. 4(d) in Refs. [56] and
[59]] and subsequently yield the two-channel Hall effect. This
bimodal two-channel effect generally arises in systems with
combinations of hard and soft phases, which will not give
narrow switching-field distribution, as discussed in Ref. [12].
In contrast, our cobalt nanoparticle film does not show any
bimodal switching field distributions in the magnetization data
[Fig. 2(a) and Supplemental Material Fig. S5 [40]]. Finally, in
the case of manganese-doped Bi2Se3 discussed in Ref. [58],
the two-channel Hall effect is caused by different magneti-
zation contributions from bulk and surface, which is not the
case in the exchange-coupled cobalt nanoparticle films. With
all physical origins that cause the two-channel Hall effect
[56–58] ruled out in the exchange-coupled cobalt nanoparticle

films, the anomalies observed in the Hall data are solely due
to the topological Hall effect.

We also measured the change of magnetic domains of the
cobalt nanoparticle film by MFM (see Fig. 4) and the corre-
sponding AFM topography images at room temperature [40].
As discussed earlier, the exchange-coupled nanoparticles in-
volve in cooperative magnetization reversal, and the reversed
magnetic domains expand with increasing the magnetic field.
This is seen from the phase images of MFM, which show that
the individual magnetic domains with closed domain walls
appear at around 0.04 T, and their size increases as the mag-
netic field increases. Our electron-transport data show that the
THE has a maximum value in the region −0.02 T to 0.02 T.
MFM images also shows a comparatively large number of
smaller magnetic bubbles around this field region. Note that
the bigger magnetic domains may still contain several small
domains in the field region −0.02 T to 0.02 T, which could
not be visualized due to the low resolution of MFM.

In the MFM images, the positive (negative) phase shift cor-
responds to the repulsive (attractive) force between the tip and
magnetic stray field. When the sample is fully magnetized at a
saturated field, the parallel alignment of the magnetic moment
for the sample and tip should contribute to the negative phase.
However, under lift mode, the severe change of surface rough-
ness may perturb the phase signal, and there exist areas with
a positive phase (the yellow region in the uneven surface) that
persist even under 5 T. However, in a relatively flat area, the
closed magnetic domains with negative phase signals undergo
field-driven expanding and subsequent coalescence. Our AFM
and MFM images (Fig. 4 and Supplemental Material Figs. S13
and S14 [40]) show that the region in which the field gradient
disappear is almost even, while the region where the field
gradient does not change has an uneven surface.

Magnetic hysteresis loops are typically plotted by showing
the magnetization M as a function of the magnetic field H .
Figures 2 and 3 show that this is also possible for Berry-phase
hysteresis. However, such plots convolute magnetic and topo-
logical properties, because the field generally changes both M
and its gradient ∇M. To remove this field effect, we introduce
a new plot showing Q as a function of m = M/Ms (Fig. 5). In
this parametric Q−M plot, each field corresponds to one point
in Q−M space, but this field is not shown explicitly unless
each point of the curve is explicitly labeled by its field value.

The Q−M plot provides not only an entirely new view
of Berry-phase hysteresis, but also simplifies the analysis. In
particular, m = –1 and m = +1 correspond to homogeneous
magnetization states, so that Q (m = ±1) = 0. Berry-phase
hysteresis occurs for intermediate values of m, and Fig. 5(a)
shows that this hysteresis is accompanied by a topological re-
manence Qo. Approximating the Q(m) by a cubic polynomial
[61] yields

Q = (Qo + Q1m)(1–m2). (3)

A cubic polynomial contains four parameters, but only two
of them—namely, Qo and the magnitude parameter Q1—are
adjustable. The remaining two parameters are implicitly fixed
by the boundary conditions at m = ±1. While Eq. (3) is a
rather crude approximation, it works surprisingly well for
the present system, as evidenced by the comparison with the
experiment in Fig. 5(b).
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FIG. 4. MFM image and magnetization reversal: MFM image of magnetization reversal in a region with an even surface (blue region).
The magnetization reversal starts randomly making domains at a field of 0.06 T, and these domains expand as the field is increased, and
finally, coalescence of the domain occurs at a high field. Note that not only do we have topological Hall effect contributions due to magnetic
domains, but also we have topological Hall effect contributions due to chiral spin inhomogeneity, and imaging of these chiral spins texture is
difficult [47,60].

Figures 5(c)–5(g) shows how the Berry-phase hysteresis
evolves in a simple, exactly solvable model. Circular red
domains are arranged on a triangular lattice [Fig. 5(c)] and
grow in the external field [Fig. 5(c)]. At the phase transition
point, the domains touch and start to overlap, so that the back-

FIG. 5. Analytical modeling of Berry-phase hysteresis: (a) most
general cubic plot of skyrmion number Q as a function of magne-
tization, (b) experimental Q−M plot, (c) and (d) topological phase
transition in a simple circular-domain model, (e) and (f) topologically
equivalent version of the same model, and (g) Berry-phase hysteresis
loop for the model of (c) and (d). The transitions from (c) to (d)
and from (e) to (f) are triggered by a magnetic field increase and
are accompanied by an incremental magnetization increase only. In
(g), the transition occurs at a fairly high value of Mz = ±0.814 Ms.
At Mz = ±Ms, Q jumps to zero, because the residual domains are
annihilated at saturation. The light-blue and light-red areas in (g) are
a duality effect caused by the triangular skyrmion lattice assumed
in (a) and (b). As in other parts of this work, m is the normalized
magnetization (m = Mz/Ms).

ground changes from blue to red and the THE changes sign.
Figure 5(g) shows the Q−M plot for the model of Figs. 5(c)
and 5(d). The transition is triggered by an external magnetic
field, but near the transition point there is only a trivially
small magnetization change. We also note that the transition
[Figs. 5(c) and 5(d)] occurs at a point where most of the area is
red (↑) already, at a magnetization of π/

√
3−1 ≈ 0.814 Ms.

This is the reason for the striking width of the green topologi-
cal hysteresis loop in Fig. 5(g).

The light-blue and light-red areas in Fig. 5(g) are model
specific and are related to the duality of the assumed skyrmion
lattice. Figures 5(c) and 5(d) corresponds to triangular and
honeycomb lattices, respectively, which are dual but have
different numbers of sites per honeycomb unit cell (three
and six). By comparison, square lattices are self-dual, which
causes the bright areas to disappear. In the light of this
model analysis, the difference between the red/blue curves
in Figs. 2(a) and 2(b) is not surprising, but a comprehensive
explanation of the duality effect is a challenge to future math-
ematical and physical research. The domain structures with
domain-wall chirality of Figs. 5(e) and 5(f) are topologically
but not micromagnetically equivalent to Figs. 5(c) and 5(d),
and yield a real–structure-dependent smoothing of the rectan-
gular loop parts in Fig. 5(g).

It is interesting to note that domain structures like those
in Figs. 1 and 5 have been around for decades [50,62], as it
has the recognition of features such as domain-wall chiral-
ity [62,63]. However, at that time, neither the Berry phase
nor the topological Hall effect was widely aware [5,32,37].
Furthermore, the initial research focused on bubble domains
of fairly large sizes L, typically micron size. Each reverse
domain contributes one flux quantum to the THE, so that the
net effect scales a 1/L2. Even today, such small effects are
nontrivial to detect without the help of DMIs [17], and this is
the main reason for our consideration of cobalt nanoparticle
thin films, where L is a few 10 nm.

Future applications of Berry-phase hysteresis in spin elec-
tronics and beyond [64–66] are difficult to judge. The low
skyrmion mobility in the present nanoparticle system will
probably prevent applications such as racetrack memories
[64], but three arguments speak in favor of the potential
technological usefulness of Berry-phase hysteresis. First, the
small feature size addresses miniaturization requirements
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in spin electronics. Second, cobalt has a very high Curie
temperature, which facilitates the measurement and practical
exploitation of its THE. In fact, Fig. 3(d) shows that the
effect actually increases with temperature. By contrast, non-
centrosymmetric materials tend to have rather low magnetic
ordering temperatures, requiring considerable effort to drive
the systems beyond room temperature [23,38]. Third, the
effect has a very high field sensitivity, as one can see from
Fig. 3(d), and by comparing the maximum slopes of the red,
blue, and black curves in Fig. 2(b).

IV. CONCLUSION

The starting point and first main finding in this work is
the recognition that thin-film magnetization reversal has the
character of a topological phase transition. The transition is
accompanied by Berry-phase hysteresis, a phenomenon very
different from ordinary magnetic hysteresis and exhibiting
features such as topological remanence and micromagnetic
duality. The new concept has led to the development of a
topology-specific plot showing the skyrmion number as a

function of magnetization rather than the field. In our cobalt
nanoparticle system, Berry-phase hysteresis is realized on a
nanoscale, increases with temperature, and exhibits a high
field sensitivity. Several interdisciplinary challenges emerge
from the present work. For example, it is intriguing to see
which other systems investigated in the past, present, and
future exhibit Berry-phase hysteresis and how it is realized.
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