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Abstract—EXxisting approaches for restoring weather-degraded
images follow a fully-supervised paradigm and they require
paired data for training. However, collecting paired data for
weather degradations is extremely challenging, and existing
methods end up training on synthetic data. To overcome this
issue, we describe an approach for supervising deep networks that
is based on CycleGAN, thereby enabling the use of unlabeled real-
world data for training. Specifically, we introduce new losses for
training CycleGAN that lead to more effective training, resulting
in high quality reconstructions. These new losses are obtained
by jointly modeling the latent space embeddings of predicted
clean images and original clean images through Deep Gaussian
Processes. This enables the CycleGAN architecture to transfer
the knowledge from one domain (weather-degraded) to another
(clean) more effectively. We demonstrate that the proposed
method can be effectively applied to different restoration tasks
like de-raining, de-hazing and de-snowing and it outperforms
other unsupervised techniques (that leverage weather-based char-
acteristics) by a considerable margin.

I. INTRODUCTION

Weather conditions such as rain, fog (haze) and snow are
aberrations in the environment that adversely affect the light
rays traveling from the object to a visual sensor [1], [2],
[3], [4], [5], [6]. This typically causes detrimental effects
on the images captured by the sensors, resulting in poor
aesthetic quality. Additionally, such images also reduce the
performance of down-stream computer vision tasks such as
detection and recognition [7]. Such tasks are often critical parts
in autonomous navigation systems, which emphasizes the need
to address these degradations. These reasons has motivated a
plethora of research on methods to remove such effects.

Recent research on weather-based restoration (de-raining,
de-hazing and de-snowing) is typically focused on design-
ing convolutional neural network (CNN)-based pixel-to-pixel
regression architectures. These works typically incorporate
different aspects such as attention [8], [9], degradation char-
acteristics [10], [11], and many more. While these approaches
have been effective in achieving high-quality restorations, they
essentially follow a fully-supervised paradigm. Hence, they re-
quire paired data to successfully train their networks. Consid-
ering that weather effects are naturally occurring phenomena,
it is practically infeasible to collect data containing pairs of
clean and weather-affected (rainy, hazy, snowy) images. Due to

978-1-6654-9062-7/22/$31.00 ©2022 IEEE

Final result
Epoch=60 ¢ 20)

Cyc-GAN outputs

DGP-Cyc-GAN(ours)
outputs

5 =09

Fig. 1: Results (fc) of themf‘or:i/ard mapgingz'z(}"w_}c) network
on a sample rain image for the deraining task from Cyc-
GAN (top-row) and DGP-Cyc-GAN (bottom-row) at different
epochs. These images are used as input to the reverse mapping
network Fo_, . Note that these images are noisy in the initial
epochs which leads to incorrect training. Using Deep-GP, we
are able to estimate the uncertainty which is in-turn incorpo-
rated into the loss function through a multiplier, resulting in the
use of only non-noisy samples for the supervision. Hence, the
proposed method outputs progressively cleaner outputs with
lower uncertainty.

this issue, existing restoration networks are unable to leverage
real-world data, and they end up training on synthetically
generated paired data. However, networks trained on synthetic
datasets suffer distributional shift due to which they perform
poorly on real-world images.

In this work, we address this issue by describing an ap-
proach to train a network from a set of degraded and clean
images which are not paired. We view the restoration problem
as a task of translation from one domain (weather-affected)
to another (clean) and build on a recent popular method -
CycleGAN [12]. One may train a network with unpaired
data by ensuring that the restored images belong to the same
distribution as that of real clean images [13]. However, the
problem of translating images from one domain to another
using unpaired data is ill-posed, as many mappings may satisfy
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this constraint. CycleGAN addresses this issue by using a
forward mapping (clean to weather-affected) and a reverse
mapping network (weather-affected to clean), and introduces
an additional constraints via cycle-consistency losses along
with adversarial losses . It is important to note that for
computing the consistency losses, the output of the forward
mapping function is used as input to the reverse mapping
function and vice versa. However, during the initial stages of
the training process, these outputs are potentially noisy which
can be detrimental to learning an accurate function to map a
degraded image to clean image (see Fig. 1 for details).

To overcome this issue, we introduce a new set of losses that
provide additional supervision for predicted clean images in
the latent space. These losses are derived by jointly modeling
the latent projections of clean images and predicted clean
images using Deep Gaussian Processes (GP). By conditioning
this joint distribution on the projections of clean images,
we are able to obtain pseudo-labels for the predicted clean
images in the latent space. These pseudo-labels are then used
in conjunction with the uncertainty derived from Deep-GP,
to supervise the restoration network in the latent space. The
use of uncertainty information ensures that only confident
pseudo-labels are used during the training process. In other
words, the noisy labels are disregarded, thus avoiding their
use in the training of the forward and the reverse mapping
networks in CycleGAN. To demonstrate the effectiveness of
the proposed method, we conducted extensive experiments
on multiple weather related restoration tasks like de-raining,
dehazing and de-snowing using several benchmark datasets.
Following are the main contributions of our work:

o« We address the problem of learning to restore images
for different weather conditions from unpaired data.
Specifically, we present Deep Gaussian Processes-based
CycleGAN that introduces new losses for training the Cy-
cleGAN architecture resulting in high quality restorations.

o The proposed method achieves significant improvements
over CycleGAN and other unsupervised techniques for
various restoration tasks like as de-raining, de-hazing and
de-snowing.

o We show that the proposed method is able to leverage
real-world data better as compared to CycleGAN by
performing evaluation on a down-stream task, namely
object detection on the restored images.

II. RELATED WORK

Image restoration for weather-degradations: Restoring
weather-degraded images is a challenging problem since it is
an ill-posed task even when paired data is available. Typically,
these degradations are modeled based on the principles of
physics, and the solutions are obtained using these physics-
based models. Due to differences in the weather characteris-
tics and the models, most existing approaches address these
conditions separately. For example:
1) Rain: A rainy image follows an additive model, where it
is expressed as a superposition of a clean image and rain
streaks [1], [2], [8], [14], [15], [16], [17], [18], [19], [20],

[21]. Existing approaches for de-raining incorporate vari-
ous aspects into their network design such as rain charac-
teristics [14], attention [8], [22], context-awareness [23],
depth information [24], and semi-supervised learning[25],
[26]. A comprehensive analysis of these methods can be
found in [27], [28].

2) Haze: A hazy image is modeled as a superposition of
a transmission map and an attenuated clean image [3],
[4], [11], [7]. Like de-raining techniques, approaches
developed for image de-hazing exploit different concepts
such as multi-scale fusion [29], [30], [31], [32], gated
fusion [33], network design [34], prior-information [10],
[11], [35], adversarial loss [36], [37], image-to-image
translation [38], and attention-awareness [9]. For more
details, the readers are referred to [39], [40].

3) Snow: A Snowy image is modeled similar to that of a
rainy image, however the characteristics of snow-residue
are quite distinct from rain-residue [5], [6]. Hence, ap-
proaches like [41], [42], [43] exploit various properties
of snow to perform high-quality de-snowing.

While these approaches are able to achieve superior
restoration quality, they essentially follow a fully-supervised
paradigm and cannot be used for training on unpaired data.
Additionally, these techniques are weather-specific as they
incorporate weather-related models pertaining to a particular
weather condition. In contrast, we propose a more general
network that can be trained on unpaired data for any weather
condition.

Unpaired image-to-image translation: Initial approaches for
image-to-image translation [44], [45] are based on generative
adversarial networks [13]. However, these methods employ
paired data to train their networks. To overcome this issue,
several techniques [12], [46], [47], [48] have been proposed
for training networks with unpaired data. Zhu et al.[12]
proposed CycleGAN which introduced cycle-consistency loss
to impose an additional constraint that each image should
be reconstructed correctly when translated twice. The objec-
tive is to conserve the overall structure and content of the
image. DualGAN [46] and DiscoGAN [48] follow a similar
approach, with slightly different losses. In contrast, approaches
like [49], [47] consider a shared-latent space and they learn
a joint distribution over images from two domains. They
assume that images from two domains can be mapped into a
low-dimensional shared-latent space. Most of the subsequent
works [50], [51], [52], [53], [54] build on these approaches
by incorporating additional information or structure like do-
main/feature disentanglement [50], [51], attention-awareness
[52], learning of domain invariant representation [53] and
instance-awareness [54].

Unpaired restoration for weather-degradations: Compared
to fully-supervised approaches, research on unpaired restora-
tion (for weather-degradations) has received limited attention.
Most of the existing efforts are inspired by the unpaired
translation approaches like CycleGAN [12] and DualGAN
[46]. These approaches typically exploit weather-specific char-
acteristics, and hence are designed individually for different
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weather conditions. For example, de-raining approaches like
[55], [56], [57], [58] use rain properties to decompose the
de-raining problem into foreground/background separation and
employ rain-mask to provide additional supervision to train the
CycleGAN network. Similarly, de-hazing approaches like [59],
[60], [37] extend CycleGAN by incorporating haze related
features. For example, Yang et al.[37] and Dudhane et al.[60]
employ physics-based haze model to improve disentanglement
and reconstruction in CycleGAN. Since these are designed
specifically for a particular weather condition, they do not
generalize to other conditions. In contrast, we propose a more
general method that does not assume any specific weather-
related model or characteristics. We enforce additional super-
vision during the training of CycleGAN which enables us to
learn more accurate restoration functions resulting in better
performance.

III. PROPOSED METHOD

Preliminaries: We are given a dataset of unpaired data,
D = D, UD,, where D,, = {I}}Y | consists of a set of
images degraded due to a particular weather condition and
D, = {I'}N | consists of a set of clean images. The goal is
to learn a restoration function Fy_¢, that maps a weather-
degraded image (/,,) to a clean image (I.). Since CycleGAN
[12] enables training from unpaired data, we use this approach
as a starting point to learn this function. In the CycleGAN
framework, restoration function Fy o corresponds to the
forward mapping network. As discussed earlier, CycleGAN
enforces two constraints: (i) the distribution of restored images
P(I,) is similar to that of clean images P(I.) and this
is achieved with the aid of adversarial loss [13], (ii) In
addition to Fy_,¢, it also learns a reverse mapping function
Fo—w and ensures cycle consistency which is defined as:
fC—)W(fW%C(Iu})) = I.

In order to achieve high restoration quality, we need to
learn an accurate restoration function (Fy_c). Although
CycleGAN enforces the aforementioned constraints, these are
not necessarily sufficient. This is because, in the case of
CycleGAN, the results (fc) of the forward mapping (Fw —c¢)
network are used as input to the reverse mapping network
Fc—w. These images are typically noisy in the initial epochs,
as shown in Fig. 1 which leads to incorrect supervision and the
network will overfit to the noisy data. In this work, we attempt
to provide additional supervision via a set of new losses
to overcome the aforementioned issues, thereby resulting in
better restoration quality.

Further, although our method is based on CycleGAN, we
demonstrate that it can be applied to other unpaired translation
approaches like UNIT GAN (see supplementary). In what
follows, we describe the proposed approach in detail.

Deep Gaussian Process-based CycleGAN: Fig. 2 shows an
overview of the proposed method. As it can be observed,
we build on CycleGAN. We introduce additional losses in
the latent space for the forward and reverse mapping (as
shown in red color). We extract latent space embeddings from
two intermediate layers (s and z) in both the networks (for-

ward mapping and reverse mapping). That is, in the forward
mapping network (Fyw ), a weather-degraded image I, is
mapped to a latent embedding s.,, which is then mapped
to another embedding z.,, before being mapped to restored
(clean) image I.. The restored (cleaned) image I. is then
forwarded through the reverse mapping network (Fco_,p) to
produce latent vectors S, and z., before being mapped to a
reconstructed weather-degraded image L. Similarly, a clean
image I. is mapped to a latent embedding s., which is then
mapped to another embedding z., before being mapped to
reconstructed weather-degraded image IL,.

For learning to reconstruct I, CycleGAN provides supervi-
sion by enforcing cycle consistency (L?’{fd =L, — fw|1) and
adversarial loss (L}l»ﬁf’d(lc, fc)). In order to ensure appropriate
training, we provide additional supervision in the latent space
by deriving pseudo-labels for the latent projection z. of I..The
pseudo-label zP is obtained by expressing the latent vectors
of restored clean images I, in terms of projections of the
original clean images I, by modeling joint distribution using
Gaussian Process (GP). That is, given a set of “clean image”
latent vectors s., from the first intermediate layer in the deep
network, we write z. (latent vector of “clean images” from
second intermediate layer) as a function of s.. as z. = f.,, (s.).
Hence, for the “restored clean image” lategt vectors S., we can
obtain the corresponding z using: z2 = f.,, (S.) .

We aim to learn the function fcw via Gaussian Processes.
Specifically, we formulate the joint distribution of f.,, and £,
(or correspondingly z, and z?) as follows:

fow Z c K (s¢,8:.) K (sc,Se

[f ] - [ ] :N({ . {Kgssg KEssg ] *"sz)'
(1)

Here, K is the kernel matrix K (U,V); ; = k(u;,v;), where

u; is the i'" vector of U and v; is the j" vector of V, and I

is identity matrix, 062 is the additive noise variance that is set

to 0.01. By conditioning the above distribution, we obtain the

following distribution for z2:

P (#IX: X550 = N (e 2e) @
where, X? and X? are matrices of latent projections s.’s and
z.’s, respectively of all clean images in the dataset, and f1,, 3,
are defined as follows:

fi, = K (5., X3) [K (X3,X5) + 071 ' X2,

c

.= K (8..8:) — K (8., X3) [K (X5, X?) + 021 K (X,,,8.) + 2L
3)
We use the squared exponential kernel:
2
k (xi,%;) = B2 exp (—W : @)

where [ is the signal magnitude and + is the length scale. In
all our experiments, we use % =1.0.

Considering that Deep Gaussian Processes have better rep-
resentation power [61] as compared to single layer Gaussian

f,
Processes, we model | =

; using Deep GP with L layers

as follows:
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Fig. 2: Overview of the proposed Deep Gaussian Processes-based CycleGAN.

]

fcu)_|:

"]~ op g K ),

To summarize, given the latent embedding vectors corre-
sponding to “clean images” from the first and second inter-

cw ) mediate layers (s. and z., respectively), and latent embedding

h! ~ GP (p),, K' (W'~ 0'7Y)), vectors corresponding to “restored clean images” from the

h! ~ GP ( M} K (s, s)) first intermediate layer S., we obtain the pseudo-labels z2

where, [ indicates the layer in(Liex and h! indicates the It" using Eq. 8. These pseudo-labels are then used to supervise

hidden layer. The use of Deep GPs along with convolutional
neural networks (CNNss) is inspired by the works of [62], [63],
[64] The {omt distribution can be written as:
P (f,h""|XZ X:,5.) = P (fh*)P (h*|h" 1) ...
P (h'|XZ,X:,8.)
Marginalizing the above distribution over h, we obtaln
P(f|XZ,X%,5.) = [ P(f,h""|XZ X5 5. )dh" . (7)
We approximate Deep GP with a single layer GP as described
in [65]. More specifically, the authors in [65] proposed to
approximate Deep GP as a GP by calculating the exact
moment. They provide general recipes for deriving the effec-
tive kernels for Deep GP of two, three, or infinitely many
layers, composed of homogeneous or heterogeneous kernels.
Their approach enables us to analytically integrate yielding
effectively deep, single layer kernels. Based on this, we can
rewrite the expression for f (from Eq. 5) and consequently fi,,
and f]cfusing effectivg kernel (from Eq. 3) as follows:
5 cw Kepr(se,se) Kepp(se,Se
(& e ([ Thrlen ] o)

Ke[f (SC. SC)
foo = Kepp (86, X2) [Kegy (X5, X3) +021) ' X,
B7 = Koy (5er8e) = Kegr (86, X2) [Kegy (X2, X2) + 020] Kogg (X3,50) + 0oL
(®)
As described in [65], the effective kernel for a L-layer Deep

GP can be written as: )
AL

kG (k%) = :
L+2 (%) [5%71 — kg (xi, ;)
Although we focus on the squared exponential kernel here,
we experiment with other kernels as well (see supplementary
material).
We use the expression for fi, from Eq. 8 as z2. We then
use z2 to supervise Z. and define the loss function as follows:

L= G- 2)" () T (3o — #7)+log (det 52]) . 9)

(6)

at the second intermediate layer in the network z.. Please see
supplementary material for detailed algorithm.
Similarly, we can derive additional losses for the reverse
mapping (see supplementary for details) as follows:
1P, = (7 —22)" (zw) (7o — 22) + log (det 52 P
10)
The final loss function is defined as:
Ly =LY+ X\, L7,
LY = |y = Lyl + e = Ieh + LYy + Li&y + Ligentity,
Lr = LP wd + Lrev’
an
where LY is the CycleGAN loss, L;‘cw”d is the adversar-
ial loss for the forward mapping, L2%% is the adversar-
ial loss for the reverse mapping LP is the loss from the
pseudo-labels, and L;geniity 18 identity loss, i.e Ligentity =
Ll(]'-cﬂw(fw),_[w) + Ll(fwﬂc(fc),fc), )\p weights the
contribution of loss from pseudo-label, and Ll}w g LPe, are
pseudo losses as described in Eq. 9, 10.

1V. EXPERIMENTS AND RESULTS
A. Implementation details

Network architecture: The base network is based on UNet
[68] consisting of Res2Net blocks [69].7*

Training: The network is trained using the Adam optimizer
with a learning rate of 0.0002 and batch-size of 2 for a total
of 60 epochs. We reduce the learning rate by a factor of 0.5 at
every 30 epochs. Note that the network is trained separately
for every weather condition.

Hyper-parameters: We use A\, = 0.03. In Eq. 8, using all the
vectors in XZ and X? would lead to high computational and
memory requirements. Instead, we use a subset of N,, = 32
vectors which are nearest neighbors of z.. We use a 4-layer
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TABLE I: Results for de-raining on real-world dataset (SPANet [22]). Higher numbers indicate better performance.

Type Supervised Semi-supervised Unsupervised
Dataset Metric BaseNet SPANet[22] PreNet[66] MSPFN[67] SIRR[26] Derain-CycleGAN[57] Cyc-GAN[12] Ours Oracle
SPANet [22] PSNR/SSIM |30.4/0.88 33.6/0.92 33.2/091 33.8/0.93 33.3/0.93 34.1/ 0.95 32.4/0.86  36.4/0.95|37.1/097

TABLE II: Results for de-raining on real-world dataset (SIRR [26]). Lower numbers indicate better performance.

Type Supervised Semi-supervised Unsupervised
Dataset  Metric BaseNet SPANet[22] PreNet[66] MSPFN[67] SIRR[26] Cyc-GAN[12] Ours
SIRR [26] NIQE / BRISQUE |4.28/27.17 3.96 / 25.30 3.83 /24.94 3.81/24.88 3.80/25.16 4.01/26.75 3.64/22.87

Deep GP. For kernel, we use a squared exponential kernel.
During training, the images are randomly cropped to size
256x256. In all our experiments, we use % = 1.0. Ablation
studies for kernels (heterogeneous/homogeneous), different
values of \,, N, L (no. of layers in Deep GP) can be found
in the supplementary.

B. Evaluation on real-world datasets

As discussed in Section I, the use of synthetic datasets for

training the restoration networks does not necessarily result
in optimal performance on real-world images. This can be
attributed to the distribution gap between the synthetic and
real-world images. Our approach is specifically designed to
address this issue. To evaluate this, we evaluate and compare
our approach with existing approaches for two tasks: (i)
restoration (de-raining/de-hazing) of real-world images, (ii)
evaluation of down-stream task performance on real-world
images. In these experiments, we train the existing fully-
supervised approaches on a synthetic dataset, since they cannot
exploit unpaired/unlabeled data. Similarly, in the case of semi-
supervised approaches, we use the synthetic data for fully
supervised loss functions, and additionally unlabeled train split
from a real-world dataset for the unlabeled loss functions. For
the unpaired/unsupervised approaches, we use unpaired data
from the train split of a real-world dataset.
De-raining: We conduct two experiments, where the networks
are evaluated on two real-world datasets: SPANet [22] and
SIRR [26]. In both cases, we use the DDN dataset-cite[2],
which is a synthetic dataset, to train recent state-of-the-art
fully-supervised approaches SPANet [22], PreNet [66] and
MSPFEN-[70]). For the semi-supervised approaches (SIRR
[26]), we use labeled data from the DDN dataset and unlabeled
data from SPANet and SIRR datasets respectively for both
the experiments. For the unpaired approaches, including ours,
we use only unpaired data from SPANet and SIRR datasets
respectively for both the experiments. The results of the two
experiments on the real-world datasets are shown in Table I
and II respectively. For the evaluation on SPANet (Table I),
we use PSNR/SSIM metrics since we have access to ground-
truth for the test dataset. However, in the case of SIRR dataset
(Table II), due to the unavailability of ground-truth on the test
set, we use NIQUE/BRISUE scores, which are no-reference
quality metrics.

We make the following observations from Table I: (i) The
results from the fully-supervised methods which are trained
on synthetic dataset are sub-optimal as compared to the

TABLE III: Results for de-hazing on real-world dataset
(RTTS[71]). Lower numbers indicate better performance.
Metric Grid-DeHaze[9] EPDN[38] Cyc-GAN[12] Ours
NIQE / BRISQUE  29.27/46.80  29.75/47.09 30.16/47.38 28.19/44.48

oracle! performance. This can be attributed to the domain
shift problem as explained earlier. (i) The semi-supervised
approaches perform better as compared to the full-supervised
methods, indicating that they are able to leverage unlabeled
data. However, the gap with respect to oracle performance
is still high which suggests that these methods are not able
to exploit the real-world data completely, and are still biased
towards the synthetic data. (iii) Our approach is able to not
only outperform existing approaches by a significant margin
but also minimizes the gap with respect to oracle performance.
This demonstrates the effectiveness of the proposed Deep-GP
based loss functions.

Similar observations can be made for the evaluations on the
SIRR dataset (see Table II). Further, these observations can
also be made visually using the qualitative results shown in
Fig. 3
De-hazing: We compare the proposed method with recent
fully-supervised SOTA methods (Grid-DeHaze [9] and EPDN
[38]) on the RTTS [71] real-world dataset. To train Grid-
DeHaze and EPDN, we use paired samples from the SOTS-
O [71] dataset. To train our method, we use real-world
unpaired samples from the RTTS dataset (train-set).

The results for these experiments are shown in Table III.
Since we do not have access to ground-truth data for real-
world datasets, we use no-reference quality metrics (NIQE
[72] and BRISQUE [73]) for comparison. It can be observed
that the proposed method is able to achieve considerably
better scores as compared to the fully-supervised networks,
thus indicating that effectiveness of our approach. Similar
observations can be made for qualitative results as shown
in Fig. 4. In the supplementary material, we provide the
comparisons the proposed method for the purpose of object
detection using Cityscapes [74] (clean images) and RTTS [71]
(hazy images).

C. Evaluation on synthetic datasets

In order to verify the effectiveness of the proposed method,
we conducted experiments using synthetic datasets, due to
space constrain we provide the comparisons for De-raining,
and De-hazing tasks in supplementary material. Here we
provide the comparisons for De-snowing task.

!Oracle indicates the performance when the network is trained with full
supervision using labels on the unlabeled data as well.
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PreNet[66]
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Fig. 3: Sample qualitative visualizations on real rainy images provided by authors of [14], [26]. Our results appear visually

superior to fully-supervised results and the ground-truth.

EPDN][38]

TABLE IV: Results for de-snowing. C: Classical, S: Super-
vised, U: Unsupervised. Metrics: PSNR (dB)| SSIM.

Dataset
Type Method Snow100Kk([41]
DerainNet[75] (TIP*17) 22.810.82
S DehazeNet[76] (TIP’16) 239 0.85
DeSnowNet[41] (TIP’18) 30.1]0.93
U CycleGAN [12] (ICCV’17) 23.5]0.82
DGP-CycleGAN(ours) 28.4 | 0.88
Oracle 29.6 | 0.91

The quantitative results along with comparison to other
methods for the desnowing task is shown in IV. For a
better understanding, we present results across categories of
approaches : classical (C), fully-supervised (S) state-of-the-art
(SOTA) methods and unsupervised (U). Note that our approach
falls in the unsupervised category. For a fair comparison, we
also present the results of fully-supervised training of our
base network (“oracle”) which indicates the empirical upper-
bound on the performance. We use two standard metrics for
evaluation: peak signal-to-noise ratio (PSNR) and structural
similarity index (SSIM).

De-snowing: For the task of de-snowing, we perform the

Grid-DeHaze[9]

CycGANTI12]
Fig. 4. Sample qualitative visualizations on real hazy images of RTTS [71] dataset. Our results appear visually superior to
fully-supervised results and the ground-truth.

DGP-CycGAN

experiments on Snow100k [41] which consists of 10° syn-
thesized and 1329 real-world snowy images. The results are
shown in Table IV. Similar to the other two tasks, our method
performs significantly better than CycleGAN while being
comparable to the oracle and SOTA supervised techniques
(DerainNet [75], DehazeNet [76] and DeSnowNet [41]).

V. CONCLUSION

In this work, we presented a new approach for learning
to restore images with weather-degradations using unpaired
data. We build on a recent unpaired translation method (Cy-
cleGAN). Specifically, we derive new losses by modeling
joint distribution of latent space vectors using Deep Gaussian
Processes. The new losses enable learning of more accurate
restoration functions as compared to the original CycleGAN.
The proposed method (DGP-CycleGAN) is not weather-
specific and achieves high-quality restoration on multiple tasks
like de-raining, de-hazing and de-snowing. Furthermore, it can
be effectively applied to other unpaired translation approaches
like UNIT GAN. We also show that our approach enhances
performance of down-stream tasks like object detection.
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