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Abstract: Mobile manipulators that combine base mobility
with the dexterity of an articulated manipulator have gained
popularity in numerous application verticals ranging from
manufacturing, infrastructure inspection to domestic service.
Deployments span a range of information- and physical-level
interaction tasks with the operational environment, from in-
spection to tending and logistics-resupply to assembly. The
key capabilities emerge by adding kinematic and actuation
redundancies within such articulated mechanical systems.
This flexibility, offered by the redundancy, needs to be care-
fully orchestrated to realize enhanced performance. Thus,
advanced decision-support methodologies and frameworks
are crucial for successful mobile manipulation in (semi-) au-
tonomous and teleoperation contexts. Given the enormous
scope of the literature, we restrict our attention to decision-
support frameworks specifically in the context of wheeled
mobile manipulation. Hence, we present a classification
of wheeled mobile manipulation literature while account-
ing for the diversity and intertwining of deployment tasks,
application-arenas, and decision-making methodologies with
an eye for future avenues for research.

1 Introduction
For over a half-century, robotic systems have been deployed
to extend the reach of humans in performing dumb, dull,
dirty, and dangerous tasks in numerous application settings.
Early deployments featured largely static, fenced, and per-
manently integrated solutions with specific customization
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for particular operations. However, in the Industry 4.0 era,
robotics has evolved to provide flexible, reconfigurable, in-
telligent mobility and manipulation capabilities close to hu-
mans.

Mobile manipulators offer an evolution in robotic sys-
tem architectures [1] that facilitates graduation from mere
automated systems to autonomous ones. Such systems
merge mobility (offered by the mobile platform) with the ma-
nipulation capabilities (afforded by the mounted articulated
arm) to create an unlimited manipulation workspace. Mo-
bile manipulators have become popular in numerous deploy-
ment verticals: industrial (factories, warehouses), domestic
(household), outdoor field settings (highway maintenance,
earthmoving/excavation to free-flying satellite repair) due to
the flexibility they provide in undertaking and assisting a va-
riety of tasks [2–9]. Building on the merger of mobility and
manipulation, the abstracted tasks comprise relatively broad
categories such as inspection, part-picking, transportation,
assembly, site-tending, and more. Ultimately, the intersec-
tion of deployment application verticals/abstracted tasks in
autonomous, semi-autonomous, or completely teleoperated
operational contexts results in the seemingly infinite diver-
sity of intelligent mobile manipulation examples.

The application of the robotics (Sense-Think-Act in real-
time) paradigm forms the underlying basis for an embod-
iment of intelligence in mobile manipulators. Sense en-
compasses capabilities that help in sensor-based percep-
tion of the robot and the surrounding environment; Think
involves information-processing and decision-making ca-
pabilities required for a particular task, and Act pertains
to the physical realization of intelligent mobile manipu-
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Fig. 1. Wheeled mobile manipulator utilizing alternate specifications
of desired end-effector and base trajectories

lation within the environment. In all cases, mobile ma-
nipulation entails an underlying cyber-physical/articulated
mechatronic system to realize intelligent physical interac-
tions with the environment. Depending on the engendered
timescales, this intelligence capability has to be realized
via various decision-support methodologies/frameworks cat-
egorized as planning (offline, deliberative), control (online,
reactive), and human-robot interaction (interactive) frame-
works. Ultimately, it is required to close the loop in
real-time and the technological constraints (on computa-
tion/communication/miniaturization) that enable (or limit)
the realizable intelligent behaviors.

1.1 Background and Terminology
Many variants of the mobile manipulator architecture are
possible, based on the nature of the mobile bases (rail or
XY-gantry mounted system, wheeled/tracked platform, and
more) and the nature of the mounted manipulator (number
and type of articulations and their actuation, e.g., serial vs.
parallel).

Wheeled mobile manipulators are comprised of a
wheeled-mobile robot base with one or more mounted ma-
nipulator arms [6, 10–12]. They are an important and pop-
ular subclass/deployment configuration of mobile manipula-
tors. They offer ungrounded, easy-to-use, adaptable archi-
tecture suited for numerous applications. They inherit many
typical benefits of redundant manipulators such as expanded
workspace (both conventional and dexterous), reconfigura-
bility, improved disturbance-rejection capabilities, and ro-
bustness to failure. In addition, they also can: (i) accom-
modate changes in the relative configuration (by the excess
degrees-of-freedom); (ii) detect such changes (using sensed
articulations); and (iii) compensate for such disturbances (us-
ing the redundant actuation within the chain), while interact-
ing with the environment. Fig. 1 depicts a wheeled mo-
bile manipulator modulating its end-effector motion/force
interactions with the external environment while using sur-
plus internal degrees-of-freedom within the system to con-
trol the relative configuration/pose. Ultimately, this redun-
dancy proves crucial to enhancing their ability to perform
autonomously or semi-autonomously assist a human oper-
ator during dynamic interactions with the world. Key fac-
tors/considerations to realizing superior performance in mo-
bile manipulators include:

1. Design Architectures: The underlying cyber-physical

system architecture, with introduced design-freedoms,
is crucial – the type, number, location, and actuation of
the wheels/articulations within the mobile manipulator
modules play a critical role in determining the perfor-
mance capabilities. Careful selection of the topology,
dimensions, and configuration, thus, is crucial in deter-
mining the capabilities and overall system performance.

2. Planning-Control Frameworks: A planning-control
framework is necessary to exploit the “design-
freedoms” for realizing the superior intelligent behav-
iors. Advanced planning/control frameworks are needed
to: overcome environmental constraints (e.g., contacts,
nonholonomic); resolve redundancy (kinematic and dy-
namic); minimize singular configurations of the system;
modulate physical power exchange with environment
(motions and forces) during task performance, and im-
prove robustness to local controller lapses and environ-
mental disturbances.

3. Human-Machine Interfaces: Mobile manipulation of-
fers new capabilities to extend human reach. How-
ever, the complexity of the underlying mobile manip-
ulation system and physical interactions with the envi-
ronment require new operational paradigms. Human-
robot teaming frameworks with probabilistic sensor fu-
sion (of distributed heterogeneous Spatio-temporal data)
with the computational model-based frameworks (both
mechanistic- and learning-based) have now emerged.
This now affords intelligent decision-support strategies
– exploiting the strengths of both humans/robots to im-
prove shared decision-making, control autonomy, and
transparency with ever-changing, uncertain conditions.

1.2 Survey Scope
Several surveys on topics related to mobile manipulation
have emerged in recent years. Bostelman et al. [13] present
a literature survey of mobile manipulator research with ex-
amples of experimental applications. It also provides an
extensive list of planning and control references as this
has been the major research focus for mobile manipulators,
which factors into performance measurement of the system.
Song et al. [14] discuss the development of mobile ma-
nipulators in the aspects of motion planning, coordinating
control, and multiple mobile manipulator coordination and
presents various problems involved and the methods to deal
with them. Youakim et al. [15] present a survey of mo-
tion planning algorithms like sampling-based, search-based,
and optimization-based motion planners for underwater au-
tonomous mobile manipulators and attempts to answer the
tough question “which planner to choose.” The state-of-the-
art of the most common approaches are discussed, and a set
of benchmarks are presented with the aim to provide a com-
prehensive review as well as a qualitative/quantitative com-
parison of the algorithms. Moreover, aerial manipulation has
been surveyed in [16]. [17] is a textbook that extensively ex-
plores the methods of modeling, planning, and control for
wheeled mobile manipulators, but mostly in the context of
multi-robot cooperative control. Other recent surveys pro-
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vide high-level insights into the practical aspects of wheeled
mobile manipulation. E.g., A survey of the recent advance-
ments in mobile manipulation state of the art and technical
challenges with the RoboCup design competition as the focal
point was presented in [18]. A review of the system architec-
ture and application space of collaborative mobile manipula-
tors was put forth in [19]. Although these surveys reference
contemporaneous mobile manipulator research, they do not
discuss or categorize the methodologies themselves – a task
which we will attempt here.

However, given the vast amount of literature, we restrict
our focus to solely surveying the decision-support method-
ologies, i.e. planning-control and human-robot interaction in
the context of wheeled mobile manipulation. While design-
architectures, perception, learning, etc., are important, we
succinctly discuss these topics in the rest of this section (and
offer suitable further references for detailed follow-ups).

From the perspective of design-architectures of mobile
manipulators it is important to factor the contributions of
both the wheeled mobile base and the manipulator arm.
The mobility, steerability, and controllability of the overall
wheeled base depend largely upon the type, nature, and lo-
cations of the attached wheels [20]. Hence, the decision-
making aspects of such vehicles need to explicitly take into
account the maintenance of the kinematic compatibility con-
ditions. Recent trends highlight a renewed interest in ad-
dition of active or passive articulations between the wheels
and chassis to ensure kinematic compatibility [21–24]. From
a manipulator perspective, a careful selection of the topol-
ogy (serial vs. parallel, numbers of joints) as well as the
structural parameters (link-lengths) and configuration pa-
rameters (joint-angles) all affect the ultimate performance of
the manipulator individually (as well as part of the mobile
manipulator system) [25, 26]. Further readings on design-
architecture topic areas available in texts [27–31].

Perception is another important dimension to harnessing
intelligence in both mobility and manipulation tasks - tradi-
tionally, a multi-step process (of sensing, signal processing,
and cognition) underpins the perception process. Naviga-
tion in both indoor- and outdoor settings, as surveyed for
wheeled mobile robots [32] are relevant here – as are surveys
of further cognitive-processing to develop situational aware-
ness from perception [33]. Worthy of special mention are the
adaptations of the active-perception paradigm in the context
of mobile manipulation in the form of vision-enabled manip-
ulation including object recognition, grasping, pose estima-
tion, etc. Detailed discussions on vision technologies neces-
sary for 2D and 3D manipulation for robot manipulators can
be found in [34, 35]. Deep learning and other data-driven
methods are extremely popular in perception as they provide
an intelligent methodology to overcome several key prob-
lems in extracting information from sensing. These methods
help overcome common disturbances and noise a robot could
encounter in processing visual information in its surround-
ings, as discussed in [36, 37, 37]. Lastly, visual-servoing is
often pursued to develop a direct tie between the perception
and decision-making processes for robots [3, 38–40]. Spe-
cific works addressing the safety interwoven into the percep-

tion problems when the robot is operating amongst humans
are discussed in the survey [41]. Although most perception
algorithms are largely architecture agnostic, literature sur-
rounding perception as applied to mobile manipulators can
be found in [40, 42–45].

1.3 Organization of rest of the paper
Sec. 2 presents a description of applications that have the
potential to be large beneficiaries from mobile manipulation
capabilities while also attempting a categorization based on
their dependence on key decision-making capabilities. In
Sec. 3, each capability that forms the tenants of the decision-
making hierarchy that enable mobile manipulation is pre-
sented in Sec. 2. Lastly, in Secs. 4 and 5, the future research
directions and emerging opportunities for mobile manipula-
tion are briefly presented. Finally, the Appendix presents a
visual categorization and overview of the applications and
the methodologies used in this manuscript.

2 Application Deployments
The application perspective offers a convenient approach to
developing key performance indices. Identification of quan-
titative measures and criteria for system-level performance
provide key insights that aid with the choice of decision-
making strategies. Our emphasis will be on abstracting the
performance requirements across applications. We will fo-
cus on four representative application verticals that are com-
mon deployment venues for wheeled mobile manipulation.
Representative mobile manipulators exemplars deployed in
various applications discussed in this section are highlighted
in Fig. 3. Additionally, a detailed graphical mapping of the
literature that specifically addresses all the application ver-
ticals discussed in this section is presented in the form of a
flowchart in Fig. 2. Further, this flowchart also classifies the
literature in the laterals of the particular decision-making as-
pect addressed, namely planning, control, and human-robot
interaction.

2.1 Industrial Operations
Wheeled mobile manipulators are widely used in warehouses
and shop floors for object (e.g., tools, parts, packages) trans-
portation which involves picking up objects and dropping
them off at an appropriate location or handing it off to a hu-
man worker. Additionally, they are also deployed for ma-
chine tending, which can be defined as material handling
such as loading or unloading and part feeding for machines
(e.g., CNC machines). The use of fixed-base manipula-
tors (in small fenced cells or as part of a production line)
raises the infrastructure costs and creates challenges for line-
balancing. The use of the ungrounded mobile manipulator
configuration to empower flexible production lines becomes
very attractive. In this subsection, we explore the require-
ments of a mobile manipulator employed in the context of
this industrial operation.

Several mobile manipulators have been used for trans-
portation of objects [46–56]. Transportation of small objects
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Fig. 2. A Graphical Presentation of Representative Papers in Literature
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Fig. 3. Exemplary mobile manipulators in various application arenas/tasks from the literature (citations noted in Appendix).
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Fig. 4. The mobile manipulator has to carry a long rod through a
narrow door [71]

is typically done either by holding the manipulator through-
out the entire operation or by securing the object onboard
the mobile base. The robot’s decision-making is targeted to-
wards only one subsystem at a time – driven by the emphasis
on modularity/vendor diversity for the arm and the base. Lit-
erature on independent motion planning for the arm and base
can be found in [57–64] and [57, 58, 62, 65–70] respectively.
On the flip side, in the case of transporting larger objects,
such as shown in Fig. 4, the base needs to be aware of the ob-
stacles in the vicinity of the arm and subsequently the object.
This creates a need for an integrated/whole-body approach
towards decision-making. In [71] for example, a sampling-
based method is deployed for the planning of nonholonomic
mobile manipulators. In general, any high degree of freedom
motion planners [57, 58, 62–64] can be used to determine the
solution; however, specific computational speedups would be
crucial to support real-time deployments.

In some cases, whole-body decision-making is also re-
quired for manipulating small objects during their transport
phase, e.g., preventing sloshing in open liquid containers,
maintaining task-space orientation of manipulated parts dur-
ing transport, etc. Researchers have handled these edge-
cases by making the planner implicitly also determine the
waypoints for the transported object [72–75].

Bi-manual mobile manipulators that mimic humans in
mobile manipulation scenarios can use their excessive re-
dundancies to hold an object in place while the base can
plan its motion independently [57, 58, 62–64]. Optimization-
based motion planning [74] are often deployed for whole-
body planning, including for constrained motion planning
sub-problems such as the piano movers problem [76].

The industrial applications also motivate an impor-
tant class of problems pertaining to enhancing manipula-
tor/gripper access while picking parts. Grasp locations on
the object can be determined using several existing meth-
ods [77–85]. Motion planning has been enhanced for picking
up objects with moving mobile bases [68, 86] while factoring
in object-pose uncertainty by modulating the gripper speeds
[75]. Accurately executing these trajectories where the mo-
bile base and the manipulator move concurrently has led to
the exploration of the multiplicity of control approaches [87–
91].

Material Handling refers to loading or unloading com-
pleted parts from machines such as 3D printers or CNCs as
shown in Fig 3.3. Ensuring safety in an unstructured en-
vironment, ease-of-use and robustness have been considered
as important criteria to apply material handling in real-world
applications. Usually, material handling consists of a small
set of skills, including but not limited to transportation and
pick-and-place. In some cases, it includes skills like opening/
closing doors, pressing buttons, and turning knobs. Breaking
down the task into unit skills allows for re-utilization at the
task level.

In part feeding applications, the usual process is pick-
ing up the component, moving towards the corresponding
feeder location, and serving it to the feeder. The task itself
may differ based on the characteristics of the feeder that is to
be serviced. Unlike the relatively independent material han-
dling machines, part feeding machines work together, some-
times as part of the same assembly line, to produce a product.
Thus, coordination between multiple feeders and mobile ma-
nipulators, efficient task sequencing, and scheduling are im-
portant requirements in part feeding applications. The task-
level programming method that addresses tasks, skills, and
device primitives individually has shown promise [48, 92].
Other aspects such as scheduling and specific machine minu-
tia have been discussed in [93, 94].

Constrained collision-free motion planning and control
often play an important role in this application vertical given
the robot’s proximity to other machining tools, human work-
ers, etc. The mobility constraints that are imposed by the
limited knowledge on the kinematics and dynamics of the
mobile bases impose a complicated mobility control prob-
lem, further enhanced by supplemental safety tasks such as
safe and guaranteed dynamic-obstacle avoidance. In [95], a
controller is introduced that consists of a behavioral learning
layer that redirects the desired trajectory while transporting
an object by predicting the behavior of the dynamic obsta-
cles.

The pick-and-place control as a whole for mobile ma-
nipulators has been discussed in works such as [96, 97]
where factors such as grasping, transportation, obstacle
avoidance, and stability have been addressed as a whole. Of-
ten this problem is studied in a simplified context by holding
the mobile base stationary. Control aspects for sub-problems
such as fast pick-and-place, contact dynamics, grasping, etc.,
have also been explored in the form of model-based control
(kinematic/dynamic) [98–100] as well as model-free control
approaches [101]. Auxiliary tasks such as intelligent ob-
stacle avoidance, for instance, manipulating doorways, have
been studied from a control perspective in terms of architec-
ture and implementation in [102]. The existence of dynamic
uncertainties on the manipulator’s part while carrying a vari-
able payload adds robust stability control requirements for
the system. Further, to handle nonlinearities and uncertain-
ties such as unknown dynamics, parameter errors, etc., adap-
tive control techniques are often required for such applica-
tions as demonstrated by [103, 104]. In [105], the authors
have addressed the problem of motion control with obstacle
avoidance for transportation jobs while carrying the maxi-
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mum payload, which can cause significant tip-over stability
concerns. Some innovative control methods for heavy mate-
rial handling have been discussed in [106, 107] where addi-
tional mechanical systems such as rollers and outriggers are
added to the mobile manipulator, and the control is imple-
mented on the robot’s side to accommodate for the mechan-
ical add on. Additional nuances when handling mechanical
add-on in the obstacle avoidance and motion control aspects
to accommodate for force interactions that are unmodelled in
the control design are highlighted by [108].

2.2 Manufacturing and Assembly Operations
Mobile manipulators provide the desired task flexibility and
mobility for assembly operations involving large parts. For
example, a mobile manipulator can go to a work area to get
a part and perform assembly operations on a moving con-
veyor or build a pallet by stacking widgets in the desired
pattern. Several works discuss the specifics of autonomous
constructive assembly ranging from assembling furniture to
load-palletizing to wall-building [109–112].

Assembly introduces manipulation challenges
that involve highly reactive, fast, robust, and
micromanipulation/fine-manipulation control. The chal-
lenge of integrating high-level strategies with low-level
controllers requires dealing with uncertainties. A lot of work
has been done specifically in the control domain of mobile
manipulation, particularly applied to the assembly applica-
tion [113–116]. Some modern approaches have decided to
forego the complex process of modeling such minute aspects
and instead have deployed data-driven approaches for skill
acquisition [117].

Additive manufacturing is a process in which parts are
built by adding material layer by layer [118]. It has numer-
ous advantages, such as the capability to build complex parts,
reduced tooling, quick prototyping, less material wastage,
and more. However, one of the major limitations of addi-
tive manufacturing is the trade-off between the part size and
the setup cost [119]. As the part size grows, the setup cost
also increases, which usually puts a restriction on the part
size. Thus there is a need to develop a cost-efficient setup
to perform additive manufacturing at a large scale. Mobile
manipulators have a theoretically unlimited workspace and
hence could serve in this space effectively. They can be used
in additive manufacturing to build large-scale parts without
any size restrictions [120, 121]. Most importantly, the mo-
bile manipulator setup cost will not increase with the size
of the built part. Literature that highlights the capabilities
of mobile manipulators in this space shows their application
in facets such as building large-scale parts [122], building a
pipe of infinite length [121], etc.

The importance of high-performance control, estima-
tion, and planning when it comes to deployments in this
space is highlighted in [123]. It is essential for the robot
manipulator to perform robust disturbance rejection control
[124–126] based on the feedback from the build process and
the deposited material. Additionally, the motion control it-
self is extremely time-sensitive, and hence a very reactive

and dynamic trajectory control algorithm is required to track
the Spatio-temporal references. Due to the high interest in
the advantages robotics can bring to the additive manufac-
turing space, there have been several works published in this
area [119, 127? –129] Planning challenges such as contin-
uous replanning, optimal mobile base placement, and con-
strained motion planning also important in this application
vertical.

2.3 Service and Assistance Operations
The usefulness of mobile manipulators is quite apparent in
service tasks in home and hospital environments. Several
applications such as disinfection[130], providing therapeu-
tic assistance[131], administering medications[132], elderly
care[133], disability assistance[134], etc. can be envisioned.
Utilizing both mobility and dexterity, they can take over or
assist humans with day-to-day tasks, similar to how humans
perform them.

The home and hospital environments are typically more
unstructured compared to an office or industrial setting, mak-
ing it challenging for robots to navigate and perform ma-
nipulation tasks safely and efficiently. The dynamic and
ever-changing environment needs to be handled in real-time,
which increases the need for reflexive and reactive behav-
ior. Most everyday tasks in this space mainly involve pick
& place operations and forceful interactions, which require
capabilities such as target identification & localization, safe
& fast navigation, and object manipulation. [53, 131, 135–
144] are some works which demonstrate mobile manipula-
tor robotic platforms performing tasks within these environ-
ments. These papers cover a variety of tasks done by assis-
tive mobile manipulators such as fetch and carry, tidying-up,
cooking, dancing, serving, etc. Many of these works, experi-
ments are being conducted in nursing homes, elderly care fa-
cilities, as well as regular homes, with old people and people
with disabilities as the beneficiaries. The goal is to provide
support for independent living, remote care, and household
tasks [131, 139–143].

There are many complex tasks in these situations that do
not fit into object pick-up and placement operations. Capa-
bilities such as opening doors and drawers, cleaning surfaces,
pushing and pulling beds are fundamental for operating in
these environments [145–148]. People envision mobile ma-
nipulators to do complex cleaning tasks in the house, which
present floor-cleaning mobile robots cannot perform. Mo-
bile manipulators can use their arms to use human tools and
perform dusting, scrubbing, wiping, mopping, sweeping of
different surfaces and objects within the house [149, 150].
There have also been some works on using mobile manip-
ulators in the cooking domain [150, 151]. In [152], a look
into force-inclusive motion control for cooking applications
is explored. Mobile manipulators can also help in organiz-
ing different items in the house, such as shelves such as li-
braries [153]. Force control is necessary for opening/closing
doors/drawers, manipulating taps/switches, etc. in a mobile
manipulator [102, 154].

Patient-caring tasks such as telenursing [132, 155–157]
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requires specific capabilities, which include safe mobility of
the robot, capability of light- to medium-duty manipulation
tasks, safety in close proximity to and touching humans, fa-
cilitating audio/visual communication between a nurse and
patient, etc. Tele-operated mobile manipulators are espe-
cially useful for nursing and telediagnosis of quarantined
patients, which can limit health care workers’ exposure to
dangerous microbes [158]. It can also help to expand the
caregiving capacity of a hospital very fast whenever a need
arises. Work reported in [159, 160] describe a smart hospital
ward management system with a mobile manipulator which
can perform drug distribution and other tasks. [134] demon-
strates a mobile manipulator, collaborating with a robotic bed
to provide physical assistance to patients with disabilities.
Several assistive robots are studied specifically for people
with disabilities [142, 143].

Apart from physical assistance, mobile manipulators are
often deployed to be socially assistive robots as well, to pro-
vide nonphysical assistance to human users through social
interactions. There are multiple applications for such robots,
ranging from aiding children and elders with autism to rudi-
mentary tutoring for special needs kids to help out teachers
[161, 162]. Safe human collaboration is a very important as-
pect here as tasks such as handing over things to humans are
high-risk operations [163]. This raises extreme robustness
requirements as any safety breach is potentially extremely
harmful, as demonstrated by [164]. Accurate end-effector
force control continues to be extremely important here, de-
spite challenges such as lack of tactile feedback in many
cases [165]. Several aspects of control in regards to these
constraints are discussed and studied in [166–168].

2.4 Operations in Offroad Unstructured Environments
Mobile manipulator deployments to support precision agri-
culture practices have proven to be one of the most ef-
fective ways to significantly reduce the negative impact
of farming on the environment [169]. Agricultural oper-
ations serve as a representative application arena to high-
light beneficial deployments of mobile manipulators in an
offroad/unstructured operational setting. However, the appli-
cability in other unstructured application environments such
as nuclear inspection, disaster response/rescue, and other
terrestrial/extraterrestrial fielded missions should be read-
ily apparent. These environments are often unmapped (or
poorly mapped with significant uncertainty), creating sig-
nificant navigational challenges and necessitating advanced
controls[170, 171]. Oil/gas and nuclear power industries
heavily rely on mobile manipulators for inspection purposes
as the job is harmful to humans in many cases [172, 173]. In-
sights into the system architecture and requirements in these
specific sub-applications can be found in [174, 175].

A major role of mobile manipulators in agriculture
arises in the areas of weed/pest killing, targeted spraying, and
harvest picking. For example, weed control mobile manip-
ulators perform targeted elimination of weeds using meth-
ods such as controlled spraying, electrocution, laser target-
ing while covering large areas of farmland as fast as pos-

Fig. 5. Weed control/killers mobile manipulators, clockwise from
top-left. 1. ’BoniRob’ stamps the weeds as they get detected [189].
2. ’Patchwork’ electrocutes weeds post detection [190]. 3. ’Dick’, a
robot by Small Robot Company [191] also electrocutes weeds. 4. A
weed killer robot by Carbon Robotics [192].

sible. Task-specific customization is often pursued – both in
the initial design and in the online control – to overcome vari-
ability in the nature of fielded tasks as well as a need for com-
putationally efficient yet robust decision-making processing.
Fig. 5 shows some of these machines taken from literature.
Similarly, one can find several architectures that are deployed
and pursued based on which specific type of crop the mobile
manipulator is designed to handle, as shown in [176–181].

Deploying task-specific designs is not unique to the agri-
cultural field – disaster response robots often need very spe-
cific mobile manipulators depending on the type of envi-
ronment, operating conditions, manipulation target, etc. (see
Fig. 3.7.c). Task-specific designs as it pertains to inspec-
tion and radiation detection in nuclear plants is a prime ex-
ample of such a case [182, 183]. Mobile manipulators used
for rescue that perform tasks such as getting over unknown
steps, navigating dense urban environments, opening doors,
and operating in chaotic conditions are presented in [184–
188].

The robot localization problem plays a very important
role in aiding mobile manipulator decision-making hierar-
chy and is often solved with relative ease in indoor industrial
applications using Simultaneous Localization and Mapping
(SLAM) [193] due to the ability to have some form of struc-
ture or control on the environment. However, in the case
of outdoor settings, vision-based methods are challenging
due to the where the complexity of problems such as lack
of constants in the environment that could potentially serve
as landmarks. Even though there have been studies that de-
ployed SLAM in these applications [194], in outdoors, lo-
calization of the robot is performed using Global Position-
ing System (GPS) [195] or ad-hoc sensor systems such as
Ultra-Wide Band (UWB) [196], etc. The localization part
is also complicated even in certain indoor settings such as
agricultural greenhouses since it suffers from the same un-
certainty problems that make vision methods difficult, but
at the same time, satellite navigation techniques cannot be
used. Hence, in many greenhouse settings, the mobility as-
pect of the mobile manipulators is handled through the use
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of rails [197, 198]. There is also some work on wheeled mo-
bile robots [199]. The initial step in every single task before
the decision-making hierarchy of the robot takes over would
be the vision problem of identifying and localizing objects of
interest which are addressed in works such as [200, 201].

Safe navigation is essential in agriculture to minimize
the impact on the soil and avoid crop damage since the er-
ror margins are very small [202]. The paper [203] proposed
a robust navigation technique based on cost maps and also
presented a framework that can make the inculcation of such
techniques to tailored environmental situations. The appli-
cability of this framework using popular middleware such
as Robot Operating System (ROS) is also presented. An
extension of this work [204] also went on to propose pa-
rameter tuning algorithms that close the gap of uncertainties
in the robust navigation techniques by making them more
adaptable to robot architecture and environmental condition
changes. A review of mobile agricultural robotics covering
several aspects of planning, manipulation, and design has
been presented in [205]. In order to handle the ever-changing
environment (growing plants, lighting, weather, etc.), [206]
studied an aerial-ground robot combination for deployment
in fields wherein the aerial robot maps the field often, and
the information is transferred to the ground robot. Similarly,
[207] presents several aspects of vision and planning, which
is further reinforced by application towards mobile manip-
ulator based strawberry picking application. Several other
studies that can explored for safe and robust planning can be
found in literature [208].

In terms of the control capabilities for outdoor settings,
the biggest focus is on robust control of both the base and the
arm to deal with terrain irregularities, deformations, slips,
dynamic obstacles, and sensor noise. In agriculture, any er-
ror in its trajectory tracking could lead to regular damage of
crops, which in summation could lead to a big loss to the
farmers. The work presented in [209] explores a systematic
design and control architecture development for heavy mate-
rial handling mobile manipulators that can handle parametric
perturbations and uncertainties. Performance comparison of
control strategies for existing agricultural mobile manipula-
tors based on various sensors is presented in [190]. In gen-
eral, control strategies focused on picking objects for mo-
bile manipulators [42] and offroad navigation of unmanned
ground robots [210] can be translated to agricultural applica-
tions as well. A comprehensive review of agricultural robots
in field operations can be found in the two-part study pre-
sented in [211, 212].

Given the variability in design, it is often difficult to
utilize general off-the-shelf solutions for such applications.
For blank slate design, there have been some studies that
have addressed the question ”which abilities are necessary
to solve particular tasks autonomously?” and discussed how
they could be converted into a control architecture in gen-
eral [213] and in particular to mobile manipulation [214].
Systems that are goal-oriented and the structure of their
control architecture differ based on their expected behav-
ior and/or the environment they operate in, as demonstrated
by [215, 216]. Control strategies such as dynamic obstacle

avoidance [217, 218] need to be adapted for off-road oper-
ation in unstructured environments, such as by inclusion of
wheel slip [219] and non-rigid terrain adaptation [220].

3 Decision Making for Mobile Manipulation
Decision-making helps to close the loop between the sens-
ing/perception and action in intelligent robotic-systems with
various associated nomenclature at the various deployment
stages. Coupled with extent of feedback between sensing and
action, this continuum ranges from motion-planning/open-
loop control methodologies used primarily in offline set-
tings to various forms of online-replanning/closed-loop con-
trol suitable for deployments in online settings to address dy-
namical ego-system and environment.

Since its introduction in the 1980s, the configuration-
space [221] approaches have helped create the abstract no-
tion of configuration/state of the system and associated
choices of extended vs minimalistic representations. Notions
of spatial contiguity (free/obstacle) and temporal continuity
(continuous/discrete) ascribe additional qualitative aspects to
the underlying state and motions defined as the sequence of
states. Motion planning for the dynamical system (mobile-
manipulator) then becomes a computational problem of find-
ing a sequence of actions to move from an initial state to a
goal state in the presence of spatiotemporal constraints. Such
spatiotemporal constraints arise naturally due to the dynam-
ics within the environment and most certainly for the dy-
namical system engendered by the mobile-manipulator. A
wide diversity of constraints can ensue based on extent of
mobile-manipulator/environment coupling as well as spatial-
and temporal-coupling (ie. reducibile to only spatial or only
temporal).

Despite the existence of these spatio-temporal con-
straints there remains enormous redundancy and thence
choice for selection of the motion-plan - this paves the way
for creation of decision-making frameworks. At their core,
such decision-making frameworks are based on the ”design-
optimization paradigm”: systematic creation of choices, sys-
tematic evaluation of choices and systematic elimination of
choices. In particular, the addition of a parametric capabil-
ity facilitates the leveraging of computational support to ad-
dress problems of ever-increasing size and scope (as we will
note). Further, varying grades of planning/control are possi-
ble based on the extent of reliance on sensing (ongoing in-
formation gathering within the environment) versus models
(pre-existing information about the environment).

3.1 Motion-Planning for Mobile Manipulation
There is a significant body of literature in motion-planning
for mobile manipulation that came to the forefront in the late
1990s and is captured in SURVEYS such as[14, 15, 18] as
discussed in Sec. 1.2. As a quick aside, a disambiguation is
necessary between the often interchangeably used “motion
planning” and “path planning”. Whereas path planning only
generates a path within the configuration space, motion plan-
ning generates time-indexed motion trajectories. Inasmuch
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path-following only requires spatial-feasibility (e.g. obsta-
cle avoidance) while motion-planning requires compatibil-
ity with spatiotemporal constraints (engendered in dynam-
ics of both robot and environment). It is also noteworthy
that ultimately any path-planning effort requires a final time-
parameterization into a motion-planning exercise prior to de-
ployment.

In the couple of decades since the principal enhance-
ments have come from multiple perspectives: (1) more com-
plex mobile manipulators (larger configuration spaces), (2)
deployed in more diverse application settings (greater spa-
tiotemporal constraint complexity), (3) availability of new
theoretical/algorithmic tools (sampling based methods, kin-
odynamic planning), and (4) triple convergence of comput-
ing (GPGPUs) communication (distributed), miniaturization
(embedded controllers) that has permitted the tackling of
larger-scale problems in more real-time settings.

3.1.1 Task vs Motion-Planning
The combined controllable degrees-of-freedom within the
kinematic-chain (from both mobile base and the articu-
lated manipulator) presents the mobile manipulator design-
architecture the opportunity to address very complex tasks.
However, resolving the redundancy (internal/external) is
crucial to realizing this potential. As the complexity
of overall mobile-manipulation process increases, a two-
stage hierarchical approach is often pursued: (i) task-
planning/breakdown into a series of tractable motion-
planning sub-tasks and their sequencing; (ii) motion-
planning of the high degree of freedom mobile manipulator
within each sequenced task. It is noteworthy that the two
steps (task- and motion-planning) are closely-coupled and
should be solved concurrently but are addressed separately
from a computational-tractability perspective.

Such task- and motion-planning sequencing issues ex-
ist for any robotic manipulator (or subsystems) perform-
ing sufficiently complicated tasks over a sufficiently long
time-horizon. However, a breakdown along the lines of
mobile-manipulator subsystems (mobile-base vs manipu-
lator vs gripper or combinations) or along the nature of
the manipulation-task (transportation vs grasping) feature
prominently in the literature.Some of the earliest efforts of
Wolfe et al. [222] focused on a fixed hierarchical partition-
ing of task- and motion-planning for mobile manipulator. In
more recent times, a more flexible contingency-based par-
titioning of task and motion planning, combining perception
systems with human knowledge, has been pursued by Akbari
et al. [223].

Other partitioning approaches have also emerged –
Cambon et al. [224] designed an approach to link the sym-
bolic and geometric representation that permitted treatment
of intricate tasks and motion planning constraints for mobile
manipulator problems. More recenlty, Saoji and Rosell [225]
present a task and motion planning approach which allows an
easy way to interconnect both symbolic and geometric plan-
ning stages. Thakar et al. [226] developed a two-layered ar-
chitecture to reduce the computation time using search trees

in temporal windows and caching schemes for trees to reduce
the number of calls to the motion planner. A more granular
3-stage process was pursued by Kabir et al. [227] building
upon spatial constraint checking (using conservative surro-
gates for motion planners), instantiating symbolic conditions
(for pruning infeasible assignments), and efficiently caching
(and reusing) previously generated motion plans.

Coincidentally, such task- and motion-partitioning prob-
lems for mobile manipulators have also been studied in the
context of the coordinated planning problem. For example,
in [71] where the mobile manipulator (high dof) has to carry
bulky objects like a long rod or a chair through narrow pas-
sages (large configuration spaces with significant spatial con-
straints over extended time-horizon). Successful pursuit of
task-and motion-planning will remain crucial even as vari-
ous application-deployments pursue the long-term autonomy
goals.

3.1.2 Point-to-point vs Constrained Motion Planning
As a fundamental functional capability needed for the

effective operation of mobile manipulators, motion planning
has been pursued with 2 broad flavors: point-to-point mo-
tion planning to move from a starting configuration to a goal
configuration (avoiding static obstacles and other primarily
spatial constraints); and constrained motion planning ad-
dressing various spatiotemporal constraints (primarily aris-
ing from the mobile manipulator). Motion planners for high
degrees of freedom systems like [57, 58, 62, 228–232] can
be used for solving most motion planning problems; how-
ever, in the context of this paper, we will focus only on those
planners that are designed specifically for mobile manipula-
tors.

Historically, point-to-point motion planning developed
the earliest and often faced the challenges of computational
complexity. Hence, early exemplars often showcased de-
coupled mobile-base and the manipulator subsystems ap-
proaches. Doing so not only permitted modularity but po-
tentially re-use/retasking of generic mobile-base and manip-
ulator motion planners. However, given the dependence of
the manipulator workspace on base motions, manipulators
were required to be folded/homed to a standard-position.
Additionally, while sequential and separate, the motion-base
and manipulator motion planning were dependent – mobile-
base motion depended on current (stationary) manipulator
configuration while manipulator-motion planning was de-
pendent on the current (stationary) location of the mobile
base. Several approaches use the same planner [233, 234] for
both mobile-base and the manipulator-planning sequentially.
Similar strategies for the motion-planning of mobile base and
manipulator sequentially with the additional consideration of
environment uncertainty are discussed in [69, 70].

However, as noted earlier, spatiotemporal constraints
arise naturally due to the dynamics within the environment
and most certainly for the dynamical system engendered by
the mobile-manipulator. A wide diversity of constraints can
ensue based on extent of mobile-manipulator/environment
coupling as well as spatial- and temporal- coupling (ie. re-
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ducibile to only spatial or only temporal).
Constraint-imposition may arise due to physics (e.g.

contact) or due to heuristics (e.g. virtual fixtures)
– these constraints need to be satisfied regardless the
motion-planning framework. From a physics perspec-
tive, the underlying mobile manipulator constraints may
be imposed at the component-level (kinematic actuator-
rates/dynamic actuation-limits); subsystem-level (holonomic
vs non-holonomic wheeled bases, serial/parallel/hybrid ma-
nipulators); or at the system-level (closed-kinematic loops
due to environmental contacts, other forms of end-effector
motion/force constraints). The interplay of these constraints
with the environment constraints (non-holonomic motions)
creates a rich fertile problem-space. The further addition of
virtual constraints on both the mobile-manipulator (e.g. pre-
ferred manipulability) and environment (safety buffers) adds
to the overall problem complexity. For example, the task-
and motion-level planning frameworks may be viewed as
a form of ”artifically-constrained” motion planning within
a higher dimensional space. Thus, in such a milieu, con-
strained motion planning offers a more general and certainly
more contemporaneous approach but comes at the cost of in-
creased computational complexity.

3.1.3 Optimization-based vs Sampling-based
Optimization-based and sampling-based offer broad cate-
gorization of motion-planning approaches deployed to ad-
dress the challenges offered by: (i) the need to resolve re-
dundancy and down-select a plan; and (ii) ever-increasing
high-dimensional configuration spaces. In the context of
mobile-manipulators, parametric optimization-based meth-
ods like in [74, 235] have been modified for the generation
of constrained motions of the robot with one or more sub-
systems (mobile base, manipulator, gripper) moving concur-
rently. Additional variants [75] have encompassed aspects
such as imposition of pose- and velocity-constraints such as
for grasping objects as well as temporally-fluctuating impo-
sition of constraints. Such frameworks greatly facilitate in-
tuitive inclusion of continuity-requirements arising from the
mobile manipulator dynamics/constraints. In [236], the plan-
ner simultaneously plans for the optimal location of the mo-
bile base, as well as joint motions needed to traverse the de-
sired end-effector path. The quadratic programming-based
approach can easily incorporate additional constraints such
as for wall painting, object sanding, or car washing oper-
ations using mobile manipulators. Alternately, a secondary
optimization approach has been used to loosely-influence the
solution constraints such as end-effector tracking for a mo-
bile manipulator while attempting to enhance tip-over stabil-
ity margins [237].

In contrast, a bulk of the growth in motion-planning
for robotic manipulation has been in sampling-based ap-
proaches that have come to dominate the landscape. General
planners like BIT* [58, 238] can be extended to the planning
of holonomic and nonholonomic mobile manipulators. In
these methods, the shrinking/refinement of the focus region
leads to progressively better solutions when: (a) determin-

ing the initial feasible path is easy and quick, and (b) the
length of the optimal path is relatively long, i.e., there is no
maze-like structure in the configuration space. Pathological
cases such as planning for nonholonomic mobile manipula-
tors carrying large objects in cluttered environments do not
satisfy either of these conditions and hence using these meth-
ods may not work. This is the focus of the planner presented
in [71], where focus regions, hybrid sampling, and connec-
tion heuristics are used for accelerating the motion planning
for mobile manipulators. Planners like TGGS [239] use sep-
arate planning-roadmaps (for base/arm) and cannot be di-
rectly used coordinated manipulator/mobile-base planning.

Other generic sampling-based methods like task-space
regions, Tangent Space RRT, and Atlas-RRT [76] have been
used for constrained motion-planning for mobile manipula-
tors. The sampling-based task-constrained motion planning
approach [240] enforces constraints on orientation of the
object being carried are applied throughout the motion by
a holonomic mobile manipulator. Random trees are grown
in the in the high dimensional configuration space and sam-
ples are projected onto the appropriately constrained mani-
fold via the mobile-manipulator Jacobian. In other work, an
end-effector capability map is used together with an online
sampling-based method as a desired end-effector trajectory
with holonomic mobile manipulators [241].

Such Jacobian-based control can also be used to extend
the trees for the nonholonomic mobile manipulator where the
mobile base is constrained to move along a given path [86].
The sampling-based approach is used for unconstrained mo-
tions and relevant non-redundant inverse kinematics solu-
tions are used for the constrained motion sections. Another
sampling-based method for constrained end-effector motion
planning on a point-cloud surface with a nonholonomic mo-
bile manipulator is presented in [242]. In [68], the focus is
on the planning for the mobile base so that the robot moves
and picks up objects in a time-optimal manner. In [243],
the requirement for the end-effector to reach a set of desired
configurations requires multiple repositioning of the mobile
base multiple times. First, the optimal manipulator configu-
rations corresponding to desired end-effector poses are deter-
mined, and then successive optimal configurations are con-
nected with minimal RRT generated paths.

Finally,it is also worth noting that several sampling-
based approaches (e.g. RRT-star, A-star) can be enhanced
by using physics-based measures (manipulability etc.) as ad-
ditional heuristic-costs to guide the search (as discussed in
the next section).

3.2 Planning Challenges Informed by Deployments
In the previous section, we noted that unique challenges
emerge for specific mobile-manipulator configurations, de-
ployed tasks and operational environments. While the
arena of motion-planning in high-dimensional configuration
spaces can be (and is) well studied in an abstract setting, in
what follows, we will highlight the specializations pursued
to address the mobile manipulation challenges. Our discus-
sion around motion-planning deployments will be focused
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along 3 distinct sub-problems – Mobile base placement, Area
Coverage, and Mobile Manipulator Grasping – that highlight
some of the unique features and help justify the approaches

3.2.1 Redundancy Partitioning Approaches
Partitioning of base/manipulator motion capabilities within
a mobile manipulator is often justified from multiple per-
spectives: (1) modularity (any base can now be used with
any manipulator), (2) architecture-perspective (wheeled non-
holonomic vs articulated serial), or (3) dynamics of manipu-
lation (macro vs micro).

The mobile base placement (or sequence of placements)
is crucial to not only ensuring feasibility of end-effector task
but also its optimality. Other tasks that comprise continu-
ous toolpaths that need to be executed on large workpieces
require a sequence of mobile base placements instead of a
single placement and minimization of base placements re-
duces the recalibration requirements. Zacharias et al. [244]
used a reachability maps representation to find suitable mo-
bile base placements so that the articulated-arm can trace
Cartesian space trajectories [245] including clustered regions
[246]. The work done in [247, 248] used the map to gen-
erate promising placements by sampling the workspace and
improving reachability using gradient descent over the map.
Other works build on computing and searching over an in-
verse reachability maps [249] to find suitable base locations.
Reuleaux is an open-source library that also exploits inverse
reachability maps to compute base placements [250]. A near-
est neighbor search to obtain a set of feasible base place-
ments together with a reachability score (for each query pose
in the workspace) which can be maximized.

As in the traditional redundant manipulators cases,
other end-effector criteria such as manipulability [251], end-
effector stiffness [252], reachability [253], and uncertainty
[243, 254] also is necessary in the mobile manipulation
space [243, 252, 253].

3.2.2 Area Coverage Planning
Area coverage planning problems have been studied exten-
sively in literature in the survey paper [255]. Area cov-
erage is required for several robotic applications like lawn
mowing [256], agricultural field plowing [257], bush trim-
ming [258], spray painting [259], CNC machining [260],
cleaning [261], etc.

When the mobile base and the manipulator move sepa-
rately, coverage path planning for determining eddy currents
in aeronautical parts as discussed in [262] using a zig-zag
pattern can be used for a stationary mobile base. Similarly,
in [263] a non-random targetted viewpoint sampling strategy
for coverage planning to cover the entire area for camera-
based inspection of large parts is implemented, which can be
implemented for a stationary mobile base.

One of the effective methods for solving the coverage
path planning problem is to formulate it as a traveling sales-
man problem (TSP) [264]. In [258] a bush trimming prob-
lem based on a manipulator fitted with a trimming tool at the
end-effector was formulated as a TSP by using the mesh of

the desired shape of the bush. Each triangle on the mesh was
considered as a vertex for the TSP. Such an approach is effec-
tive only when there are not a large number of vertices. Fur-
ther, they use a spline-based representation for optimization
based on motion constraints for the robot such that the end-
effector, i.e., the cutting tool, is constrained to go through the
waypoints. In [265] a combined approach for robot place-
ment and coverage planning for mobile manipulator, takes
into account constraints like collision and stability, to deter-
mine appropriate base placements and solve the TSP for the
end-effector.

The mobile base and the manipulator can move concur-
rently when planning for area coverage. A framework for
3D surface coverage by a redundant manipulator was imple-
mented in [266] which can be easily extended for holonomic
mobile manipulators. Here different inverse kinematic solu-
tions for the robot are treated as individual nodes in a graph
which is modeled as a generalized traveling salesman prob-
lem (GTSP). GTSP is where the nodes of a graph are subdi-
vided into clusters, and at least one node in each cluster needs
to be visited. This method can work for mobile manipula-
tors; however, the nonholonomic nature of the mobile base
can make it challenging to find feasible edges for the graph.
Yang et al. [267] solved the problem of non-revisiting cov-
erage task with minimal discontinuities for non-redundant
manipulators. Leidner et al. [268] examine cleaning and
wiping chores with a redundant mobile-manipulator (Rollin’
Justin) where the motion plan is generated, splitting the task
into a high-level planning module and a specific control for
the required cleaning action with an overall objective of op-
timizing the traversed end-effector Cartesian path length. In
this light, [269] seek an alternative approach to covering the
area of a point cloud with spray disinfectant. The point cloud
is first projected on a plane and a depth-first search based
branch-and-bound method is pursued to cover teh extracted
planar polygon extracted with a combination of zig-zag and
spiral segments.

3.2.3 Mobile Manipulator Grasp Planning
Grasp planning for mobile manipulators is a challenging
problem that has been dealt with in several ways in the liter-
ature. On one hand, grasping requires coordination within a
very challenging high-dimensional constrained configuration
space (mobile-base/manipulator/gripper). Further, grasping
requires detecting object, constructing data-driven represen-
tation, determining the gripper approach-vector, and comput-
ing all the mobile manipulator’s plans in the presence of un-
certainty.

Many of the traditional grasp planners (designed for sta-
tionary manipulators) can be used for mobile manipulators
once the mobile base has been fixed. However, an oppor-
tunity exists for stationing the mobile manipulator at an ap-
propriate position to ensure easy grasping which several ap-
proaches have exploited. In [83], the focus is on appropri-
ately imaging an unknown object with a mobile manipula-
tor for its accurate reconstruction, finding appropriate planes
from segmentation to successfully grasp the object. Simi-
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larly, in [270] a stereo vision algorithm is developed for the
object pose estimation using point cloud data from multi-
ple stereo vision systems. Coupled with ability to compute
various grasp-metrics (e.g. via GraspIt) coupled with ma-
nipulator end-effector metrics (e.g. manipulability), this can
also set the stage for secondary optimization such as for base
position and end-effector approach direction [270–272].

Additionally, several of the model-based reinforcement
learning approaches for robot motion and grasping have been
adapted for mobile manipulation. Li et al. [84] proposed a
reinforcement learning (RL) strategy for manipulation and
grasping of a mobile manipulator which reduces the com-
plexity of the visual feedback and handle varying manipula-
tion dynamics. After several iterations of the RL and other
methods, the bionic robot arm is able to reach the target po-
sition more accurately, even with unknown external pertur-
bations. Other works [273] have also used RL for targeted
grasping with active vision feedback geared towards mobile
manipulators.

Dex-Net MM [85] is a deep learning framework for sur-
face decluttering at homes where mobile manipulators with
low precision can be potentially used for clearing and clean-
ing objects from the floor. This builds upon their previous
frameworks on Dex-Net [77, 274] where physics-based mod-
els are used to determine the grasping locations on CAD
models of objects. These models are learnt using deep neu-
ral networks, which are then used for grasping unknown ob-
jects from a heap of unknown objects. In [85], the Dex-Net
4.0 [275] is modified to adapt for the parameters of a mobile
manipulator because, due to inherent cost and weight limits,
mobile manipulators have far lower precision in sensing and
control than a fixed-based robot system.

Another data-driven mobile manipulator grasping of un-
known objects is presented in [276]. The goal here is to au-
tonomously scan the environment, model the object of inter-
est, plan and execute grasps in the presence of uncertainty
in the pose of the mobile base. A single scan of the object
may not reveal enough information for grasp analysis, and
hence, the system autonomously builds a model of an object
via multiple scans from different locations until a grasp can
be performed.

All the methods mentioned above focus on manipulator
motion and grasping with the mobile base stationary. How-
ever, a generic grasping pipeline is desirable which achieves
arm-base-gripper coordinated grasping given the information
about object pose and the operating environment. Such con-
current manipulator/mobile-base motion approaches are be-
ing explored till grasping is successful [68, 75, 86] or at least
until the gripper reaches the objects (and only manipulator
moves for grasping) [45, 277]

This may not be optimal as grasping can happen with the
mobile base and the manipulator moving when the gripper is
closing [86]. Hence, Thakar et al. [75] eliminate the ex-
plicit need for a stationary gripper via a strategy for mobile-
base motion compensation by the manipulator arm, thereby
keeping the gripper largely stationary during grasping.

3.3 Control for Mobile Manipulation
Most open-loop or feed-forward control algorithms tend to
be computationally-expensive and are therefore unable to
replan fast enough for ensuring timely intervention in real-
time while navigating dynamic environments. Hence, feed-
back control approaches serve a crucial role for the robot
to achieve its desired goals in a safe, accurate, and repeat-
able manner. Some complex planning algorithms might be
deployed progressively in real-time [278], as computational
resources are constantly evolving. Yet, real-time control as-
pects still remains the barrier for the avoidance of system
failure.

As described before, in any robotic system with at least
semi-autonomous capabilities, the overall software or func-
tional architecture is broadly compartmentalized under the
sense-think-act paradigm. In each of these divisions, the con-
trol algorithm or an extension of it plays a significant func-
tion. Sensing is of two types, namely proprioception, the
robot’s capability to identify its own states, and exterocep-
tion, its capability to identify its surroundings/environment.
While exteroception is largely used in the planning and be-
havioral layers, proprioception appears in the robot control
architecture in the form of state estimation formulations in
order to eliminate uncertainties and noise introduced by the
sensor suite available on the robot. Thinking involves the
robot’s capability to break down its functions into require-
ments and consequently designing its own tasks to complete
those requirements. Here the role of control, generally called
the upper-level controller, deals with the central problem of
converting a desired path or trajectory that is computed by
the planner to an acceptable and safe reference input (forces,
torques, or angular rate) that an actuator can achieve. Lastly,
acting involves successfully and safely performing the tasks
that the robot originally set out to achieve by coordinating
and operating the actuators of the robot. The problem of con-
trol may also extend further into the above-mentioned lower-
level as well, where the actuators are controlled to achieve
the desired angular rate references that a higher-level control
computes.

The process of generating the references for the upper-
level controller have been discussed in Sec. 3.2 and in this
section, we will explore the control methods for mobile ma-
nipulator previously developed and deployed in the litera-
ture.

3.3.1 Criterion for Control Design
In the following, criteria for the design of control archi-
tectures are broadly categorized in context of mobile ma-
nipulator operation. This categorization follows the domi-
nant selection in literature as pointed out by other surveys
[13, 18, 19]. Additionally, Sec. 3.3.2 is introduced to capture
several research contributions in niche topics within mobile
manipulation that could not be categorized into the broader
trends as observed in literature. This section serves as an
initial starting point for developing control architecture re-
quirements, and is not meant to exhaustive.

(A) Path and Trajectory Control
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The motion control framework consists of a feed-
back algorithm that computes appropriate actuator in-
puts for the motion of the arm or base. Here, path
control is supposed to track global spatial/geometric
references that can be specified by users or a plan-
ner. Path tracking controllers have successfully been
applied to robots in general [279–282] as well as in
the context of mobile manipulators [283–285]. When
semi-autonomous or autonomous mobile manipulator
tasks are time-constrained, however, they ideally require
spatio-temporal references. A higher-level motion plan-
ner generating references in the temporal space is there-
fore often distinguished as trajectory control [286–289].
Certain scenarios exist in which both strategies are de-
ployed at the same time, i.e., the base being subjected to
path tracking while the manipulator employs trajectory
tracking (as demonstrated in [290]). It can be argued,
however, that path tracking is advantageous due to its
lack of unstable zero-dynamics (as present in trajectory
tracking) when load carrying applications subject to un-
predictable dynamic interactions are concerned, e.g. in
mobile manipulation [291, 292].

(B) Whole Body and Modular Control
In most control approaches to mobile manipulation, base
and manipulator operation are strictly separated such
that at any given time only one primary control objective
is active. This separation principle is then augmented
by a switching layer that determines the currently perti-
nent control objectives. Exemplary studies that specifi-
cally address this decentralized control problem in mo-
bile manipulators can be found in [293–297]. The ad-
vantage of such a control formulation lies in its simplic-
ity, i.e. priorities can be separated amongst the arm and
the base with individually designed different control al-
gorithms employed for each subsystem [298].
Despite the disadvantage that unified control needs to
adhere to a single control framework, it allows for the
exploitation of mobile manipulation in the true sense of
the term, wherein the manipulator and mobile base can
be controlled at the same time. This can lead to sev-
eral advantages during task achievement as discussed in
Sec. 3.2 and makes the robot more dynamic in terms of
its capabilities. The formulation for this type of con-
trol involves considering the onboard manipulator as an
extended joint space of the mobile base, where the mo-
tion controller considers both the base and manipulator
states. Here the base control becomes a lower priority
task and is hence projected into the null space of the ma-
nipulator control tasks, which is now of a higher priority.
As a result, base control is completed simultaneously
without affecting the performance of the end-effector
manipulability. Several studies have been published in
the whole-body coordinated control problem of mobile
manipulators where the base and the manipulator move
at the same time [299–303].

(C) Obstacle Avoidance
In general, the problem of obstacle avoidance is largely
handled at the planning level; however, since control

algorithms operate much faster and largely deal with
the safety of the system, several studies have included
the obstacle avoidance problem (both for the base and
the manipulator) at the control level. Obstacle avoid-
ance essentially becomes one of the objectives in the ro-
bust path/trajectory control problem. Robustness plays
an important factor, since a mobile manipulator can
change its spatial profile drastically, large errors can
cause collision with its environment. Several studies
have proposed motion control algorithms for mobile ma-
nipulators that include a real-time obstacle avoidance
scheme [304–307]. In most scenarios, obstacle avoid-
ance is more efficiently enforced with the use of a uni-
fied/coordinated control algorithm that considers all the
robot joints at any given time, as demonstrated in [308].
This goes back to the points discussed in Sec. 3.2, where
there are several constrained obstacles such as tables,
doorways, etc., that need to be considered as obstacles
only for a subsystem of the robot, namely base or ma-
nipulator. The only performance metric when it comes
to obstacle avoidance at a control level is the clearance
margins and robustness by which the robot performs
against handling said obstacles.

(D) System Stability and Disturbance Rejection
Stability is a large research area for mobile manipulators
as it is a highly dynamic system that operates in com-
plex environments where system failures such as tip-
overs can lead to property damage or injuries. A mobile
manipulator might not move at speeds that are compa-
rable to on-road vehicles; however, since it often carries
non-centric loads and goes through forceful interactions
with its environment, the manipulator can dynamically
disturb the base causing it to tip over. Due to the ten-
dency of complex planning algorithms to often use low
fidelity or even kinematic models during design to man-
age its computation loads, the references that it provides
to the control level may not always lead to the safest op-
eration of the manipulator. The purpose of these control
algorithms is to act in coordination or as compensation
to motion control algorithms to ensure that the system’s
center of gravity remains within its stable region. Sev-
eral works are available in the literature studying the sta-
bility control of mobile manipulators while in operation
since this is one of the biggest avenues for system fail-
ure [237, 309–314]. Another avenue of research with
respect to system stability is the definition of stability
margins in order to define the robustness parameters for
the controller [315–317]. The control methodologies it-
self is explored in Sec. 3.3.2.
Disturbance rejection as a field often proves to be hand-
in-glove to the stability problem when it comes to mo-
bile manipulation. The main factors that need to be ad-
dressed in disturbance rejection are disturbances on the
base due to the ground, or the manipulator due to the
end-effector interactions [125, 318–320].The need for
manipulators to drown out vibrations, etc., caused by
the interaction between the end-effector and the work
surface is a well-studied problem in robotics [321–324].
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(E) Off-road Operation
As discussed in Sec. 2, mobile manipulators are also
heavily used in outdoor applications such as search and
rescue operations, construction, agriculture, etc. This
raises additional complexities not only in the percep-
tion capabilities of the robot but also in the control as-
pects. Outside the space of mobile manipulation, navi-
gation of ground mobile robots in off-road environments
is an enormous field that consists of research spanning
decades [325]. Even though mobile manipulators do not
usually operate at extremely high velocities as some of
the other robotics applications, the control challenges
still remain significant. Researchers have studied the
problem of mobile manipulation stability in unstable
or deformable terrains [219, 326–328]. In general, the
robustness envelopes and constraints in the indoor en-
vironments, i.e. performing constrained motion control
and dynamic obstacle avoidance, have been proven to
expand significantly in unstructured outdoor environ-
ments [329, 330].

3.3.2 Control Methodologies
The control methodologies employed in any autonomous
robotics applications and subsequently in mobile manipula-
tion exist within a continuum whose extremities are model-
based and model-free/data-driven controls. Traditional liter-
ature from the past tends to be model-based control. How-
ever, in the last decade, the neural-network-based approach
is conceived as a competitive way to control robot manipula-
tors given the rise of computational capacity as well as signif-
icant interest in autonomy [331, 332]. Although data-driven
and completely model-free control methods show a lot of
promise, problems such as lack of safety guarantees, adapt-
ability, need for large amounts of data, etc. drive researchers
towards adapting a hybrid method for control that explores
the best of both worlds as illustrated in [333]. In this subsec-
tion, we will explore this continuum in the literature, start-
ing with Model-Based Control (MBC) and spanning through
data-driven Model-Free Control (MFC) approaches.

In regards to MBC, fundamental issues are kinematic
and dynamic modeling, the control of nonholonomic sys-
tems, the hybrid motion/force, and hybrid position/force con-
trol. There are several works one can refer to for understand-
ing the modeling aspects of a mobile ground system, compi-
lations of which can be found in [20, 334, 335]. In several
cases, the choice of base architecture can add significant ad-
ditional control challenges as well. Researches have tried to
introduce suspensions to the bases of mobile manipulators to
help manage the dynamics exerted on the base by the manip-
ulator as well as increase the traversability of the robot. This,
however, leads to additional necessities such as suspension
control, which by itself is a vast field of research [336]. Ac-
tive motion control through the use of suspensions has been
explored in the field of mobile manipulators [217, 337]; how-
ever, the field is not well evolved in the research literature de-
spite its promise. Some have tried to bypass the suspension
necessities to instead use a self-balancing 2-wheel robot as

Fig. 6. Image showing several possible wheel architectures found
in popular robots

the base for their mobile manipulators [338]. These robots
can adjust the angle of their pitch to adjust to the terrain,
which increases operational capacities significantly. There
is a unique challenge with this architecture however, namely
active stability control owing to their passively unstable na-
ture. A thorough review of the advantages and state of the
art in control for such a base as well as its mobile manipula-
tor variants can be found in [339]. A preliminary look at the
various architectures is presented in Fig.6.

Similar to the modeling of mobile bases, the model-
ing of serial link manipulators and their variants is also a
well studied and researched field since the dawn of robotics
[340, 341]. There are several other aspects to the analytical
modeling of a manipulator that goes beyond the kinematics
and dynamics itself, such as redundancy resolution, contact
modeling, grasping, etc., that are also extremely important
for the development of MBC algorithms. These aspects are
well studied and explored, and a wealth of literature dealing
with these topics exists, a compilation of which can be found
in [342].

The decentralized or modular control methods discussed
in Sec. 3.3.1 also extend to the modeling domain where the
two subsystems can be treated separately in the control ar-
chitecture. This provides some advantages since the mobile
platform often has unique control properties when they are
nonholonomic in nature, and it’s often easier to model and
control them separately for the sake of obstacle avoidance
formulations, path control, etc. However, there is value in
modeling the system as a whole which, despite increasing
the complexities, can help exploit the value proposition of
mobile manipulators completely, which is increasing the dy-
namic task capability of a robot. In [17], the authors derive
and present the kinematics and dynamics of a differential-
drive and Ackermann steered mobile platforms in great de-
tail. Additionally, Yamamoto and Yun’s body of work is
often used as a popular source for extensive dynamic anal-
ysis, where modeling aspects such as dynamic task space,
dynamic interaction between the manipulator and base, etc.,
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are thoroughly explored [11, 12].
Differential-drive robots are the most common type of

robotic base architectures that are used both in and outside
the space of mobile manipulation. However, other platforms
such as omnidirectional and skid-steered are also practically
prevalent in this space, whereas the literature, on the other
hand, is scarce in regards to the modeling of these systems.
In [343–345], the complete kinematic and dynamic formu-
lations are provided for an omnidirectional mobile manip-
ulator, and a further inverse kinematics/dynamics control is
developed for the trajectory tracking for the coordinated mo-
tion of the entire robot. A detailed modeling and analysis
discussion was presented in [346] for skid-steered vehicles.
Despite the control being a PD control (non-model-based),
the work itself is interesting due to experimental validation
provided for the dynamic model using a skid-steer loader.
Despite the fact that wheeled mobile bases with serial chain
manipulators are not the only focus of [347], a complete look
into a kinematic model-based control was presented with
several citations to related works. The manipulability mea-
sure is a commonly used technique in the model-based con-
trol design of manipulators. Several works now use the same
measure to gauge the performance of mobile manipulators
as shown in [2] whereas some studies in the literature use the
manipulability measure to design their controllers. The op-
timization of criteria inherited from the manipulability con-
siderations (based on an analytical model) is used to generate
the whole body controls in [348]. In [308] singularities are
avoided for the entire mobile manipulator by increasing the
manipulability measurement. Several direct model-based ac-
tive and reactive force/torque control frameworks are avail-
able in literature [349–352].

There are several model-based control methods such as
optimal control and feedback linearization that do not di-
rectly use strategies such as inverse dynamics yet use an an-
alytical model as an assumption for system behavior in the
control design phase. Optimal control has proven to be ef-
fective in several scenarios as shown by [353–356] where
variants of Model Predictive Control (MPC) was success-
fully applied in navigation control for mobile manipulators.
Further, given that the dynamics are known, feedback lin-
earization techniques for mobile manipulators have attracted
research interest in recent years. Input-output feedback lin-
earization was applied to control the navigation of the mobile
base such that the best manipulator position can be achieved
at the preferred configurations (measured by its manipulabil-
ity) in [302]. Similarly, in [11, 357, 358], decoupled control
was performed using feedback linearization methods where
force control of the end effector was achieved while simulta-
neously compensating for the dynamic interactions between
the base and the arm.

Compilations of the latest literature in classical model
identification methods[359] and modern robot learning
methods [360] often indicate a trend towards the deployment
of data-driven methods to learn an input-output relationship
for the robot. Additionally, control of mobile manipulators
with uncertainties is essential in many practical applications,
especially for the case when the force of the end-effector

needs to be considered. In the space of mobile manipula-
tion, the method that seems to be prevalent in literature for
the handling of model or parameter uncertainties is robust
and adaptive control techniques.

One such primary control method that has been exten-
sively used in the field of mobile manipulators is Variable
Structure Control/Sliding Mode Control (VSC/SMC), ow-
ing to its desirable tolerance to some degree of parameter
uncertainty [361–363]. In such methodologies, a discon-
tinuous control law is employed to guide the system to a
switching surface wherein once the system is on the switch-
ing surface, the control law guarantees that the dynamics
are insensitive to parameter variations. Further complex ro-
bust control techniques such as backstepping control [364]
and its variants in combination with SMC[365], etc. have
been deployed. In [91], a nonlinear robust control technique
was presented based on compensation for uncertainty which
was predicted/estimated using a disturbance observer. It is
also noteworthy that some have designed robust control tech-
niques based on dynamic compensation or torque compen-
sation to eliminate the disturbance caused by the coupling of
the base and manipulator [366, 367].

Adaptive control methods can effectively cope with pa-
rameter errors as well as modeling errors by adapting con-
troller gains. The feedback from the plant is designed in
such a way that the end behavior is identical to the ideal sys-
tem described by the analytical model. Several studies have
used adaptive control directly for common control problems
such as trajectory tracking, force control, etc [104, 284, 368–
370]. A variant of adaptive control is robust adaptive control
wherein further error feedback is added for robustness which
has also been explored in literature [124, 371–373]. Fur-
ther advanced techniques can be combined to add robustness
to adaptive control as shown in [374] where sliding mode
control was used for disturbance suppression while adaptive
control took care of uncertainties. An adaptive force con-
trol technique was presented in [375] where robustness was
added to attenuate disturbances.

In accordance with the discussion of the control method-
ologies being a continuum, a lot of model-free methods have
risen in the recent past. An explanation of the fundamen-
tals of these methodologies and references for the latest lit-
erature in the domain of static manipulators can be found in
[331, 376]. Methods such as reinforcement learning (RL) by-
pass the need for model-based design by learning a feedback
control law based on data and have already been used exten-
sively in the mobile manipulation paradigm. Rule-based ap-
proaches such as fuzzy logic controllers can also can be cat-
egorized as MFCs [377–379]. A pick-n-place motion track-
ing operation was controlled using the end-to-end deep RL
technique in [97], wherein the base was controlled based
on a controller that was learned using the manipulator end-
effector task space data. In [380], a whole-body control algo-
rithm was learned using RL, and the visual sensor informa-
tion was used as the training data for the same. Similarly, a
whole-body control algorithm based on RL was proposed in
[381] in which the training was based on LiDAR scans of the
robot. A hierarchical controller where the lower level joint
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space control alone is designed using RL was presented in
[382]. On a different note, in [383], RL was used to learn the
kinematic feasibility and manipulability of a mobile manip-
ulator. The same is then used for dynamic motion generation
for the robot to track the task space references. Apart from
RL, neural networks and their variants (recurrent, etc.) have
also been used in the literature to map sensor data/output to
a feasible input using a trained controller [384–387]. The
problem of uneven terrain handling is also solved using a
learning-based control algorithm in [388]. A similar appli-
cation: robot parking amongst uncertainty and cloudy sen-
sor data, has been solved using learning methods in [389].
A neural net-based tip-over avoidance controller that both
detects and provides real-time mitigation control inputs to
avoid tip-overs was proposed in [237]. Apart from directly
just learning data-driven controllers, neural nets have also
been deployed to solve nonlinear optimization problems. A
robust zeroing neural network was proposed in [283] that de-
ployed a successful robotic manipulator path tracking exam-
ple in a noise polluted environment to show its versatility.

A deduction can be made that MFC approaches are un-
deniably effective in handling the problems of mobile ma-
nipulation. However, the application scenarios and litera-
ture still raises questions about these methods in terms of re-
peatability, safety, guarantees, adaptability, etc. There have
been hybrid methods in the literature that aim to combine
the best from MBC, and MFC approaches to truly expand
the capabilities of mobile manipulators and other systems in
general. Several published works in the mobile manipulator
space focus on hybrid methods integrating system dynamics-
based control for robustness and learning-based methods for
adaptability[390]. Sliding mode control combined with in-
telligent methods has been explored in [391, 392] where a
robust controller is designed using the system dynamics in
order to bring them to a sliding surface post which a learned
proportional control acts as compensation for adaptive op-
eration. Alternatively, a combination of fuzzy control and
neural networks have been presented in [393, 394] wherein
the fuzzy control takes care of generating control for naviga-
tion while the neural net acts as a robustness compensator. In
a manner of perfect collision of both worlds, a model-based
control that performs inverse dynamics for control is aug-
mented using a neural net for robustness in [395]. Lastly, in
[396], a neural network was trained to provide feedforward
torque which was then layered with a fuzzy-based feedback
loop. Additionally, the weights of the neural network were
continually updated using an Extended Kalman Filter (EKF)
in real-time that estimates the best weights based on the sys-
tem output measurement.

For quick reference, a graphical representation of the lit-
erature existing in the continuum discussed in this section is
presented in Fig. 7

3.4 Human and Mobile Manipulator Collaboration
Human-robot collaboration is an important aspect of mo-
bile manipulators used in a variety of applications. In
fact most applications require some level of human control

Fig. 7. The continuum in literature in regards to control methodology
ranging from Model-Based to End-End data-driven control.

[142, 143, 156, 397], and interaction of the robots with hu-
mans [142, 398–400] regardless of the autonomy level ap-
plied. Manual control of mobile manipulators can often be
very challenging for humans since it is challenging to per-
ceive the robot’s surroundings perfectly as the base or arm
moves. Furthermore, the relationship between joint angles
of a high DOF robotic arm and its resultant pose in Cartesian
space is extremely non-intuitive for human operators. There
needs to be a good balance between the level of autonomous
decision making and human oversight [401] so that workload
of the human operator is minimized while improving robot
performance. Moreover, robots often need to have physical
interactions with humans in the workplace while assisting
them or collaborating on a task. This requires robots to have
decision making capabilities about how to interact with hu-
mans safely and efficiently.

There are many works focusing on the different human-
robot interfaces for controlling a mobile manipulator. Work
described in [402] presents a remote manipulation method
using operator gesture which can be employed by a non-
professional operator. Their proposed human-robot inter-
face is able to track the movements of the operator’s hand
with high accuracy. A system reported in [143] uses a 3-
DOF interface like a sip-puff or joy-stick to command end-
effector for performing pick and place operations, to be
used by mobility-impaired people. Work described in [401]
demonstrates a sufficient level of automation with AI fea-
tures, where the remote operator can use an interface on the
computer to navigate and perform object retrieval and place-
ment, disinfecting surfaces, etc. Voice commands have been
explored to task an autonomous mobile manipulator to do
simple domestic tasks [131], [140], [141].

In the case of the teleoperation of a mobile manipula-
tor from a remote location, the human operator often feels a
disconnect from the actual location where the robot is operat-
ing. To ensure transparency in teleoperation, work presented
in [403] demonstrates an augmented reality-based system to
give the operator the feel of the operation site of the robot,
where they consider senses of sight, touch, and hearing. An-
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other intuitive way is to integrate Virtual Reality (VR) in-
terfaces with the control system of a mobile manipulator as
demonstrated in [404].

Delivering an object to a human is a useful general-
purpose capability for an assistive mobile manipulator to
have. Work reported in [399] describes a service robot where
control issues are addressed for delivering and handing over
objects to a human. Work described in [142] presents a
user study for object delivery to motor-impaired patients au-
tonomously. They compare performance between having the
object to the user (direct delivery) and placing the object on a
nearby table (indirect delivery). They conclude that indirect
delivery is more robust and reliable with high user satisfac-
tion.

Assistive tasks often require tactile and pressure sensing
capability. Work described in [405] uses pressure-sensitive
robot skin for physical human-robot interaction for perform-
ing assistive tasks. Work reported on [406] exploits the
multi-modal tactile information of the robot skin. The paper
presents the mechatronic design of their Tactile Omnidirec-
tional Robot Manipulator (TOMM), which has its arms and
hands covered with robot skin.

When a mobile manipulator operates in an environment
with humans, it is important to ensure the safety of the peo-
ple. The autonomous mobile manipulator in [407] uses heat-
map-based social density monitoring for selective cleaning
while maintaining social distancing with surrounding hu-
mans. Tele-nursing robots like TRINA [156] require safety
in close proximity humans. This can be especially useful in
case of quarantine situation or when a hospital needs a sud-
den expansion of caregiving capacity.

Work reported in [408] describes Code3, which is a sys-
tem for user-friendly, rapid programming of mobile manip-
ulators. Work presented in [409] described a human-robot
interface based on task-level programming and kinesthetic
teaching in order to simply programming specifically for in-
dustrial tasks. The interface was assessed by people with
varying robotics experience, and the goal is to make it avail-
able for production floor operators in industrial settings.

Collaborative tasks with humans can be especially chal-
lenging since the robot requires sufficient adaptivity and
safety measures. Work reported in [410] deals with active
cooperative tasks between a mobile manipulator and a hu-
man, like carrying a long object together. They demon-
strate an intention recognition capability in the robot based
on the search for spectral patterns in the force signal mea-
sured at the arm gripper. Work described in [398] presents
a robotic architecture for human-robot interaction with a
human-aware manipulation planner for safety and a super-
vision system dedicated to collaborative task achievement.
Work reported in [397] presents a control strategy for intu-
itive physical human-robot collaboration with mobile manip-
ulators equipped with an omnidirectional base.

4 Future Challenges
The mobile manipulator can be used for a wide variety of
tasks since the environment where they need to work is de-

signed for humans, and the structures of mobile manipula-
tors resemble human anatomy, i.e., they have a robotic arm
on a mobile platform. However, in order to make them more
useful, mobile manipulators need to perform tasks that are
challenging for humans. With this in mind, here are some of
the potential future challenging problems that one can work
on.

High-speed Manipulation and Grasping: Grasping or
manipulating an object while the mobile base moves at high
speed can have several benefits. It can optimize pick-up and
transportation tasks. However, it is a challenging task due
to the precise coordination between the arm and the mobile
base required. For example, grasping an object while mov-
ing requires high-speed perception, precise control, and ap-
propriate motion planning of the mobile manipulator. Work
has been done on grasping moving objects with a stationary
manipulator [411], but the problem of grasping or moving
objects when the mobile base has to move at high speeds
is further challenging due to the coordinated motions of the
mobile base and the manipulator that is required. Further,
uncertainty in the pose of the object can add further compli-
cations to the problem. Hence, it is necessary to study this
problem in detail by integrating the perception, planning, and
control of the robot. Also, demonstrating this where the mo-
bile base moves at high speeds is also a future direction in
this area.
Navigating mobile base with manipulator-based sensing:
Another area of research that can be explored is to use sen-
sors attached to a manipulator to navigate the mobile manip-
ulator. For example, in tight spaces where the uncertainty in
the pose of the base results in a high probability of collision,
a camera with vision sensors can dynamically move and im-
age parts of the robot close to the obstacle. If this is done
with the mobile base and the manipulator moving together,
where the manipulator moves to configurations that image
such situations, it can result in safe navigation of the robot.
Furthermore, if there are tactile sensors and impedance con-
trol on the manipulator, it can use this to get a sense of how
far obstacles are for mobile base motions, where the vision
system may not be reliable.

Mobile Manipulator Design: Mobile manipulator de-
sign plays an important role in the accuracy of execution of
the computed trajectories. A more dynamically stable ma-
nipulator will be accurate in performing high-speed tasks.
At present, a mobile manipulator is constructed by integrat-
ing a commercially available base and a manipulator. The
integration requires designing a structure on the base to sup-
port the manipulator, controller, and other equipment. Lack
of design principles will often lead to an unstable system and
a higher center of gravity of the mobile manipulator. Care-
ful consideration of the weights and balance of equipment
on the mobile manipulator can be given to improve the accu-
racy. Research work can be done in this area to study how the
construction of the mobile base influences the trajectory exe-
cution. The structured design of the robot will also generate
a known dynamic model that can be used during planning.

Multi-Arm Mobile Manipulation: The simplest version
of a mobile manipulator, i.e., with one arm planning, is well
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studied. But a mobile manipulator with one arm is not always
the best solution for an application. A few applications such
as machine tending, assembly, hospital tasks, and more are
possible or done more efficiently with a mobile manipulator
with two or more arms. Two or more arms make the plan-
ning problem different and complex. For example, the task
planning, the number of agents increases with the number
of arms, and these agents need to communicate for efficient
task execution. In the case of motion planning, multiple arms
add dynamic obstacles for each manipulator, and the motion
planning problem has avoided collisions with other manipu-
lators in their path. Also, there are applications that require
multiple arms to move in a synchronous manner. All these
applications and challenges show that a lot of research is still
to be done for multi-arm mobile manipulation.

Analytical Study of Collision and Interaction Behaviors:
Planning algorithms and navigation strategies have almost
entirely aimed at avoiding collisions, with the obstacles and
workspace boundaries serving to impose constraints on robot
paths. In the past, robots’ structural and internal compo-
nents were expensive, fragile, and in general not considered
dispensable, which clearly motivated the urge for collision
avoidance. Today, however, new methods for manufacturing
have enabled the development of a different class of robots
that can either withstand collisions or be considered dispens-
able when they do not always survive them. There has even
been evidence that robotic missions can benefit from con-
tact with the environment. Yet efforts to understand, imple-
ment, and exploit such behaviors are still in their infancy.
Early work demonstrates the potential for physical robot-
environment interaction to contribute to new strategies for
motion planning. Mobile manipulators offer more room for
the designer to make them robust to collisions, add shield-
ing, and even employ mechanisms to exploit boundary inter-
actions. Mathematical models that capture impact behavior
and planners that intentionally incorporate these behaviors
are currently under-developed.

Transportation and Manipulation Deformable Objects:
Mobile robots can come in handy for transportation or ma-
nipulation of deformable objects. Industrial applications of-
ten require transporting flexible materials from one factory
station to the other. The materials need to be handled by a
collaborative effort between multiple human operators lead-
ing to a loss of valuable human labor. Advances in the plan-
ning of synchronized trajectories for multiple mobile manip-
ulators to carry and transport flexible materials can be made.
The materials are also required to be manipulated and stored.
For instance, composite industries require transportation and
manipulation of large flexible composite sheets from the ma-
terial station to the mold on which they are formed. Planning
synchronous trajectories for multiple mobile robots poses al-
gorithmic challenges that can be solved in future research.

Energy Efficient Mobile Manipulator: Mobile manip-
ulators, when deployed, need to be energy efficient to be
economically feasible. If the mobile manipulator needs to
charge while performing a task, it slows it down and adds
downtime. Technologies like fast charging and batteries with
higher charge density are necessary for that. Along with

these, efficient task and motion planning can also be very
useful. In the case of multiple mobile manipulators, the tasks
should be planned such that the overall energy utilization is
low and the energy usage is equally distributed between mul-
tiple mobile manipulators. Motion planning can be done in
a way that the mobile base uses the least amount of energy,
and the manipulator does not need to perform inefficient ma-
nipulations. This area of research will be very useful for in-
dustries aiming to adopt mobile manipulators in a sustainable
and economically feasible manner. So it should be pursued
by researchers.

Safe operation in the presence of humans: We envision
mobile manipulators operating alongside humans within an
environment in the future. In order to achieve that, abso-
lute safety needs to be guaranteed. While there have been
lots of works on human-safe industrial robotic manipulators
[412–414] and automatic guided vehicles (AGVs) or mobile
robots [415–417], there are not as many works for mobile
manipulators. A mobile manipulator comes with its own
challenges for the integration of robotic arm(s) onto a mo-
bile base. [418] describes safety standards specifically for
mobile manipulators in modern manufacturing and discusses
the need for a new class of test artifacts for mobile manipula-
tors in collaborative environments. Ensuring safety requires
development on three major fronts. Firstly, we need superior
and reliable sensing capability, which has zero to little uncer-
tainty in perceiving its environment dynamically. Secondly,
the system needs to find, plan and execute appropriate cor-
rective actions based on the sensor feeds. Lastly, in case of
an unavoidable collision, the system needs to minimize hu-
man injury. Reliability in all these features will ensure safety
for the surrounding humans, which would escalate the real-
world deployment of mobile manipulators in the future.

Hybrid Control Methods: Mobile manipulator systems
often get very complex, and their complexity is only going
to increase owing to the rapid deployment of robots for sev-
eral advanced tasks in industry settings. As the complex-
ity of the systems increase, often the modeling of these sys-
tems using first principles become extremely difficult, ren-
dering model-based control unideal. There has been a steady
rise in the deployment of data-driven control methodologies,
as many modern industrial processes produce huge amounts
of process data containing all the valuable state information
about its own dynamics and state-flows. Designing con-
trollers or estimators directly using these data, online and/or
off-line, is extremely appealing especially given the lack of
accurate process models. However, in applications such as
mobile manipulators that operate amongst humans, safety is
of great concern, hence requiring rigorous verification and
safety guarantees before deployment. Here is where model-
based control holds a greater advantage due to the fact they
are verifiable, repeatable, and explainable. It is clear that
both these control methodologies hold significant strengths
that make a case for each; however, we envision hybrid meth-
ods that combine the best of both worlds can greatly benefit
the automation of mobile manipulators. Although explain-
able Artificial Intelligence (AI) and hybrid control strategies
are popular research topics in robotics, there are significant
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gaps in research on this topic, particular to mobile manipula-
tors, and hence research in hybrid control theory applied to
mobile manipulators is the necessary future direction.

Human and mobile manipulator collaboration: There
are many open challenges towards next-generation human-
robot collaboration with mobile manipulators. We have more
works on human-robot interfaces (HRI) for robotic manip-
ulators and AGVs separately than we have for mobile ma-
nipulators. We need improved communication modalities to
ensure natural communication between robots and humans.
The most common kinds of communications would be hu-
mans providing instructions to the robot and the robot re-
laying new information to humans. Voice-based or natural
language-based communication can be extremely natural for
humans, but gestures, augmented reality (AR) or virtual re-
ality (VR) systems, or even joystick and computer keyboard-
mouse and screen displays can also provide useful function-
alities for HRI. Another aspect includes mobile manipula-
tors performing physically collaborative tasks with humans.
Most of the features we mentioned for safe operation in the
presence of humans will be useful for such collaborative
tasks.

5 Conclusions

Research interest in integrating the mobility of mobile robots
and the manipulability of manipulators to provide enlarged
workspaces and adaptability in various operations has had a
significant presence in robotics in the past few decades. De-
spite its theoretical merit, the implementation of such sys-
tems in actual applications has largely been limited due to
significant challenges related to online planning and con-
trol. However, in recent times, the triple convergence of
developments in miniaturized computing, sensing, and ad-
vanced algorithms have provided a lot of capabilities that en-
able robots to graduate from mere automated systems to au-
tonomous ones. These capabilities have now brought about
a renewed interest in mobile manipulators, which are be-
ing considered in new applications at a rapid rate. Au-
tonomous deployment for mobile manipulators is emerging
as new fields of research fostering advances in industry 4.0.
In recent times, research in all aspects of mobile manipu-
lators, from design optimization and architecture to percep-
tion and decision-making, has been on the rise. Our focus
has been limited to the decision-making methodologies of
wheeled mobile manipulators in this paper. Several research
challenges and future directions are outlined in this study that
needs to be addressed and pursued in order to further expand
the applicability of mobile manipulators in challenging ap-
plications. The scope of necessary research is not only lim-
ited to particularly robotics but, as outlined in this study, also
expands to several fundamental theoretical areas that need
advances. Further advances in these areas will enable not
only mobile manipulators to be more effectively deployed in
existing applications but also enable new applications.
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A Appendix

Table 1. Citations for Figure. 3 (Row-by-Row L-R)

Application Examples

1. Transportation a. The AutOTrans [46],
b. ADAMMS [49], c. A bi-manual
variant [74]

2. Warehouse Tasks a. Dorabot [419], b. Clearpath
Robotics [420], c. OmniRob [51]

3. Machine Tending a. ADAMMS [49], b. Omron [421],
c. Little Helper [422]

4. Assembly and Addi-
tive manufacturing

a. Brick Assembly [109], b. Ike-
aBot [110]

5. Household and Hos-
pital Assistance

a. El-E Assistive Robot [142],
b. PR2 robot and Autobed [134],
c. Human handover tasks [139]

6. Inspection and Disin-
fection

a. ADAMMS-UV [269], b. XDBot
by NTU Singapore, c. Automated
inspection [173]

7. Agriculture and Out-
door Operations

a. SWEEPER [423],
b. SMASH [424], c. BEAR soldier
rescue bot [425]

37 Copyright © by ASME


