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ABSTRACT

The acceleration and transport of energetic electrons during solar flares is one of the

outstanding topics in solar physics. Recent X-ray and radio imaging and spectroscopy

observations have provided diagnostics of the distribution of nonthermal electrons and

suggested that, in certain flare events, electrons are primarily accelerated in the loop-

top and likely experience trapping and/or scattering effects. By combining the focused

particle transport equation with magnetohydrodynamic (MHD) simulations of solar

flares, we present a macroscopic particle model that naturally incorporates electron

acceleration and transport. Our simulation results indicate that the physical processes

such as turbulent pitch-angle scattering can have important impacts on both electron

acceleration in the loop-top and transport in the flare loop, and their influences are

highly energy dependent. A spatial-dependent turbulent scattering with enhancement

in the loop-top can enable both efficient electron acceleration to high energies and

transport of abundant electrons to the footpoints. We further generate spatially

resolved synthetic hard X-ray (HXR) emission images and spectra, revealing both

the loop-top and footpoint HXR sources. Similar to the observations, we show that
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the footpoint HXR sources are brighter and harder than the loop-top HXR source. We

suggest that the macroscopic particle model provides new insights into understanding

the connection between the observed loop-top and footpoint nonthermal emission

sources by combining the particle model with dynamically evolving MHD simulations

of solar flares.

Keywords: Solar flares (1496), Non-thermal radiation sources (1119), Solar magnetic

reconnection (1504), Solar particle emission (1517), Shocks (2086)

1. INTRODUCTION

Particle acceleration, transport, and subsequent emission processes are at the heart

of the high-energy aspects of solar flares. Observations have suggested an enormous

number of particles are accelerated to high energies and the nonthermal particles

can carry a substantial portion (∼10%−50%) of the released magnetic energy (Lin &

Hudson 1976; Emslie et al. 2012; Aschwanden et al. 2017; Warmuth & Mann 2020).

These accelerated particles further propagate and precipitate, producing hard X-ray

(HXR) footpoint sources in the dense chromosphere via thick-target bremsstrahlung

and leading to chromosphere evaporation. Despite a long history of study, the whole

process of energetic particles and their effects on flare dynamics is still an active field

of research.

Flare-accelerated electrons produce nonthermal emissions in HXR and microwave

wavelengths via the bremsstrahlung and gyrosynchrotron radiation mechanisms, re-

spectively. Therefore, HXR and microwave emissions serve as important diagnostics

for flare-accelerated nonthermal electrons (see reviews by Holman et al. 2011; Kontar

et al. 2011b; White et al. 2011). Nonthermal emission sources have been frequently

observed at or above the top of extreme-ultraviolet (EUV) or soft X-ray (SXR) flare

loops (e.g., Masuda et al. 1994; Melnikov et al. 2002; Petrosian et al. 2002; Chen

& Petrosian 2012; Liu et al. 2013; Simões & Kontar 2013; Su et al. 2013; Krucker

& Battaglia 2014; Kuznetsov & Kontar 2015; Oka et al. 2015; Chen et al. 2017; Yu

et al. 2020; Lu et al. 2022). The location of the observed loop-top nonthermal sources

indicates that the primary particle acceleration may take place in the corona, prob-

ably close to the emission source itself (e.g., by turbulence or shocks). Chen et al.

(2020) measured the spatial distribution of magnetic field and microwave-emitting

relativistic electrons along a large-scale current sheet in the 2017 September 10 flare

and found that the loop-top region with a local minimum of magnetic field (referred

to as a “magnetic bottle”) coincided with the location where most of the high-energy

electrons were present. They suggested that the loop-top magnetic bottle may be

the primary site to accelerate and/or confine energetic electrons. In the same flare

but for the main impulsive phase, Fleishman et al. (2022) revealed a volume in the
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loop-top filled with almost only nonthermal (>20 keV) electrons and suggested that

a large fraction of electrons there experienced a prominent acceleration.

Recent modeling effort has been successful in modeling particle acceleration in the

loop-top and current sheet regions (e.g., Kong et al. 2019; Arnold et al. 2021; Li et al.

2022). Although multiple acceleration mechanisms may be relevant for flare particle

acceleration (see, e.g., Miller et al. 1997; Zharkova et al. 2011; Li et al. 2021), in this

study, we focus our discussion on the flare termination shock (TS), which is capable of

directly accelerating particles in the loop-top region and producing loop-top emissions

(Tsuneta & Naito 1998; Mann et al. 2009; Warmuth et al. 2009; Guo & Giacalone

2012; Li et al. 2013; Chen et al. 2015; Kong et al. 2019). In the standard model of

solar flares, this TS forms when the reconnection outflows impinge upon the top of

flare arcades, serving as one promising acceleration mechanism in the loop-top region

(Masuda et al. 1994; Shibata et al. 1995). The flare TS has long been predicted

in 2D/2.5D magnetohydrodynamic (MHD) simulations (e.g., Forbes 1986; Magara

et al. 1996; Takasao et al. 2015; Takahashi et al. 2017; Shen et al. 2018; Cai et al.

2019; Ye et al. 2019; Ruan et al. 2020; Zhao & Keppens 2020; Wang et al. 2021) and

lately in the 3D MHD model as well (e.g., Shen et al. 2022). 1 Recently, Kong et al.

(2019) presented macroscopic numerical modeling of electron acceleration by the TS

by coupling the Parker transport equation (Parker 1965) with an MHD simulation

of a classic two-ribbon flare. They showed that electrons are mainly accelerated at

the TS and concentrated in the loop-top, and a magnetic trap in the loop-top plays

an important role in both accelerating and confining electrons. Kong et al. (2022)

further suggested that the TS acceleration mechanism can also explain the double

coronal HXR sources as observed in some solar flares (e.g., Chen & Petrosian 2012).

To understand the connection between emissions at the loop-top and footpoints,

one needs to study how electrons propagate and precipitate to the footpoints, and

further produce nonthermal emissions. Spatially resolved X-ray imaging spectroscopy

from RHESSI has provided the opportunity to study the coronal and footpoint HXR

sources in a solar flare simultaneously. Simões & Kontar (2013) revealed that the

nonthermal electron rate (in electrons s−1) in the loop-top source is significantly larger

than that in the footpoint sources (by a factor of ∼2−8). This observational result

suggests that the energetic electrons experience significant trapping in the coronal part

of the flare loop (or in the above-the-looptop region), and they are not free-streaming

and should be subject to transport effects. By assuming a single power-law electron

spectrum and applying thin-target and thick-target bremsstrahlung models for the

loop-top and footpoint sources, they deduced the corresponding electron spectral

indices and found the loop-top spectral indexes are smaller than the footpoint indexes

by 0.2–1, possibly implying a softening in the electron spectrum. Earlier studies have

1 Regarding the observational evidence of the TS, a handful of events have been reported (e.g., Aurass
et al. 2002; Aurass & Mann 2004; Mann et al. 2009; Warmuth et al. 2009; Chen et al. 2015; Polito
et al. 2018; Luo et al. 2021; Cai et al. 2022). We refer the readers to Chen et al. (2019) for more
discussions on various observational signatures of TSs and their detectability.
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also shown that the HXR spectral indices between loop-top and footpoint sources can

differ significantly from 2 (e.g., Petrosian et al. 2002; Battaglia & Benz 2006), which is

the value expected from the thin- and thick-target bremsstrahlung provided that the

emissions arise from the same population of nonthermal electrons with a single power-

law spectrum (Oka et al. 2018). In addition to the softening in electron spectrum

at the footpoints, other scenarios may also explain the difference in photon spectral

index being smaller than 2, including, e.g., the electron spectrum deviating from a

single power-law with a break or rollover at high energies (Holman 2003; Holman

et al. 2011), the loop-top source not being completely thin-target (e.g., thick-target

for low energy photons; Battaglia & Benz 2006). On the other hand, the difference

in photon spectral index being larger than 2 may reflect the hardening in electron

spectrum due to transport effects such as Coulomb collisions and return current,

which can cause low-energy electrons to preferentially lose their energies (Battaglia &

Benz 2006; Alaoui & Holman 2017). In addition, albedo effects can modify the HXR

photon spectrum at the footpoints, causing deviations from the ideal thin–thick-target

relation (e.g., Kontar et al. 2006).

In previous flare models, particle acceleration and transport effects are usually

treated separately. Various transport processes have been considered, including mag-

netic mirroring due to magnetic field convergence, energy loss and pitch-angle scat-

tering due to Coulomb collisions with the ambient plasma, pitch-angle scattering by

magnetic turbulence, and return current (e.g., Fletcher & Martens 1998; Lee & Gary

2000; Karlický & Bárta 2006; Zharkova & Gordovskyy 2006; Minoshima et al. 2011;

Battaglia et al. 2012; Chen & Petrosian 2013; Jeffrey et al. 2014; Kontar et al. 2014;

Bian et al. 2017; Effenberger & Petrosian 2018; Musset et al. 2018; Allred et al. 2020;

Tang et al. 2020). These transport effects mostly operate on different time scales and

the interplay between them can significantly modify the spatial and energy spectral

distributions of flare-accelerated electrons. For example, by comparing with the ob-

servations in a flare event, Musset et al. (2018) showed that the turbulent pitch-angle

scattering can explain the coronal trapping of energetic electrons and the spectral

hardening between the loop-top and footpoints. Although the transport of nonther-

mal electrons in the flare loop has been intensively studied, most previous models

used a simplified 1D or semicircular coronal loop and the properties of injected elec-

trons (e.g., energy spectrum, pitch-angle distribution, spatial extent and time profile)

are based on assumptions.

Until now, there has been a lack of realistic models that incorporate both particle

acceleration and transport in the flare region. To connect the emission sources in the

loop-top and at the footpoints, it is critical to develop a model for investigating both

the acceleration and transport processes, and further predict radiation signatures. In

the loop-top regions, the primary particle acceleration mechanism, either stochastic or

shock acceleration, requires sufficient trapping of particles in the acceleration site (see

reviews, Petrosian 2012; Guo et al. 2021). This means that the transport effects not
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only affect the escape of electrons from the loop-top, but also affect the rate of particle

acceleration. In this paper, we present a macroscopic particle model by coupling the

focused particle transport equation with an MHD simulation of the solar flare. This

particle model naturally incorporates both the acceleration of nonthermal electrons in

the loop-top and the transport of electrons in the flare loop. We focus on the scenario

that a flare TS forms and accelerates electrons at the loop-top, and the accelerated

electrons further precipitate to the footpoints. We find that physical processes such

as turbulent scattering can have important impacts on both the electron acceleration

in the loop-top and the subsequent transport in the flare loop, and the influences

are highly energy-dependent. We further calculate spatially resolved synthetic HXR

emission images and spectra, revealing that the footpoint sources are brighter and

harder than the loop-top source, as expected. In Section 2, we describe the numerical

methods. In Section 3, we present the simulation results, with an emphasis on the

effects of turbulent pitch-angle diffusion on the spatial distribution and energy spectra

of nonthermal electrons. Spatially resolved synthetic HXR images and spectra that

can be directly compared with observations are generated and discussed. Conclusions

and discussion are presented in Section 4.

2. NUMERICAL METHODS

2.1. MHD simulation of the solar flare

We first perform an MHD simulation of a classic two-ribbon solar flare by numeri-

cally solving the 2.5D resistive MHD equations using the Athena MHD code (Stone

et al. 2008). Detailed discussion of the model setup can be found in Shen et al. (2018)

and here we only provide a salient description. The initial setup is a force-free current

sheet along the y direction (height) with a uniform guide field Bg = 0.1 B0, where

B0 is the normalized magnetic field. To achieve the two-ribbon flare configuration,

the magnetic field lines at the bottom boundary are set to be line tied on the photo-

sphere. We include classical Spitzer thermal conduction and the background plasma

beta is β0 = 0.01. We use a uniform resistivity corresponding to a constant magnetic

Reynolds number Rm = 5 × 104. The simulation domain is x = [−1, 1] and y = [0,

2]. We use uniform grid and the grid numbers are Nx × Ny = 1155 × 1155. The

simulation results are normalized by the length L0 = 75 Mm, the plasma density

ρ0 = 1.93× 10−12 kg m−3 (number density n0 = 1.153× 109 cm−3), and the magnetic

field strength B0 = 40 G. This gives the characteristic Alfvén speed is V0 = 2569 km

s−1, and a characteristic time t0 = L0/V0 = 29.2 s.

Figure 1 shows the spatial distributions of MHD parameters at the simulation time

92 t0, including the plasma flow velocity in the y direction (Vy), the divergence of flow

velocity (∇·V), the plasma number density (n), and the magnitude of magnetic field

(B). A TS forms in the loop-top where the downward reconnection flow encounters

closed magnetic loops. It is manifested by negative ∇·V owing to strong compression.

As shown in Figure 1(d), the magnetic field strength is weaker in the loop-top and
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current sheet regions. We measure the strength of magnetic field averaged over the

three gray boxes in Figure 1(d) and find that it is ∼21 G in the loop-top and ∼46

G in the two footpoints. Therefore, the magnetic mirror ratio in the flare loop along

which most electrons gyrate is ∼2.2. As shown in previous flare transport models,

magnetic mirroring can play an important role in the trapping of electrons in the

loop-top (e.g., Fletcher & Martens 1998; Battaglia et al. 2012). We will discuss the

effect of magnetic mirroring on particle acceleration and transport in our future work.

2.2. Particle acceleration and transport model

The most fundamental description of the motion of charged particles is the Newton-

Lorentz equation. However, because the gyroradius of electrons in the low corona

(∼0.01−1 m) is much smaller than the macroscopic flare scale (∼108 m), it is compu-

tationally not feasible to follow the full electron trajectories. One practical approach is

to trace the gyro-centers of electrons instead, so-called the guiding center approxima-

tion (Northrop 1963). The guiding center approach combined with MHD simulations

has been used to study particle acceleration and transport in current sheet reconnec-

tion and flares (e.g., Karlický & Bárta 2006; Gordovskyy et al. 2010, 2020; Yang et al.

2015; Zhou et al. 2015). More recently, a new model kglobal was developed, which in-

cludes the feedback from energetic electrons to the MHD flow dynamics (e.g., Arnold

et al. 2021). While in principle one can include effects of the interaction between

turbulence/waves and particles, the standard version of the guiding-center approach

assumes an adiabatic process.

In general, the standard approach for studying energetic particle acceleration and

transport is to use particle transport theory (Zank 2014). For charged particles expe-

riencing strong scattering in a turbulent magnetized plasma, the evolution of particle

distribution function can be described by the Parker transport equation (Parker 1965).

Parker equation is a convective-diffusive equation including the effects of convection,

diffusion, drift, and acceleration, and assumes a nearly isotropic pitch-angle distribu-

tion. By coupling with MHD simulations, it has been applied to modeling electron

acceleration by the flare TS in the loop-top (Kong et al. 2019, 2020, 2022) and by

large-scale compression in the reonnection layer (Li et al. 2018b, 2022). However,

in the context when the anisotropy is large, one should use the focused transport

equation, which retains the pitch-angle dependence of the distribution function (see

the review, van den Berg et al. 2020). In addition to similar terms in the Parker

equation, the focused transport equation contains other terms, e.g., streaming along

the magnetic field and variation of pitch-angle. It has been widely applied to the

transport of solar energetic particles (SEPs) in the corona and interplanetary space

(e.g., Wang et al. 2012; Zhao et al. 2016; Hu et al. 2017; Zhang & Zhao 2017; Wei

et al. 2019; Wijsen et al. 2019) and particle acceleration at shocks (e.g., le Roux &

Webb 2012; Zuo et al. 2011, 2013; Kartavykh et al. 2016).
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In this work, we use the focused transport equation to model particle acceleration

and transport in solar flares. The basic equation can be written as (e.g., Qin et al.

2006; Zhang et al. 2009; Zuo et al. 2011; Zhang & Zhao 2017):

∂f

∂t
=∇ · κ⊥ · ∇f − (vµb̂+U + Vd) · ∇f

+
∂

∂µ
Dµµ

∂f

∂µ
− dµ

dt

∂f

∂µ
− dp

dt

∂f

∂p
, (1)

where f(X, µ, p, t) is the gyrophase-averaged distribution function of charged par-

ticles as a function of spatial location X, momentum p, pitch-angle cosine µ, and

time t. The terms on the right-hand side contain cross-field spatial diffusion with a

tensor κ⊥, streaming along the ambient magnetic field direction b̂ with particle speed

v, advection with the background plasma U , magnetic gradient or curvature drift

Vd, pitch-angle diffusion with a coefficient Dµµ, focusing dµ/dt, and adiabatic cool-

ing/gain dp/dt. Note that the momentum diffusion term is not included in Equation

(1).

In the adiabatic approximation, the pitch-angle change and momentum change

terms can be calculated from the magnetic field B = Bb̂ and plasma velocity U :

dµ

dt
=

1− µ2

2

[
− v

LB
+ µ(∇ ·U − 3b̂b̂ : ∇U )

]
, (2)

dp

dt
=−p

[
1− µ2

2
(∇ ·U − b̂b̂ : ∇U ) + µ2b̂b̂ : ∇U

]
. (3)

The pitch angle change contains magnetic mirroring effect with a scale length

LB = (b̂ · ∇lnB)−1 describing the gradient in the magnetic field direction. The mo-

mentum change is related to significant compression acceleration at the shock where

the divergence in the plasma flow velocity is negative, as in the Parker transport

equation, and also incompressible shear effects (e.g., le Roux & Webb 2012; Li et al.

2018a).

We use the stochastic integration approach to numerically solve the focused trans-

port equation. Because the transport equation is essentially a Fokker-Planck equa-

tion, it is mathematically equivalent to a set of time-forward stochastic differential

equations (SDEs) (e.g., Zhang 1999; Kopp et al. 2012; Strauss & Effenberger 2017;

Zhang & Zhao 2017):

dX=(vµb̂+U +∇ · κ⊥)dt+
√

2κ⊥ · dW x(t), (4)

dp=
dp

dt
dt, (5)

dµ=

[
dµ

dt
+
∂Dµµ

∂µ

]
dt+

√
2DµµdWµ(t), (6)

where dW x and dWµ are Wiener processes. Note that the drift term Vd is not

considered in Equation (4) for our 2D simulations.
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In addition to the plasma velocity and magnetic field from MHD simulations, we

need to specify the diffusion coefficients, including the perpendicular spatial diffusion

coefficient κ⊥ and the pitch-angle diffusion coefficient Dµµ.

In the quasi-linear theory, the resonant interaction between the particle and the

turbulent magnetic field can be related by the pitch-angle diffusion coefficient Dµµ

(Jokipii 1971),

Dµµ =
π

4
Ω0(1− µ2)

krP (kr)

B2
0

, (7)

where Ω0 = qB0/m is the particle gyrofrequency with the mass m and the charge q,

P (k) is the turbulence power spectrum, and kr = Ω0/(v|µ|) is the resonant wavenum-

ber.

We assume the turbulence power spectrum P (k) in the form of

P (k) = A0Lcσ
2B2

0

1

1 + (kLc)Γ
, (8)

where k is the wave number, Lc is the turbulence correlation length, σ2 = 〈δB2〉/B2
0

is the variance of turbulent magnetic field, Γ is the spectral index, and A0 is

the normalization constant. For the Kolmogorov spectrum with Γ = 5/3, A0 =

5/(3π)sin(3π/5) ≈ 0.5.

In the non-relativistic limit, we take the pitch-angle diffusion coefficient in the form

of

Dµµ = Dµµ0

(
p

p0

)Γ−1

(1− µ2)(|µ|Γ−1 + h0), (9)

where Dµµ0 = π
4
A0σ

2Ω2−Γ
0 L1−Γ

c vΓ−1
0 , p0 (v0) is the initial particle momentum (velocity)

at the injection energy (E0 = 5 keV). The parameter h0 is added to describe the

scattering through µ = 0 and we set h0 = 0.2 (e.g., Zhang & Zhao 2017). For the

reference run (Run S as listed in Table 1), we assume Lc = 1 Mm, B0 = 40 G, σ2 =

0.05, therefore Dµµ0 = 288 s−1 for 5 keV electrons.

The spatial diffusion coefficient along the direction of the magnetic field can be

related to the pitch-angle diffusion coefficient by (e.g., Jokipii 1966; Luhmann 1976)

κ‖(v) =
v2

4

∫ 1

0

(1− µ2)2

Dµµ

dµ. (10)

By substituting Equations (7) and (8) into Equation (10), we obtain the parallel

diffusion coefficient (e.g., Giacalone & Jokipii 1999; Yu et al. 2022):

κ‖ =
v3

A0πLcΩ2
0σ

2

[
1

4
+

(
Ω0Lc
v

)Γ
2

(2− Γ) (4− Γ)

]
. (11)

For the Kolmogorov spectrum with Γ = 5/3, κ‖ ≈ 1.62v4/3L
2/3
c Ω

−1/3
0 /σ2 (Li et al.

2022). For the reference run (Run 1), κ‖0 = 3.91 × 1012 m2 s−1 = 0.02 κ0 for 5 keV

electrons, where the normalization κ0 = L0V0 = 1.93 × 1014 m2 s−1.
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For the perpendicular diffusion coefficient κ⊥, we take κ⊥/κ‖ = 0.01 in Run 1,

similar to results of test-particle simulations in synthetic turbulence (Giacalone &

Jokipii 1999). We consider κ⊥ in the form of κ⊥ = κ⊥0(p/p0)4/3, where κ⊥0 = 0.01

κ‖0 = 2.03 × 10−4 κ0. Perpendicular diffusion can affect electron acceleration in the

loop-top and the size of X-ray sources (Bian et al. 2011; Kontar et al. 2011a). For

simplicity, we assume the same κ⊥0 in all simulations. Note that the ratio of κ⊥/κ‖
is reduced in the case of weaker turbulent scattering.

For the transport of SEPs in the interplanetary space, particle-particle collisions

are not important because the interplanetary space is extremely tenuous. However,

in the context of solar flares in the low corona, Coulomb collisions between energetic

electrons and the ambient plasma should be considered due to high plasma density.

The effects of collisions are two-fold, i.e., energy loss and pitch-angle scattering.

The collisional energy loss rate in non-relativistic limit is (Brown 1971; Emslie 1978;

Holman et al. 2011)
dE

dt
= −K

E
nthv, (12)

where E is the electron energy, v is the electron speed (cm s−1), K = 2πe4Λ, e is

the electronic charge (e.s.u.), Λ is the Coulomb logarithm, nth is the number density

(cm−3) of thermal electrons. Because Λ typically falls in the range of 20-30 for X-ray

emitting electrons, the collisional parameter K can be taken as a constant. With

dE/dt in keV s−1 and E in keV, the expression of K can be written as (Holman et al.

2011)

K = 3.0× 10−18

(
Λ

23

)
keV2cm2. (13)

As shown in Equation (12), the collisional energy loss rate is most significant for

low-energy electrons. Therefore, it can cause the hardening of energy spectrum in the

low-energy portion as energetic electrons stream downward from the loop-top to the

footpoints.

In non-relativistic limit, E = p2/2me, where me is the electron mass, the extra term

that should be added to the momentum change (Equation (3)) is given by,

dp

dt
= −2Kmenth

p2
. (14)

Coulomb collisions can also contribute to pitch-angle scattering. Considering fully

ionized plasma and taking account of electron–electron and electron–hydrogen scat-

tering, the collisional pitch-angle diffusion coefficient is (e.g., Fletcher & Martens

1998; Kontar et al. 2014)

DC
µµ =

2Knth
m2
ev

3
(1− µ2). (15)

For 5 keV electron, by assuming the thermal plamsa density nth = n0 = 1.153 ×109

cm−3 and Λ = 23, we can calculate DC
µµ0 = 2Knth/m

2
ev

3 = 0.29 s−1. Considering

the turbulent diffusion coefficient Dµµ0 = 288 s−1 as assumed above, the collisional
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pitch-angle scattering rate is much less than the turbulent scattering rate, therefore

the collisional pitch-angle scattering is negligible.

2.3. Model coupling and simulation parameters

The particle transport equation is coupled with the flare MHD simulation in a post-

processing manner. We numerically solve the SDEs (Equations 4−6) of the particle

transport equation based on the time-dependent fluid velocity and magnetic field from

MHD simulations. The selected region for particle simulation is, x = [−30, 30] Mm

and y = [0, 75] Mm (see Figure 1). We focus on a period between 91−92 t0 in the

MHD simulation when the loop-top region is relatively stable. The temporal cadence

of MHD frames is 0.005 t0 (201 frames in total) and no interpolation is applied in

time, meaning that we assume steady flow and magnetic fields between adjacent MHD

frames. We use a bilinear interpolation in space to deduce the physical quantities and

their partial derivatives at the particle position.

As noted above, the turbulence variance σ2 = 〈δB2〉/B2
0 = 0.05 in the reference

run, Run S. We calculate the mean free path λ‖0 = 3κ‖0/v0 = 2.8 × 105 m for 5

keV electrons. From the observations of HXR sources in some flares, the mean free

path was found to be in the order of 106-107 m for ∼30 keV electrons (e.g., Kontar

et al. 2014; Musset et al. 2018). To examine the effects of turbulent pitch-angle

scattering on particle acceleration and transport, we also consider the case with a

weaker turbulent scattering. As listed in Table 1, in Run W, Dµµ0 is reduced to 57.7

s−1, corresponding to σ2 = 0.01 and λ‖0 = 1.4 × 106 m.

Turbulent pitch-angle scattering not only affects the transport of nonthermal elec-

trons in the flare loop, but also affects electron acceleration by the TS in the loop-top.

Electrons can be more efficiently accelerated when the shock propagates through

large-scale turbulent magnetic field (Guo et al. 2021). In observations, using non-

thermal broading of spectral lines by Hinode/EIS, it was suggested that the plasma

turbulence is the highest in the loop-top (e.g., Kontar et al. 2017; Stores et al. 2021).

MHD simulations also revealed that the loop-top is turbulent due to the impact of

reconnection outflows and a variety of instabilities can develop (e.g., Takasao & Shi-

bata 2016; Shen et al. 2018, 2022; Wang et al. 2022). We consider spatial-dependent

turbulent scattering in a simulation, i.e., Run SW as listed in Table 1. Compared

with the weak scattering run (Run W), the turbulent scattering is enhanced in the

loop-top region (as indicated by the red box in Figure 1) with Dµµ0 (loop-top) =

288 s−1, being the same value as in Run S. For the corresponding simulations with

collisional energy loss, they are named as Run S-loss, Run W-loss, and Run SW-loss,

respectively, as shown in Table 1.

In all simulations, we assume an injection of 5 keV electrons with an isotropic

pitch-angle distribution. In the 2017 September 10 flare, it was suggested that the

plasma in the current sheet and loop-top can be heated to ∼10 MK and above in

the early impulsive phase (e.g., Cheng et al. 2018; Warren et al. 2018; Chen et al.
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Table 1. Summary of simulation parameters for differ-
ent runs

Run Turbulent scattering Collisional

(Dµµ0, s−1) energy loss

Looptop Other regions

(1) (2) (3) (4)

Run S 288 288 No

Run W 57.7 57.7 No

Run SW 288 57.7 No

Run S-loss 288 288 Yes

Run W-loss 57.7 57.7 Yes

Run SW-loss 288 57.7 Yes

Note—Different runs are named with “S” referring to
strong scattering, “W” weak scattering, “SW” strong
scattering at the loop-top and weak scattering in the
rest of the simulation domain. In all simulations, the
perpendicular diffusion coefficient is set to be the same,
κ⊥0 = 2.03 × 10−4 κ0 = 3.91 × 1010 m2 s−1.

2021; Cai et al. 2022) and provide a seed population of electrons with a few keV.

However, we note that this is not common for all flares. Similar results can be obtained

using different injection energies. The TS front in each MHD frame is identified by

examining the velocity and Mach number (Shen et al. 2018) and 5 keV electrons are

injected continuously into the upstream region of the TS. In each simulation, a total

of 9.6 × 106 pseudo-particles are injected. To improve the statistics at high energies,

we implemented a particle-splitting technique (e.g., Ellison et al. 1990; Giacalone &

Jokipii 1996), so a pseudo-particle will be split into more particles at higher energies.

Particles will be removed from the simulation if it reaches the boundaries of the

simulation domain.

3. SIMULATION RESULTS

3.1. Effect of turbulent pitch-angle diffusion on electron acceleration and transport

The overall spatial distributions of accelerated electrons are similar in different sim-

ulation runs. Figures 2(a)–(d) show the spatial distributions of accelerated electrons

at four different energy ranges from Run SW-loss after a simulation time of t0 =

29.2 s (corresponding to the selected MHD simulation period from 91 t0 to 92 t0).

At all energies, most electrons are concentrated in the loop-top region. On the one

hand, this concentration is due to electron injection and acceleration around the TS

in the loop-top region. On the other hand, various effects, including magnetic mir-
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roring (Fletcher & Martens 1998), pitch-angle scattering (Kontar et al. 2014), and

partially closed field lines acting as a magnetic trap (Kong et al. 2019) can lead to

the confinement of energetic electrons at the loop-top. We also find that the loop-

top concentration is non-symmetric and highly time-dependent (not shown here, see

e.g., Kong et al. (2020)), due to the dynamic evolution of background MHD flow and

magnetic fields.

We first examine the effect of pitch-angle diffusion due to magnetic turbulence on

particle acceleration and transport by comparing the simulation results from Run

S-loss and Run W-loss, with Dµµ0 being 288 s−1 and 57.7 s−1, respectively. To

better illustrate the difference in spatial distributions, we integrate the number of

electrons over the x−axis direction and plot the integrated number distribution along

the y−axis (height), as shown in Figures 2(e)–(h). The distributions for Run S-loss

and Run W-loss are plotted in red and blue, respectively. In the loop-top (y ∼ 35−45

Mm, shaded), the number of electrons in Run W-loss is less than that in Run S-loss

and the difference gets progressively larger with increasing energy, reaching nearly one

order of magnitude at ∼80 keV. However, in the lower portion (legs) of the flare loop,

it shows opposite relations at low and high energies. At low energies (below ∼40 keV)

there are more electrons in Run W-loss, while at high energies there are much less

electrons in Run W-loss. This indicates that with weaker turbulent scattering in Run

W-loss, the low-energy electrons can escape the acceleration site in the loop-top more

easily and precipitate into the footpoints. This is consistent with the modeling result

in Musset et al. (2018) that the spatial distribution gets broader and the maximum

of the distribution decreases with increasing mean free path. On the other hand, the

acceleration of electrons to higher energies takes a longer time and requires sufficient

trapping near the acceleration site. Weaker turbulent scattering in Run W-loss leads

to less efficient acceleration of electrons. As a consequence, the number of high-energy

(above ∼40 keV) electrons is much smaller in both the loop-top and loop leg regions.

Note that similar effects can be seen in the current sheet region as in the loop legs.

Our simulation results suggest that the impact of turbulent scattering on the spatial

distribution of nonthermal electrons, therefore the relative intensity between coronal

and footpoint X-ray sources, is highly energy-dependent.

As discussed above, we also consider the case with spatial-dependent turbulent

scattering. In Run SW-loss, turbulent scattering in the loop-top where the electrons

are mainly accelerated is enhanced. This enables both efficient electron acceleration

to high energies in the loop-top and transport of a sufficient number of electrons to

the footpoints. As shown in Figures 2(e)–(h), in the loop-top, the number of electrons

in Run SW-loss (the curves in black) is close to that in Run S-loss and much larger

than that in Run W-loss at energies above 20 keV. In the loop legs, the number of

electrons in Run SW-loss is much larger in comparison with both Run S-loss and Run

W-loss at all energies.
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The effect of turbulent pitch-angle scattering can also be seen in the energy spectra

of accelerated electrons. Figures 3 (a) and (b) show the electron differential density

spectra, N(E) ∝ pf(p), in the loop-top and footpoint regions for the three runs,

Run S-loss, Run W-loss, and Run SW-loss. In Run S-loss and Run SW-loss, with

strong scattering at the loop-top, the energy spectrum between 20–80 keV in the loop-

top region can be well fitted by a power-law, with a spectral index ∼2.9, while the

spectrum in the footpoints is relatively harder and rolls over toward lower energies,

approximately a power-law with a spectral index ∼2.0. Note that the hardening of

electron spectrum between coronal and footpoint sources has also been observed in

certain flares (Battaglia & Benz 2006), and has been interpreted as preferential energy

loss for lower-energy electrons due to Coulomb collisions (Battaglia & Benz 2006) or

return current (Alaoui & Holman 2017). For comparison, in Figures 3 (c) and (d), we

also display the electron spectra for the three runs without collisional loss in dashed

lines. Without collisonal loss, it shows a weaker hardening at the footpoints, with

the power-law spectral index varying from ∼3.3 to ∼2.9 (∼3.1) for Run S-loss (Run

SW-loss). As assumed in our model, electrons with higher energies have a relatively

larger mean free path (λ‖ = 3κ‖/v ≈ 4.86v1/3L
2/3
c Ω

−1/3
0 /σ2), therefore more high-

energy electrons would make their way to the footpoints for a given time, resulting

in a harder spectrum. When the effect of collisional loss is added, the hardening of

low-energy spectrum is more significant.

In the loop-top region (Figure 3(a)), in comparison with Run S-loss, the energy

spectrum in Run W-loss gets increasingly steeper at higher energies due to inefficient

acceleration, while it is very similar in Run SW-loss. This implies that scattering

enhancement at the loop-top in Run SW-loss causes sufficient acceleration of electrons

to high energies as in Run S-loss. In the footpoints (Figure 3(b)), the energy spectrum

of Run W-loss intersects that of Run S-loss at ∼30 keV, in agreement with the energy-

dependent influence of turbulent scattering on the spatial distribution as discussed

above. That is, with weaker scattering, the electrons spend less time at the loop-top

acceleration region before escaping to the footpoints, leading to inefficient acceleration

of electrons to high energies. In Run SW-loss, weaker scattering in the flare loop

results in more electrons with energy up to ∼300 keV precipitating into the footpoints

than that in Run S-loss and a softer spectrum.

3.2. Synthetic HXR emission

Based on the spatially resolved distributions of energetic electrons and the thermal

plasma density from the MHD simulation (Figure 1(c)), we calculate the X-ray emis-

sion produced by accelerated electrons. For each grid from the particle modeling, we

calculate the thin-target bremsstrahlung X-ray spectrum by assuming the standard

Bethe−Heitler cross-section using the Python package sunxpsex, modified to allow

calculation using array-based electron distributions from our particle model. In order

to produce the synthetic HXR images and spectra, we assume each pseudo-particle
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count in the simulation represents 106 actual electrons per unit volume. This way,

the average nonthermal electron density in the looptop region above 10 keV is scaled

to ∼7× 108 cm−3, or ∼35% of the background (thermal) plasma density of ∼2× 109

cm−3. A rough estimate suggests that this requires about 10% of the shocked electrons

to be accelerated. This level of efficiency is supported by recent kinetic simulations

(Guo & Giacalone 2012; Guo et al. 2014; Ha et al. 2022). To simulate the footpoint

HXR sources, we place an artificial “chromosphere” at the height of y = 7 Mm. This

height is selected to be at a sufficiently large distance (4–5 mean free paths) away from

the bottom boundary of the simulation domain near which the number of particles

shows a precipitous drop (see, e.g., Figures 2(e)–(h)) as they exit the bottom bound-

ary. Meanwhile, this selected height of the chromosphere is low enough to ensure that

the magnetic topology at the footpoint region remains nearly unchanged from that

of the true bottom boundary. The HXR flux at each grid point at y = 7 Mm is then

calculated based on the thick-target bremsstrahlung scenario. The total electron flux

(in electrons s−1) reaching each grid point is estimated as F = vdn
>Emin
e AX , where

vd ≈
√

2Emin/3me is the downward velocity component of the electrons (assuming

equipartition; see, e.g., White et al. 2011), n>Emin
e is the total nonthermal electron

density above a low-energy cutoff Emin taken as 10 keV, and AX = dx× lz is the foot-

point area at the grid point with a grid size of dx and column depth of lz. A uniform

column depth of lz = 10 arcsec is assumed throughout the simulation domain. The

resulting X-ray flux calculated using both the thin-target bremsstrahlung (coronal

portion) and thick-target X-ray bremsstrahlung (chromosphere portion) is combined

to form the final synthetic X-ray images at different photon energies.

Figure 4(a) shows the HXR intensity images at different photon energy ranges based

on the simulation results in Run SW-loss at the original resolution of the simulation.

Note that the bright footpoint HXR sources are only present at y = 7 Mm where the

thick-target emission occurs. In comparison, the coronal thin-target source is barely

visible at high energies. In principle, these synthetic HXR images at different energies

can be taken as the input to simulate observables by different HXR instrumentation,

provided that the instrument response is known.

To compare our simulated HXR images with typical RHESSI observations, we

convolve the synthetic images in Figure 4(a) with a Gaussian point-spread function

with FWHM of 6.8 arcsec, corresponding to the spatial resolution of RHESSI detector

3, as shown in Figures 4(b) and (c). Note that this simple Gaussian convolution does

not take into account RHESSI’s full instrument response and details involved in its

Fourier-transform-based image deconvolution processes (Hurford et al. 2002; Schwartz

et al. 2002; see an approach taken by Battaglia et al. 2012). As expected, the synthetic

HXR images display both the loop-top and footpoint sources. Compared to the images

at the original resolution, the coronal loop-top source becomes more visible. This is

because the brightness of the compact footpoint sources becomes more “diluted” due

to the coarse instrument angular resolution. As a result, the apparent brightness of
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the loop-top source is greater than the footpoint sources at 10–20 keV, but weaker at

energies above 20 keV. A weaker coronal source is consistent with the actual RHESSI

observations in most flares reported in the literature (e.g., Battaglia & Benz 2006;

Krucker & Battaglia 2014). In addition, the coronal source gets increasingly weaker

than the footpoint sources at higher energies, down to only ∼10% at energies above

40 keV. As discussed above, since the loop-top source is due to thin-target emission

and the footpoint sources are dominated by thick-target emission, it naturally results

in a harder spectrum at the footpoints.

A comparison of the energy spectra between the nonthermal electrons and HXR

emission is shown in Figure 5. Figure 5(a) shows the average electron differential

density spectra (in electrons cm−3 keV−1) in the loop-top and two footpoints. For

the two footpoints, their average spectra are taken only from the pixels at y = 7 Mm.

We fit the spectra between 20–80 keV with a single power-law function, N(E) ∝ E−δ
′
.

The fitted spectral index δ′ is 2.8 for the loop-top source, and 2.0 and 1.8 for the two

footpoints. Therefore, the footpoint electron spectrum is slightly harder than the

loop-top electron spectrum, consistent with the results as discussed above (see Figure

3). Figure 5(b) shows the HXR photon spectra (in photons s−1 cm−2 keV−1) by

integrating over the loop-top and footpoint regions (indicated by the three boxes in

Figure 4(c), which are large enough to enclose most of the HXR flux). The HXR

spectra between 20–80 keV are also fitted with a single power-law function of the

form I(ε) ∝ ε−γ, with γ being 3.4 for the loop-top, and ∼3.0 and ∼2.9 for the two

footpoints, respectively. In the loop-top, the difference between the HXR photon

and nonthermal electron spectral indexes is γ − δ′ = 0.6, close to the relationship

γspl
thin = δ′+ 0.5 as predicted by the thin-target model with a single power-law form

(Hudson 1972; Oka et al. 2018). The slight difference may be due to the inhomogeneity

within the loop-top region and/or the deviation of the electron spectrum from the

single power-law form. However, for the footpoints, the simulated HXR spectra are

much softer than the prediction by the thick-target model with a single power-law

form, which expects γspl
thick = δ′− 1.5 (Oka et al. 2018). As a result, the difference in

the HXR photon spectral index between the loop-top and footpoint sources is much

smaller than γspl
thin − γspl

thick ≈ 2. The much softer HXR footpoint spectrum in our

simulation is due to the rollover of the electron spectrum at higher energies (&100

keV). Since the X-ray emission at a given photon energy is contributed by the integral

of all electrons with energies above it, the relationship between γspl
thick and δ′ with the

single power-law form is valid only at photon energies one to two orders of magnitude

below the break/rollover energy in the electron spectrum (Holman 2003; Holman et al.

2011), which is clearly not the case in our simulations where the break energy appears

at ∼100–200 keV.

As shown in Figure 4(b), a small difference can be found in the intensity for two

footpoint sources, i.e., the right footpoint being slightly brighter at energies above 40

keV. This may be caused by the asymmetry of the TS structure and magnetic field
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configuration in the loop-top (see Figure 1), resulting in asymmetric distribution of

energetic electrons in the flare loop (Figures 2(a)–(d)). The difference is also visible in

the HXR energy spectra. The discrepancy of spectral indices between two footpoints

was found in some flare events and has been explained by effects such as asymmetric

magnetic mirroring and column density in the flare loop (e.g., Battaglia & Benz

2006; Saint-Hilaire et al. 2008; Liu et al. 2009). Nevertheless, we can not rule out the

possibility of numerical fluctuations in the model.

4. CONCLUSIONS AND DISCUSSION

In this paper, we present a macroscopic particle model for studying the acceler-

ation and transport of nonthermal electrons in solar flares. We numerically solve

the focused particle transport equation by combining it with time-dependent plasma

flow and magnetic fields provided by MHD simulations. Our particle model naturally

incorporates the acceleration and transport processes. In contrast, the electron ac-

celeration process is rarely included in previous flare particle transport models and

electron injection in the loop-top is based on simplified assumptions.

In our simulations, electrons are primarily accelerated by the TS and confined in

the loop-top by a magnetic bottle structure that features a local minimum in mag-

netic field strength. Here we discuss the effects of turbulent pitch-angle scattering on

the spatial distribution and energy spectrum of nonthermal electrons in this context.

We find that turbulent scattering can have important impacts on both the electron

acceleration in the loop-top and the subsequent transport in the flare loop, and the

influences are highly energy dependent. With weaker turbulent scattering, the low-

energy electrons can escape the acceleration site in the loop-top more easily and

more electrons can precipitate into the footpoints. However, because sufficient trap-

ping near the acceleration site is required for producing high-energy electrons, much

fewer electrons with energy above ∼50 keV are present both in the loop-top and foot-

points when the scattering is weak. Motivated by EUV spectroscopic observations

that suggest the presence of a high level of turbulence in the loop-top region (e.g.,

Kontar et al. 2017; Stores et al. 2021), we consider a simulation with spatial-dependent

turbulent scattering. We show that enhancement of turbulent scattering in the loop-

top can enable both efficient electron acceleration to high energies and transport of

abundant electrons to the footpoints. We generate spatially resolved synthetic X-ray

emission images and spectra by combining the thin-target bremsstrahlung model for

the whole domain with the thick-target model for the footpoints. Both the coronal

and footpoint sources can be observed, while the intensity of the coronal source is

much weaker and the spectrum is softer compared to the footpoint sources.

The focused transport equation used in our work includes various physics of electron

acceleration and transport. Our simulation results are generally consistent with the

discussions in previous flare models (e.g., Chen & Petrosian 2013; Musset et al. 2018),

particularly at low energies below ∼50 keV. Transport effects, such as Coulomb col-
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lisions and return current, can modify the spatial distribution and energy spectrum

of nonthermal electrons, therefore are important to understanding the X-ray sources

in flare observations (e.g., Zharkova & Gordovskyy 2006; Jeffrey et al. 2014, 2018).

These physical processes can be easily included in the Fokker-Planck modeling (e.g.,

Fletcher & Martens 1998; Kontar et al. 2014; Allred et al. 2020). In this work, we

have included the effects of collisions on energy loss and pitch-angle scattering, and

other transport effects will be discussed in future work. In addition, the bottom

boundary in the MHD simulation will be improved by including the high-density

chromosphere (e.g., Ye et al. 2020). Our macroscopic particle model can be used to

produce spatially resolved synthetic images of nonthermal emissions in HXRs and, in

principle, microwaves, thereby enabling direct comparison with flare observations. We

suggest that such practice would have strong implications for further understanding

the high-energy particle acceleration and transport processes in solar flares.

According to the standard model of solar flares, a pair of flare ribbons in the chromo-

sphere outline the footpoints of reconnecting magnetic field lines in the current sheet.

Since magnetic reconnection in the current sheet is hard to be observed directly, ob-

servations of flare ribbons can be used to infer the properties in the reconnecting

current sheet, e.g., the reconnection rate, the variation of the guide field. Recently,

it has been found that the >25 keV HXR emission correlates well with the dynami-

cal evolution of flare ribbons (Naus et al. 2022; Qiu & Cheng 2022). This implies a

strong correlation between the production of nonthermal electrons and the dynam-

ics of the reconnecting current sheet. Furthermore, the rapid rise of the nonthermal

HXR emission usually takes place a few minutes after the onset of the flare, when the

magnetic shear inferred from the evolution of flare ribbon brightenings is decreasing.

In some flares, the onset of hot (10−15 MK) soft X-ray emission occurs prior to the

detection of any HXR emission (Hudson et al. 2021). In future work, combining our

macroscopic particle model with the 3D MHD simulation of dynamically evolving

reconnecting current sheet in solar flares (e.g., Shen et al. 2022; Dahlin et al. 2022)

may be a promising approach to unveil the underlying mechanisms.

REFERENCES

Alaoui, M., & Holman, G. D. 2017, ApJ,

851, 78, doi: 10.3847/1538-4357/aa98de

Allred, J. C., Alaoui, M., Kowalski, A. F.,

& Kerr, G. S. 2020, ApJ, 902, 16,

doi: 10.3847/1538-4357/abb239

Arnold, H., Drake, J. F., Swisdak, M.,

et al. 2021, PhRvL, 126, 135101,

doi: 10.1103/PhysRevLett.126.135101

Aschwanden, M. J., Caspi, A., Cohen, C.

M. S., et al. 2017, ApJ, 836, 17,

doi: 10.3847/1538-4357/836/1/17

Aurass, H., & Mann, G. 2004, ApJ, 615,

526, doi: 10.1086/424374
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Figure 1. Spatial distributions of MHD parameters at the MHD simulation time 92 t0:
(a) the plasma velocity in y direction (Vy), (b) the divergence of plasma velocity (∇ · V)
with the TS marked by the arrow, (c) the plasma number density (n), and (d) the magnetic
field strength (B). Gray curves in each panel indicate the magnetic field lines. In panel
(d), the red box indicates the loop-top region where the turbulent scattering is enhanced in
Run S and Run S-loss.

Figure 2. (a)-(d): Spatial distributions of accelerated electrons at different energy ranges
from the simulation in Run SW-loss. The color scale in logarithmic is normalized to the
minimum and maximum values as shown in panel (a). (e)-(h): Distributions of electrons
along the y−axis (height) after integration over the x−axis direction for Run S-loss (red),
Run W-loss (blue), and Run SW-loss (black). The gray shaded region between 35-45 Mm
indicates the location of the loop-top.
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Figure 3. Differential density energy spectra of accelerated electrons integrated over the
loop-top (left) and footpoint (right) regions, as indicated by the three gray boxes in Figure
2(d), are plotted in arbitrary units. For the footpoint spectrum, it is the average of the
two footpoints. The electron spectra between 20-80 keV are fitted with a single power-law
function. Panels (a) and (b): at the loop-top, the spectral indexes are ∼2.9 for Run S-
loss and Run SW-loss, while at the footpoints, the spectra flatten at low energies and the
spectral index is ∼2.0 for Run SW-loss. The simulation results without collisional loss are
displayed in dashed lines in the lower panels for comparison. Panels (c) and (d): at the
loop-top, the spectral indexes are ∼3.3 for Run S and Run SW, while at the footpoints, the
indexes are ∼2.9 and ∼3.1, respectively.
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Figure 4. Synthetic HXR images at different photon energy ranges based on the simula-
tion results in Run SW-loss. The color scales are normalized to the minimum and maximum
of each individual image. The HXR flux values as observed from Earth (in photons cm−2

keV−1 s−1) are shown in the color bars. (a) Simulated HXR images at the original resolu-
tion of the simulation. (b) Simulated HXR images after convolving with a FWHM of 6.8
arcsec (RHESSI detector 3). (c) Same images as in (b) but showing contour levels of 10%,
30%, and 60%. The black curves in the background are selected magnetic field lines.
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Figure 5. Average electron differential density spectra (a) and X-ray photon flux spectra
(b) at the loop-top and two footpoints, as indicated by the three boxes in Figure 4. The
spectra between 20-80 keV are fitted with a single power-law function.
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