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Abstract—Microservice system solutions are now mainstream.
The older microservices-based systems are not more than 15
years old, and their architecture is by far different than the
one originally designed because of several changes applied to
the systems due to the implementation of new features and
bug fixing. The evolution of these legacy systems is therefore
subjected to degradation. One of the most important methods
to identify degradation is being able to reconstruct the software
architecture of a system based on the current system running
in production. Different methods have been proposed in the
past: methods based on the static analysis of the source code of
the microservices and methods based on the analysis of the log
traces collected at runtime. Both static and dynamic analysis-
based methods have their pros ad cons. In this work, we review
the existing technologies for static and dynamic architectural
reconstruction and related tools adopted to visualize the recon-
structed architecture. The result of this work can be useful both
to practitioners and researchers that can further develop these
methods to provide better support for architectural degradation.

Index Terms—Microservices, Software Architecture Recon-
struction, Visualization, System-centric view, Decentralization

I. INTRODUCTION

The software architecture provides the major perspective
for the system’s development and design. The software
architecture serves as the blueprint for systems. The system
architecture must often be reconstructed to determine if the
system was built accurately. Various works described such
a process. O’Brien’s report [1] defines architecture recon-
struction as "the process by which the architecture of an
implemented system is obtained from the existing system."
The results are then used to "evaluate the conformance of
the as-built architecture to the as-documented architecture"
to reconstruct "architecture descriptions for systems that
are poorly documented or for which documentation is not

This material is based upon work supported by the National Science
Foundation under Grant No. 1854049, grant from Red Hat Research, and
Ulla Tuominen (Shapit).

available", and "to analyze and understand the architecture
of existing systems to enable modification of the architec-
ture to satisfy new requirements and to eliminate existing
software deficiencies."

The reconstruction process derives a representation of
software architecture from artifacts such as documentation
or, more commonly, the source code or runtime traces. The
result assists developers in better understanding the system
in question, and it plays a key role in other tasks, such as
architecture verification, conformance checking, and trade-
off analysis [2]. Besides these, it is also relevant when
facing issues related to software architecture degradation,
the process where, due to changes in the codebase, a sys-
tem’s architecture drifts away from the originally intended
architecture.

In the context of service-oriented architectures, partic-
ularly microservices, the reconstruction process has pro-
found importance and the potential to derive the view
of the overall decentralized system. Such a view then
shows how the system works [2]. Obviously, there is a
significant difference between assessing monolith systems
and decentralized systems like cloud-native microservices.
Specifically, the codebase is specific to each cloud-native
microservice [3]. Each codebase is self-contained and pos-
sibly managed possibly by different teams. Moreover, each
microservice can follow different conventions, use different
versions of libraries, and even follow different platforms.
This all makes the reconstruction process more challenging
for microservices.

One categorization of reconstruction methods is based
on how the analysis is performed. There are three broad
groupings: dynamic or runtime analysis, where a tool con-
structs the view at runtime; static analysis, where the view is
constructed from artifacts available before deployment [4];
and manual analysis, where a human examines the sys-
tem and manually constructs a representation of it [5].

ar
X

iv
:2

20
7.

02
98

8v
2 

 [c
s.S

E]
  2

3 
Ju

l 2
02

2



Manual analysis, while not involving an automated tool,
is an important step in establishing a proposed method or
validating the results.

In order to shed light on the existing approaches and
technologies for the Software Architectural Reconstruction
(SAR) of microservices, in this paper, we provide a review
of the different methods available.

The result of this work could help practitioners and
researchers to understand which technique is most suitable
for reconstructing microservices-based systems and which
tool they can adopt to visualize them. Moreover, the results
can also be useful to tool providers that could address the
gaps by providing better support for architectural recon-
struction or microservices.

This paper is organized as follows. Section II details the
dynamic analysis approach, followed by the static analysis
approach in Section III. One major outcome of SAR is
architectural visualization through views, which we detail
and discuss in Section IV, along with current tools for this.
We discuss the approaches in Section V and conclude this
paper in Section VI.

II. DYNAMIC SAR

Dynamic analysis can operate on several different run-
time data sources. It has been used for a myriad of end
goals, ranging from analyzing runtime traces extracted from
logs to find timing errors [6] to extracting service depen-
dency graphs by extracting remote procedure calls from
network logs in a microservice mesh [7] or by uncovering
dependencies between monitored metrics for components
of a distributed system [8].

Runtime analysis-based SAR has taken many forms.
One technique is to use instrumentation to insert logging
statements to report events. It is also possible to use a
specialized framework or custom-made annotations in a
program, with calls intercepted producing events to be
analyzed at runtime. Such events can be used to describe
dependencies in microservice systems by detecting where
microservices call each other. This approach has been used
to model microservice dependencies and find incomplete
test coverage of calls across an entire microservice mesh
[9]. This approach can also be used to detect discrepancies
between required and provided service versions, as well as
generate performance metrics from service error data [10].

Interceptors can be used to a similar end; Mayer and
Weinreich use the Spring framework’s interceptors to mon-
itor runtime calls between services to generate an ar-
chitectural view of a microservice system [11]. Similarly,
calls could be intercepted and rerouted through a security
gateway [12], but this can bring significant performance
overhead and violation of the distribution with potential
bottlenecks. In general, approaches dependent on code in-
strumentation [11] bring additional development difficulty
and overhead.

Another runtime approach is to build on what we have
mentioned above and utilize the underlying containeriza-

tion engine. Since microservices are often deployed using
containers, container configuration files can be a valuable
source of information about the application’s architecture.
Granatelli et al. [13] query the containerization framework
to retrieve calls between microservices at runtime. The
extracted calls are used along with deployment metadata
collected from service descriptors to create an architectural
model for a microservice system. This approach is limited
in extracting further system concerns because not all in-
formation is available through the containerization engine,
especially information relating to how the application rep-
resents and operates on data.

Finally, the industry practice is to use existing moni-
toring, tracing, and metrics tools to capture data about
the microservices [14]. Established tools recognize enter-
prise frameworks and utilize existing mechanisms, such as
method call interception, instrumentation, or interaction
with API-gateway. The additional step to deal with decen-
tralization is that for cloud-native solutions, each logged
statement includes correlation ID and origin location. This
allows the analytics tools to connect statements related to
the same distributed transaction to improve analytics and
reasoning. Among industry tool and technology examples,
consider OpenTelemetry, Kiali, Zipkin, or Jaeger 1. These
tools help determine system architecture with specific per-
spectives they provide from the dynamic information they
collect, typically in the form of dependency graphs, directed
acyclic graphs, or a topology view. On top of existing tools,
others can build additional perspectives. For instance, Khan
[15] constructed the tool MsViz using Jaeger, Grafana, and
Prometheus to capture the architecture of microservice
systems. He created a graph showing the architecture and
overlaid performance data and other metrics onto the
graph.

Dynamic analysis approaches benefit from the ability
to access runtime data (such as performance metrics and
real-time service calls), but they require the system to be
deployed, running and used by users. Researchers point
out many challenges with distributed tracing. For instance,
Bento et al. [16] indicate problems with complexity, appli-
cation specificity, the volume of information, and lack of
tools to abstract, navigate, filter, and analyze trace data in
an automated fashion relying on administrators to do it
themselves.

Moreover, with dynamic analysis, we might identify the
system endpoints; however, without a complete interaction
trace over the system, we will fail to identify the complete
system view, and this might be a critical aspect sometimes
overlooked when compared to static analysis. For instance,
if we intend to perform SAR or microservice correlations
and consistency reasoning before production deployment,
we need to integrate SAR into the software development
lifecycle. Furthermore, unless robust testing and complete

1https://istio.io/latest/docs/tasks/observability/kiali/;
https://opentelemetry.io; https://zipkin.io; http://jaegertracing.io

http://jaegertracing.io


test coverage exist, we might not identify all possible com-
munication paths properly and sufficiently. A broader view
and precise detail can be uncovered with access to the
codebase, but that involves static analysis.

III. STATIC SAR

Static analysis has on great advantage over dynamic anal-
ysis. It can be performed on a system before it is deployed,
extracting information from existing artifacts that would
otherwise have to be manually analyzed. The most common
association with static analysis might be formal verification,
where the program’s codebases are analyzed to determine
the system’s correctness [17], [18]. However, static analysis
has been used in automatically generating test cases for a
program, for example, by identifying points for performance
analysis instrumentation [19] or by extracting and analyzing
an abstract syntax tree to identify all execution paths that
need to be tested [20]. Developers can also use static
analysis to better understand a program at a higher level.
For example, UML models can automatically be generated
by static analysis for legacy systems to better understand
how to maintain or replace them [21], and it is integral in
identifying code clones [22]–[24].

Static code analysis has also been applied to microser-
vices [4]. It has been used to analyze monolithic systems
and recommend splits for converting to microservices [25].
Static analysis cannot determine how instances will be
instantiated and interact when deriving a precise service
dependency graph [7]. However, we must consider that
deployment descriptors are available in the codebase in-
dicating remote services by aliases. Next, remote calls are
evident in the source code. Then, when a system does
not contain an indirection (i.e., enterprise service bus),
which is the case of microservices. The service dependency
graph can be constructed from the source code. Using
Java source files and Docker/Spring configuration files have
been demonstrated suitable [26] to reconstruct the archi-
tecture of microservices-based systems to identify cyclic
dependencies between microservices. Analyzing code to
visualize call-graphs between microservices was also proven
feasible in [27].

Source code is not the only artifact available for static
analysis. It is important to mention that many core artifacts
like maven or docker files are typically included in the
codebase and can be used for static analysis. Ibrahim et
al. use a project’s Dockerfiles to search for known security
vulnerabilities of the container images being used, which
they overlay on the system topology extracted from Docker
Compose files to generate an attack graph showing how a
security breach could be propagated through a microservice
mesh [28]. This allows the creation of a centralized security
concern for the system, but since it does not extend
to source code, it cannot include security flaws in the
programs deployed in the containers, only flaws with the
images themselves. Another static source of information is

in the API definitions. Mayer and Weinreich used API defini-
tions generated by Swagger as an input to their architecture
generation system, but their system is also dependent on
runtime data extracted from calls between services [11].

Another approach to pre-runtime SAR is to embed a
source of information in the microservices as part of their
development. For example, Salvadori et al. propose creating
semantic microservices that expose information about their
resources, allowing them to be automatically composed
[29]. In this way, a centralized view of microservice com-
munication is always available. However, this approach
depends on using a fundamentally different approach to
development, and it cannot be used to analyze existing
codebases.

IV. ARCHITECTURAL VIEWS

Software architectures can be described by architectural
views [30]. These views capture certain system qualities or
aspects. For instance, they are elaborated by the 4+1 archi-
tectural view model [31] involving a logical view, process
view, development view, physical view, and scenarios, which
do not have a visual format. Furthermore, the 4+1 model
can be generalized to the N+1 model [32].

The foundation for successful SAR is the ability to recon-
struct effective architectural views of a system [33]. Existing
SAR work related to microservices by Rademacher et al. [2]
has considered four views as their outcome. In particular, it
operated with domain, technology, service, and operation
views.
• Domain view illustrates the domain concepts of in mi-

croservice system. More specifically, it describes the data
entities of the system along with datasource connections
of those entities.

• Technology view details technologies used for microser-
vice implementation and operation.

• Service view copes with the service models that specify
microservice interfaces and endpoints.

• Operation view then helps the operation to better under-
stand service deployment in the infrastructure. It details
containerization, service discovery, and monitoring.
Each of these views considered a specific perspective

and related concerns within the system. However, each also
relates to other views. As an example, consider the service
view overlapping with the domain view to detail which
data entities are involved in endpoints. The technology and
domain view will then show where the data entities persist.

As suggested by Walker et al. [33], a key point for the con-
struction of these views is that each view is an aggregation
of smaller views, each illustrating a disparate microservice.
Each microservice can be seen as operating within its
bounded context [34]–[36] of its microservice concerns, but
these can be aggregated into a fully centralized perspective
of the system’s architecture.

A. Views in the Context of Separation of Duty

These views can be put in contrast to the cloud-native
perspectives suggested by Carnell et al. [14] when building



microservices. Their book (chapter 3) highlights that "the
foundation for successful microservice development starts
with the perspectives of three critical roles. The architect
that sees the big picture of decomposing an application
into individual microservices and understanding their inter-
actions. The software developer who codes and understands
the language and development frameworks to deliver a
microservice (its functions and use cases). The DevOps
engineer that determines how the services are deployed
and managed throughout production and non-production
environments". All three roles are essential to ensure proper
microservices development.

Clearly, the architect knows the big picture, while the
developer knows one piece of the puzzle in broad detail;
finally, the DevOps engineer does not need to know much
about what is encapsulated in each microservice but cares
about the deployment process, operations, and monitoring.
Architectural views should benefit each of these three roles,
while their goals and system knowledge are diametrically
different. There are, however, overlaps. As of now, it is
difficult for the architect to observe whether the developers
did their job properly to assure consistency and depen-
dencies across microservices. Proper architectural views
would help the architect to ensure the specification was
met by the implementation. The DevOps engineers lack a
broader understanding of what are the specific needs of
the microservice they were asked to deploy. Thus, access to
more details (e.g., persistence) would help them to better
optimize custom deployment rather than using a one-size-
fits-all approach. Finally, developers sometimes need to
know what other knowledge microservices encapsulate but
might lack time due to the business pressure to assess the
specific and resort to wheel reinvention leading to cloned
knowledge, business rules, or functionality, introducing
technical debt, that sooner or later leads to inconsistencies
due to decentralized system evolution leading to architec-
ture degradation.

Moreover, other perspectives can be involved, such as
security audits. It is unrealistic to expect one individual
to be an expert in all these roles with their different
perspectives. Each of these roles needs to have access to
distinct architectural views and to assess the system per mi-
croservice and holistically. Each microservice is developed
by developers who are not architects, not DevOps engineers,
and likely not security experts. It is unrealistic to expect
one individual to be an expert in all these roles, and while
there are probably some, generally, we can expect separate
experts. Thus, security experts need to assess the system
regarding security mechanisms, and privacy and determine
weaknesses and vulnerabilities. Similarly, we can account
for performance analysis, considering the system for an
entirely different goal. Each of these roles needs to have
access to distinct architectural views, assess the system per
microservice, and also holistically.

Thus, in the result, we might again refer back to the N+1
model [32]. These views have been detailed in [37], such

as logical view, process view, deployment/physical view, data
view, security view, implementation view, development view,
and use case view. Not all views can be easily extracted, such
as the use case view. We detail the other views considered
in the N+1 model:

• Logical view illustrates the conceptual organization of
the software in terms of the most important layers,
subsystems, packages, frameworks, classes, and inter-
faces. Typically uses UML package, class, and interaction
diagrams.

• Process view details processes and threads, their respon-
sibilities, collaborations, and the allocation of logical
elements to them. Typically uses UML interaction and
activity diagrams or possibly Business Process Model
Notation (BPMN).

• Deployment/Physical view shows the physical deploy-
ment of processes and components to processing nodes
and the physical network configuration between nodes.
This overlaps with the Operation view suggested earlier
by [2]. UML deployment diagrams are the natural fit for
this view.

• Data view gives an overview of the data flows, persis-
tent data schema, the schema mapping from objects to
persistent data (data source), the mechanism of map-
ping from objects to a database, and database stored
procedures and triggers. This partially overlaps with the
domain view by [2] but is more broad considering data
flow.

• Security view is an overview of the security schemes and
points within the architecture that security is applied,
such as HTTP authentication, database authentication,
and so forth. It can take advantage of other views starting
with the deployment view through the logical view.

• Implementation view details the implementation, these
days mostly the specific components involved in the
code, packages, and other resources, including other
used libraries, which brings an overlap to the technology
view.

• Development view detailing the organization of each
codebase to help developers orient themselves in the
code.

• Use Case view giving a summary of the most archi-
tecturally significant use-cases and their non-functional
requirements

B. Traditional View Modeling

When considering enterprise architecture, the main em-
phasis is on business processes. To model enterprise archi-
tecture, available languages include ArchiMate, UML, Busi-
ness Motivation Model (BMM), and BPMN, among others
[38]. The major focus of UML is objects or components.
ArchiMate has derived several concepts from UML but
focuses mostly on services. This makes the ArchiMate more
suiting to large systems with less detail than when modeling
with UML.



Frameworks for the enterprise architecture practice in-
clude The Open Group Architecture Framework (TOGAF).
ArchiMate then uses Architectural Development to ex-
tend TOGAF. With TOGAF, architectural modeling considers
four levels with different specializations: Business, Applica-
tion, Data, and Technology, which aligns a similarity with
Rademacher et al. [2]. However, the business architecture
levels are not covered by Rademacher et al. since this kind
of architecture consists of motivation, organization, and
mapping of assets, which, while encoded in the system,
rather drive the motivation for the implementation. In
particular, these levels are:

• Business architecture considering governance, organiza-
tion, the key business processes, actors, services, and
qualities when adapting existing processes.

• Applications architecture detailing the individual sys-
tem deployment including services, logical and physical
components, the interactions between the systems, and
their relationships to the business processes. (Sharing
similarities with the service and technology views).

• Data architecture describing the structure of an organi-
zation’s logical and physical data assets and the associ-
ated data management resources, including data entities.
(Similar to the domain view).

• Technology architecture describes the hardware, software,
and network infrastructure supporting the deployment of
core systems. (Sharing similarities with the technology
and operation views).

C. Hierarchical View Modeling

It is recognized that microservices produce complex
systems that might need a different level of abstraction
when browsing throughout the system. The hierarchical
approach of one of the natural choices. The Context, Con-
tainers, Components, and Code or just C4 model is worth
mentioning as a practical approach for modeling software
architecture [39]. It is a hierarchical model consisting of
four levels of abstraction. The high-level system context can
let operators transfer to individual code elements. C4 is a
natural fit for microservices. While it does not prescribe a
method of analysis, its key feature is important for analysis
tools to follow in that it allows varying levels of abstraction
for the users to see. Such a hierarchical analysis is useful
especially for microservices, as it allows views of the system
as a whole and inspection of individual services.

Different tools have been proposed to visualize the ser-
vice call graph.

Rahman and Taibi [27] proposed a MicroDepGraph2, a
visualization tool to present the connected services together
with the MicroServices Dataset [27]. However, MicroDep-
Graph does not distinguish between type of services, adopt-
ing the same type of shapes to visualize services, databases
and other components (e.g. message buses). An example of

2MicroDepGraph https://github.com/clowee/MicroDepGraph

the visualization proposed by MicroDepGraph is shown in
Figure 1.

In our previous work [40], we developed Prophet3, a
static analysis tool to parse Java-based applications to
reconstruct the service call graph of a microservice-based
system. Prophet recognizes component-based constructs
behind Spring Boot and Enterprise Java. Prophet provides
an intermediate graph representation of the system acces-
sible through REST API, to enable system reasoning (Fig 2).

configuration_microservice

discovery_microservice

gateway_microservice

cart_microservice

redis

product_catalog_microservice

mongodb

Fig. 1. MicroDepGraph (from [27])

Fig. 2. Prophet service view (from [40])

D. Alternative Visualization for Software Architectures

In the area of more general visualization approaches for
software architectures [41], [42] we can operate with var-
ious graph-based visualizations showing nodes and edges
similar to ontologies, notation-based visualization such as
UML or SysML or matrix-based approaches that act as a
complementary representation of a graph. Another visual-
ization area of great research interest is metaphor-based
visualization. The visualization uses familiar physical world
contexts (e.g., cities, islands, or landscapes).

To select the right visualization category, it has been
noted [41] that these visualizations often serve a specific
purpose. Among the main motivation to visualize archi-
tecture is architecture recovery, followed by architecture
evolution, impact analysis, general analysis, synthesis, im-
plementation, and reuse.

3Prophet: https://github.com/cloudhubs/prophet-utils,https://github.
com/cloudhubs/prophet-utils-app,https://github.com/cloudhubs/
prophet

https://github.com/clowee/MicroDepGraph
https://github.com/cloudhubs/prophet-utils
https://github.com/cloudhubs/prophet-utils-app
https://github.com/cloudhubs/prophet-utils-app
https://github.com/cloudhubs/prophet
https://github.com/cloudhubs/prophet


Fig. 3. The “software city" metaphor displays an application’s package
structure as a series of structures building on each other. [43]

Fig. 4. Software components can be displayed using the “software island"
metaphor, showing components and their inter-dependencies. [44]

The 3D visualization space has been assessed in the
literature, but not that much in the context of microservices.
In particular, for software architecture visualization, Virtual
and Augmented Reality (VR/AR) are good candidates. These
can be used as a visual metaphor to make the system
more understandable. This example is a metaphor for a
software city where software packages are represented as
buildings and their dependencies as streets. Fittkau et al.
implemented the software city metaphor in virtual reality
[43] from Fig. 3. Steinbeck et al. [45] presented an even more
advanced and scalable derivative called EvoStreets, which
gives a better view of the software’s hierarchical makeup.
Consider another example shown in Fig. 4. The approach
shows individual software modules as islands in an ocean
displayed in AR. This visualization method [44] is more
closely applicable to a microservice architecture. Software
packages and classes in each module are represented as re-
gions and buildings on the module island, and, importantly,
module imports and exports are displayed as ports that
connect the different islands. While this approach has only
been used on monolithic applications, the island metaphor
is suitable for displaying the relationships between inde-
pendent modules in a microservice architecture.

Large microservice-based systems are prime candidates
for being visualized using VR/AR. One such approach is
VR-EA tool [46]. Instead of doing dynamic or static analysis
to extract a model, VR-EA uses modeling tools as inputs
to generate a 3D VR view in the virtual reality of business
processes and their relationships with enterprise resources.
This approach can provide a comprehensive view of the
enterprise system, as it can show a large group of intercon-
nected components. However, it depends on a set of models
that must be custom-created to capture the relationships

Fig. 5. Semantic information is a candidate for being displayed in large,
three-dimensional graphs due to the natural connections between the
elements. [49]

and complexities inside the large system, requiring manual
creation of additional configuration and artifacts.

Virtual reality was used by Ma et al. to monitor a
distributed set of servers, visualizing each server as a
physical machine in the same VR room [47]. Although the
monitoring capabilities were limited to system resource
usage, the tool showed that physically disparate systems
could be virtually collocated to provide a centralized view
of a system.

More generally, large systems beyond software architec-
ture have been explored in virtual reality. For example,
Toumpalidis et al. used augmented reality to visualize data
from IoT networks [48]. A user could see a summary of
a device’s data overlaid on that device. This experiment
showed that AR is useful for displaying and aggregating
distributed data.

Three-dimensional visualizations can also be employed
to visualize complex information relationships. Halpin et
al. use virtual reality to display the relationships between
patent registrants [49] as shown in Fig. 5, and Royston et al.
use a similar idea to display connections from social media
sites [50]. Neither of these approaches uses a specific visual
metaphor, instead opting to display their contents as simple
graphs in three-dimensional space. These examples have a
common structure with the microservice architectures, as
microservices architecture can be viewed as a network of
services communicating with each other based on semantic
relationships.

Moreover, Moreno-Lumbreras et al. [51] have suggested
using VR to visualize development metrics and analytics
in three-dimensional space. Acquiring a broad range of
aspects and views for this kind of visualization may be
regarded as similar to architectural reconstruction. They
analyzed and compared the comprehension of metrics
in code reviews when aided by VR or 2D visualization.
However, no results are available yet.

In our previous work [40], we developed and we em-
pirically evaluated Microvision, an AR tool that uses the
intermediate representation of the system built by the static
analysis tool Prophet, which is capable of multi-codebases



Fig. 6. Microvision Augmented Reality Visualization. The context menu
shows a selected services API endpoints, in this case the “cms" service
highlighted in red.

analysis for microservices to visualize the service endpoints
of microservices, confirming the usefulness of AR for system
understanding. An example of Microvision visualization is
reported in Figure 6.

E. Microservice visualization in the industry

Microservice development comes from practitioners, and
research tends to come later, so publications about mi-
croservices are still limited in a lot of areas. Thus, grey lit-
erature may hold valuable insights that academic literature
simply cannot provide yet [52].

Amazon provides a solution called X-Ray console4. The
provided approach is a map visual representation that
consists of service nodes that serve requests, upstream
client nodes that represent the origins of the requests,
and downstream service nodes that represent web services
and resources used by an application while processing a
request (as depicted in Fig. 7). The X-Ray console provides
embedded views that enable the user to view service maps
and traces of applications’ requests.

Netflix provides an interactive visualization technique for
their system5. Fig. 8 shows the service graph representation
of the system. It illustrates service dependencies in the
whole system and enables the user to reconstruct the ser-
vices communication graph to analyze different topologies.
However, such a topology view is not particularly useful in
debugging where a specific service is experiencing an issue.

Jaeger tracing6 is a common tool using dynamic analysis
that provides Jaeger UI to render service dependencies.
Fig. 9 shows a visual Directed Acyclic Graph (DAG) from
Jaeger UI along with frequencies of calls. It can render a
view to observe the system architecture.

When using the istio service mesh, a visualization is pro-
vided by the Kiali mesh visualization tool 7. Kiali produces
graphs representing traffic flowing through the service mesh
for a period of time. There are several graph types provided,
such as application, versioned application, workload, or
service. Application type aggregates all versions of an app
into a single graph node. The Versioned application graph

4https://aws.amazon.com/xray/
5http://simianviz.surge.sh/netflix
6https://www.jaegertracing.io
7https://istio.io/latest/docs/tasks/observability/kiali/

type shown at Fig. 10 shows a node for each version of
an app, but all versions of a particular app are grouped
together. The workload graph type shows a node for each
workload in the service mesh. Finally, the service graph type
shows a high-level aggregation of service traffic in the mesh.

Fig. 7. Amazon X-Ray Console for Microservices Visualization

Fig. 8. Netflix Interactive Microservices Visualization

Fig. 9. Jaeger’s directed acyclic graph with call frequencies

V. DISCUSSION

Different approaches have been proposed for SAR.
As for SAR-based on dynamic analysis, the industry

seems to be a step forward compared to research. Industry
proposed different visualization tools, mainly based on

https://aws.amazon.com/xray/
http://simianviz.surge.sh/netflix
https://www.jaegertracing.io
https://istio.io/latest/docs/tasks/observability/kiali/


Fig. 10. Kiali traffic flowing through the service mesh

the service call-graph. However, no visualization provides
insight into the quality of the architecture or its possible
degradation.

Dynamic analysis might be very useful for making busi-
ness decisions on the system and the development priority.
As an example, companies might prioritize the mainte-
nance of service more used by their customers; it would
be possible to compare the maintenance effort with the
actual usage of a service, but also to understand which
service can be removed from the system. However, existing
tools do not currently provide support for these decisions.
However, An important lack of dynamic analysis tools is the
support for architectural patterns [53], anti-patterns [54],
and software metrics (e.g. Coupling [55]). For example,
the service call-graph enables the detection of different
patterns [56], anti-patterns and to calculate metrics such
as coupling and cohesion. Therefore, we recommend tool
providers introduce such features to provide better support
to companies using their tools.

SAR based on static analysis received more attention from
researchers, with little consideration from the practitioner’s
point of view. However, we would like to stress the impor-
tance of architectural reconstruction with static analysis.
The main reason is that issues detected with static analysis
could be immediately notified to the developers before the
system goes into production. As an example, it could be
possible to set quality gates in pull requests in case the
developers introduce some architectural anti-pattern.

VI. CONCLUSIONS

This research was motivated by recurrent microservice
system challenges regarding missing system-centric views.
In addition, the microservices decentralization nature leads

to misaligned documentation and, consequently, architec-
tural degradation, inefficiency, and broadening efforts.

Current approaches to determine the system-centric per-
spective prioritize dynamic analysis, targeting technology-
neutrality. While it helps DevOps with their task, it does
not necessarily fit developers as it requires dynamic system
interaction. While user simulation tests can be developed,
these easily degrade as the system evolves.

This work investigates the existing methods for static and
dynamic architectural reconstruction and the tools adopted
to visualize it.

Results show that static analysis is still not properly
developed and might deserve special attention from the
practitioner’s point of view. Dynamic analysis, instead, is
now widely used by several tools to visualize the service
call-graph. However, there is no support for architectural
degradation or investigation of quality issues in microser-
vices.

Future work includes the development of extensions for
dynamic analysis tools to detect architectural smells and to
calculate software metrics such as coupling and cohesion.
Moreover, we are planning to survey developers to under-
stand their needs in terms of architectural degradation and
further develop static and dynamic analysis tools based on
developers’ feedback.
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