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PEER REVIEW IS a cornerstone of scientific research. 
Although quite ubiquitous today, peer review in its 
current form became popular only in the middle of 
the 20th century. Peer review looks to assess research 
in terms of its competence, significance, and 
originality.6 It aims to ensure quality control to reduce 
misinformation and confusion4 thereby upholding the 
integrity of science and the public trust in science.49 
It also helps in improving the quality of the published 
research.17 In the presence of an overwhelming 
number of papers written, peer review also has 
another role:40 “Readers seem to fear the firehose of 
the Internet: they want somebody to select, filter, and 
purify research material.”

Surveys48 of researchers in several scientific fields find 
that peer review is highly regarded by most researchers. 
Indeed, most researchers believe peer review gives 
confidence in the academic rigor of published articles 

and that it improves the quality of the 
published papers. These surveys also 
find there is a considerable and in-
creasing desire for improving the peer-
review process.

Peer review is assumed to provide 
a “mechanism for rational, fair, and 
objective decision making.”17 For this, 
one must ensure evaluations are “inde-
pendent of the author’s and reviewer’s 
social identities and independent of 
the reviewer’s theoretical biases and 
tolerance for risk.”22 There are, how-
ever, key challenges toward these 
goals. The following quote from Ren-
nie35 summarizes many of the chal-
lenges in peer review: “Peer review is 
touted as a demonstration of the self-
critical nature of science. But it is a hu-
man system. Everybody involved brings 
prejudices, misunderstandings, and 
gaps in knowledge, so no one should be 
surprised that peer review is often biased 
and inefficient. It is occasionally corrupt, 
sometimes a charade, an open tempta-
tion to plagiarists. Even with the best 
of intentions, how and whether peer re-
view identifies high-quality science is 
unknown. It is, in short, unscientific.” 
Problems in peer review have conse-
quences much beyond the outcome 
for a specific paper or grant proposal, 
particularly due to the widespread 
prevalence of the Matthew effect (“rich 
get richer”) in academia.

In this article, we discuss several 
manifestations of the aforementioned 
challenges, experiments that help un-
derstand these issues and the trade-offs 
involved, and various (computational) 
solutions in the literature. For concrete-
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the review, which could clarify any inac-
curacies or misunderstandings in the 
reviews. Reviewers are asked to read 
the authors’ rebuttal (as well as other 
reviews) and update their reviews ac-
cordingly. A discussion for each paper 
then takes place between its reviewers 
and meta reviewer. Based on all this 
information, the meta reviewer then 
recommends to the program chairs a 
decision about whether to accept the 
paper to the conference. The program 
chairs eventually make the decisions 
on all papers.

While this description is represen-
tative of many conferences (particu-
larly large conferences in the field of 
artificial intelligence), individual con-
ferences may have some deviations. 
For example, many smaller-sized con-
ferences do not have meta reviewers, 
and the final decisions are made via 
an in-person or online discussion be-
tween the entire pool of reviewers and 
program chairs. That said, most of the 
content to follow in this article is appli-
cable broadly.

Mismatched Reviewer Expertise
The assignment of the reviewers to 
papers determines whether reviewers 
have the necessary expertise to re-
view a paper. Time and again, a top 
reason for authors to be dissatisfied 
with reviews is the mismatch of the 
reviewers’ expertise with the paper. 
For small conferences, the program 
chairs may assign reviewers them-
selves. However, this approach does 
not scale to conferences with hun-
dreds or thousands of papers. As a 
result, reviewer assignments in most 
moderate-to-large-sized conferences 
are performed in an automated man-
ner (sometimes with a bit of manual 
tweaking). There are two stages in the 
automated assignment procedure.

Computing similarity scores. The 
first stage of the assignment process 
involves computing a “similarity score” 
for every reviewer-paper pair. The simi-
larity score Sp,r between any paper p and 
any reviewer r is a number between 0 
and 1 that captures the expertise match 
between reviewer r and paper p. A higher 
similarity score means a better-envisaged 
quality of the review. The similarity is 
computed based on one or more of 
the following sources of data.

Subject-area selection. When sub-

ness, our exposition focuses on peer 
review in scientific conferences. Most 
points discussed also apply to other 
forms of peer review such as review of 
grant proposals (used to award billions 
of dollars’ worth of grants every year), 
journal review, and peer evaluation of 
employees in organizations. Moreover, 
any progress on this topic has implica-
tions for a variety of applications such 
as crowdsourcing, peer grading, recom-
mender systems, hiring, college admis-
sions, judicial decisions, and health-
care. The common thread across these 
applications is they involve distributed 
human evaluations: a set of people need 
to evaluate a set of items, but every item 
is evaluated by a small subset of people 
and every person evaluates only a small 
subset of items.

An Overview of the Review Process
We begin with an overview of a repre-
sentative conference review process. 
The process is coordinated on an on-
line platform known as a conference 
management system. Each participant 
in the peer review process has one 
or more of the following four roles: 
program chairs, who coordinate the 
entire peer-review process; authors, 
who submit papers to the conference; 
reviewers, who read the papers and 
provide feedback and evaluations; and 
meta reviewers, who are intermediar-
ies between reviewers and program 
chairs.

Authors must submit their pa-
pers by a predetermined deadline. 
The submission deadline is imme-
diately followed by “bidding,” where 
reviewers can indicate which papers 
they are willing or unwilling to re-
view. The papers are then assigned to 
reviewers for review. Each paper is re-
viewed by a handful of (typically three 
to six) reviewers. The number of pa-
pers per reviewer varies across confer-
ences and can range from a handful 
(three to eight in the field of artificial 
intelligence) to a few dozen papers. 
Each meta reviewer is asked to handle 
a few dozen papers, and each paper is 
handled by one meta reviewer.

Each reviewer is required to provide 
reviews for their assigned papers be-
fore a set deadline. The reviews com-
prise an evaluation of the paper and 
suggestions to improve the paper. The 
authors may then provide a rebuttal to 

The outcomes  
of peer review can 
have a considerable 
influence on the 
career trajectories 
of authors.  
While we believe 
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the stakes can 
unfortunately 
incentivize 
dishonest behavior.
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Figure 1. A sample interface for bidding.

Papers:
Not Willing  
To Review Indifferent

Eager  
To Review

Toward More Accurate NLP Models   

Interpreting AI Decision Making   

Multiagent Cooperative Board Games   

mitting a paper, authors are required 
to indicate one or more subject areas 
to which the paper belongs. Before the 
review process begins, each reviewer 
also indicates one or more subject ar-
eas of their expertise. Then, for every 
paper-reviewer pair, a score is com-
puted as the amount of intersection 
between the paper’s and reviewer’s 
chosen subject areas.

Text matching. The text of the re-
viewer’s previous papers is matched 
with the text of the submitted papers 
using natural language processing 
techniques. We summarize a couple 
of approaches here.9,29 One approach is 
to use a language model. At a high level, 
this approach assigns a higher text-
score similarity if (parts of) the text of 
the submitted paper has a higher likeli-
hood of appearing in the corpus of the 
reviewer’s previous papers under an as-
sumed language model. A simple incar-
nation of this approach assigns a higher 
text-score similarity if the words that 
(frequently) appear in the submitted pa-
per also appear frequently in the papers 
in the reviewer’s previous papers.

A second common approach uses 
“topic modeling.” Each paper or set of 
papers is converted to a vector. Each 
coordinate of this vector represents a 
topic that is extracted in an automated 
manner from the entire set of papers. 
For any paper, the value of a specific co-
ordinate indicates the extent to which 
the paper’s text pertains to the corre-
sponding topic. The text-score similar-
ity is the dot product of the submitted 
paper’s vector and a vector correspond-
ing to the reviewer’s past papers.

The design of algorithms to compute 
similarities more accurately through 
advances in natural language process-
ing is an active area of research.32

Bidding. Many conferences employ 
a “bidding” procedure where reviewers 
are shown the list of submitted papers 
and asked to indicate which papers 
they are willing or unwilling to review. 
A sample bidding interface is shown in 
Figure 1.

Cabanac and Preuss7 analyze the 
bids made by reviewers in several con-
ferences. Here, along with each review, 
the reviewer is also asked to report 
their confidence in their evaluation. 
They find that assigning papers for 
which reviewers have made positive 
(willing) bids is associated with higher 

confidence reported by reviewers for 
their reviews. This observation sug-
gests the importance of assigning pa-
pers to reviewers who bid positively for 
the paper.

Many conferences suffer from the 
lack of adequate bids on a large fraction 
of submissions. For instance, 146 out of 
the 264 submissions at the ACM/IEEE 
Joint Conference on Digital Libraries 
(JCDL) 2005 had zero positive bids.36 
The Neural Information Processing 
Systems (NeurIPS) 2016 conference in 
the field of machine learning aimed 
to assign six reviewers and one meta-
reviewer to each of the 2,425 papers, 
but 278 papers received at most two 
positive bids and 816 papers received at 
most five positive bids from reviewers, 
and 1,019 papers received zero positive 
bids from meta reviewers.38

Cabanac and Preuss7 also uncover 
a problem with the bidding process. 
The conference management systems 
there assigned each submitted paper 
a number called a “paperID.” The bid-
ding interface then ordered the pa-
pers according to the paperIDs, that 
is, each reviewer saw the paper with 
the smallest paperID at the top of the 
list displayed to them and increasing 
paperIDs thereafter. They found that 
the number of bids placed on submis-
sions generally decreased with an in-
crease in the paperID value. This phe-
nomenon is explained by well-studied 
serial-position effects31 that humans 
are more likely to interact with an item 
if shown at the top of a list rather than 
down the list. Hence, this choice of 
interface results in a systematic bias 
against papers with greater values of 
assigned paper IDs.

Cabanac and Preuss suggest ex-
ploiting serial-position effects to 
ensure a better distribution of bids 
across papers by ordering the papers 
shown to any reviewer in increasing 
order of bids already received. How-
ever, this approach can lead to a high 
reviewer dissatisfaction since papers 

of the reviewer’s interest and exper-
tise may end up significantly down the 
list, whereas papers unrelated to the 
reviewer may show up at the top. An al-
ternative ordering strategy used com-
monly in conference management 
systems today is to first compute a 
similarity between all reviewer-paper 
pairs using other data sources, and 
then order the papers in decreasing 
order of similarities with the reviewer. 
Although this approach addresses re-
viewer satisfaction, it does not exploit 
serial-position effects like the idea of 
Cabanac and Preuss. Moreover, pa-
pers with only moderate similarity 
with all reviewers (for example, if the 
paper is interdisciplinary) will not be 
shown at the top of the list to anyone. 
These issues motivate an algorithm10 
that dynamically orders papers for 
every reviewer by trading off reviewer 
satisfaction (showing papers with 
higher similarity at the top) with bal-
ancing paper bids (showing papers 
with fewer bids at the top).

Combining data sources. The data 
sources discussed above are then 
merged into a single similarity score. 
One approach is to use a specific for-
mula for merging, such as Sp,r = 2bid-scorep,r 
(subject-scorep,r + text-scorep,r)/4 used in 
the NeurIPS 2016 conference.38 A sec-
ond approach involves program chairs 
trying out various combinations, eye-
balling the resulting assignments, and 
picking the combination that seems 
to work best. Finally and importantly, 
if any reviewer r has a conflict with an 
author of any paper p (that is, if the re-
viewer is an author of the paper or is a 
colleague or collaborator of any author 
of the paper), then the similarity Sp,r is 
set as −1 to ensure this reviewer is never 
assigned this paper.

Computing the assignment. The 
second stage assigns reviewers to pa-
pers in a manner that maximizes some 
function of the similarity scores of the 
assigned reviewer-paper pairs. The 
most popular approach is to maximize 
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Figure 2. Assignment in a fictitious example conference using the popular sum-similarity 
optimization method (left) and a more balanced approach (right). 

Figure 3. Partition-based method for strategyproofness.

Paper A Paper B Paper C

Reviewer 1 0.9 0 0.5

Reviewer 2 0.6 0 0.5

Reviewer 3 0 0.9 0.5

Reviewer 4 0 0.6 0.5

Reviewer 5 0 0 0

Reviewer 6 0 0 0

Paper A Paper B Paper C

Reviewer 1 0.9 0 0.5

Reviewer 2 0.6 0 0.5

Reviewer 3 0 0.9 0.5

Reviewer 4 0 0.6 0.5

Reviewer 5 0 0 0

Reviewer 6 0 0 0













(a) (b) (c) (d)

of imbalanced assignments, with only 
a moderate reduction in the sum-sim-
ilarity score value as compared to the 
approach of maximizing sum-similar-
ity scores.

Recent work also incorporates vari-
ous other desiderata in the reviewer-
paper assignments.23 An emerging 
concern when doing the assignment is 
that of dishonest behavior.

Dishonest Behavior
The outcomes of peer review can have 
a considerable influence on the ca-
reer trajectories of authors. While we 
believe that most participants in peer 
review are honest, the stakes can un-
fortunately incentivize dishonest be-
havior. We discuss two such issues.

Lone wolf. Conference peer review is 
competitive, that is, a roughly pre-deter-
mined number (or fraction) of submitted 
papers are accepted. Moreover, many au-
thors are also reviewers. Thus, a reviewer 
could increase the chances of acceptance 
of their own papers by manipulating the 
reviews (for example, providing lower rat-
ings) for other papers.

A controlled study by Balietti et al.3 
examined the behavior of participants 
in competitive peer review. Partici-
pants were randomly divided into two 
conditions: one where their own review 
did not influence the outcome of their 
own work, and the other where it did. 
Balietti et al. observed that the ratings 
given by the latter group were drasti-
cally lower than those given by the for-
mer group. They concluded that “com-
petition incentivizes reviewers to behave 
strategically, which reduces the fairness 
of evaluations and the consensus among 
referees.” The study also found that 
the number of such strategic reviews 
increased over time, indicating a retri-
bution cycle in peer review.

This motivates the requirement 
of “strategyproofness”: no reviewer 
must be able to influence the out-
come of their own submitted paper 
by manipulating the reviews they 
provide. A simple yet effective idea 
to ensure strategyproofness is called 
the partition-based method.1 The key 
idea of the partition-based method 
is illustrated in Figure 3. Consider 
the “authorship” graph in Figure 3a 
whose vertices comprise the submit-
ted papers and reviewers, and an edge 
exists between a paper and reviewer 

the total sum of the similarity scores of 
all assigned reviewer-paper pairs:9

maximize 
assignment

å 
papers p

å 
reviewers r 

assigned to paper p

Sp,r,

subject to load constraints that each 
paper is assigned a certain number of 
reviewers and no reviewer is assigned 
more than a certain number of papers.

This approach of maximizing the 
sum of similarity scores can lead to 
unfairness to certain papers.42 As a 
toy example illustrating this issue, 
consider a conference with three pa-
pers and six reviewers, where each pa-
per is assigned one reviewer and each 
reviewer is assigned two papers. Sup-
pose the similarities are given by the 
table on the left-hand side of Figure 
2. Here {paper A, reviewer 1, reviewer 
2} belong to one research discipline, 
{paper B, reviewer 3, reviewer 4} be-
long to a second research discipline, 
and paper C’s content is split across 
these two disciplines. Maximizing 
the sum of similarity scores results in 
the assignment shaded light/orange 
in the left-hand side of Figure 2. Ob-
serve that the assignment for paper C 
is quite poor: all assigned reviewers 
have a zero similarity. This is because 
this method assigns better reviewers 
to papers A and B at the expense of 

paper C. Such a phenomenon is in-
deed found to occur in practice. The 
paper18 analyzes data from the Com-
puter Vision and Pattern Recognition 
(CVPR) 2017 and 2018 conferences, 
which have several thousand papers. 
The analysis reveals there is at least 
one paper each to which this method 
assigns all reviewers with a similarity 
score of zero, whereas other assign-
ments can ensure that every paper has 
at least some reasonable reviewers.

The right-hand side of Figure 2 de-
picts the same similarity matrix. The 
cells shaded light/blue depict an alter-
native assignment. This assignment 
is more balanced: it assigns papers A 
and B reviewers of lower similarity as 
compared to earlier, but paper C now 
has reviewers with a total similarity of 1 
rather than 0. This assignment is an ex-
ample of an alternative approach13,18,42 
that optimizes for the paper which is 
worst-off in terms of the similarities of 
its assigned reviewers:

maximize 
assignment

minimum 
papers p

å 
reviewers r 

assigned to paper p

Sp,r,

The approach then optimizes for 
the paper that is the next worst-off 
and so on. Evaluations18,42 of this ap-
proach on several conferences reveal 
it significantly mitigates the problem 
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if the reviewer is an author of that 
paper. The partition-based method 
first partitions the reviewers and pa-
pers into two (or more) groups such 
that all authors of any paper are in the 
same group as the paper (Figure 3b). 
Each paper is then assigned for re-
view to reviewers in the other group(s) 
(Figure 3c). Finally, the decisions for 
the papers in any group are made in-
dependent of the other group(s) (Fig-
ure 3d). This method is strategy-proof 
since any reviewer’s reviews influence 
only papers in other groups, whereas 
the reviewer’s own authored papers 
belong to the same group as the re-
viewer.

The partition-based method is 
largely studied in the context of peer-
grading-like settings. In peer grading, 
one may assume each paper (home-
work) is authored by one reviewer (stu-
dent) and each reviewer authors one 
paper, as is the case in Figure 3. Con-
ference peer review is more complex: 
papers have multiple authors and au-
thors submit multiple papers. Conse-
quently, in conference peer review it 
is not clear if there even exists a parti-
tion. Even if such a partition exists, 
the partition-based constraint on the 
assignment could lead to a consider-
able reduction in the assignment qual-
ity. Such questions about realizing the 
partition-based method in conference 
peer review are still open, with promis-
ing initial results51 showing that such 
partitions do exist in practice and the 
reduction in quality of assignment may 
not be too drastic.

Coalitions. Several recent inves-
tigations have uncovered dishonest 
coalitions in peer review.24,46 Here a 
reviewer and an author come to an un-
derstanding: the reviewer manipulates 
the system to try to be assigned the au-
thor’s paper, then accepts the paper if 
assigned, and the author offers quid 
pro quo either in the same conference 
or elsewhere. There may be coalitions 
between more than two people, where 
a group of reviewers (who are also au-
thors) illegitimately push for each 
other’s papers.

The first line of defense against 
such behavior is conflicts of interest: 
one may suspect that colluders may 
know each other well enough to also 
have co-authored papers. Then treat-
ing previous coauthor-ship as a con-

flict of interest and ensuring to not as-
sign any paper to a reviewer who has a 
conflict with its authors, may seem to 
address this problem. It turns out that 
even if colluders collaborate, they may 
go to great lengths to enable dishon-
est behavior:46 “There is a chat group of 
a few dozen authors who in subsets work 
on common topics and carefully ensure 
not to co-author any papers with each 
other so as to keep out of each other’s con-
flict lists (to the extent that even if there 
is collaboration they voluntarily give up 
authorship on one paper to prevent con-
flicts on many future papers).”

A second line of defense addresses 
attacks where two or more reviewers 
(who have also submitted their own 
papers) aim to review each other’s 
papers. This has motivated the de-
sign of assignment algorithms14 with 
an additional constraint of disallow-
ing any loops in the assignment, that 
is, ensuring to not assign two people 
each other’s’ papers. This defense 
prevents colluders engaging in a quid 
pro quo in the same venue. However, 
this defense can be circumvented by 
colluders who avoid forming a loop, 
for example, where a reviewer helps 
an author in a certain conference and 
the author reciprocates elsewhere. 
Moreover, it has been uncovered that, 
in some cases, an author pressures a 
certain reviewer to get assigned and 
accept a paper.19 This line of defense 
does not guard against such situa-
tions where there is no quid pro quo 
within the conference.

A third line of defense is based on 
the observation that the bidding stage 
of peer review is perhaps the most eas-
ily manipulable: reviewers can signifi-
cantly increase the chances of being 
assigned a paper they may be target-
ing by bidding strategically.16,50 This 
suggests curtailing or auditing bids, 
and this approach is followed in the 
paper.50 This work uses the bids from 
all reviewers as labels to train a ma-
chine learning model that predicts 
bids based on the other sources of 
data. This model can then be used as 
the similarities for making the assign-
ment. It thereby mitigates dishonest 
behavior by de-emphasizing bids that 
are significantly different from the re-
maining data.

Dishonest collusions may also be 
executed without bidding manipula-

Biases with  
respect to  
author identities  
are widely debated 
in computer 
science.
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of lack of transparency, and that guilty 
parties may still participate and pos-
sibly continue dishonest behavior in 
other conferences or grant reviews.

Miscalibration
Reviewers are often asked to provide 
assessments of papers in terms of rat-
ings, and these ratings form an integral 
part of the final decisions. However, it 
is well known12,30,39 that the same rat-
ing may have different meanings for 
different individuals: “A raw rating of 
7 out of 10 in the absence of any other 
information is potentially useless.”30 
In the context of peer review, some 
reviewers are lenient and generally 
provide high ratings whereas some 
others are strict and rarely give high 
ratings; some reviewers are more 
moderate and tend to give borderline 
ratings whereas others provide ratings 
at the extremes, and so on.

Miscalibration causes arbitrariness 
and unfairness in the peer review pro-
cess:39 “the existence of disparate cat-
egories of reviewers creates the potential 
for unfair treatment of authors. Those 
whose papers are sent by chance to as-
sassins/demoters are at an unfair dis-
advantage, while zealots/pushovers give 
authors an unfair advantage.”

Miscalibration may also occur if 
there is a mismatch between the con-
ference’s overall expectations and 

tions. For example, the reviewer/pa-
per subject areas and reviewer profiles 
may be strategically selected to in-
crease the chances of getting assigned 
the target papers.

Security researchers have demon-
strated the vulnerability of paper as-
signment systems to attacks where 
an author could manipulate the PDF 
(portable document format) of their 
submitted paper so that a certain re-
viewer gets assigned.27 These attacks 
insert text in the PDF of the submitted 
paper in a manner that satisfies three 
properties: the inserted text matches 
keywords from a target reviewers’ pa-
per; this text is not visible to the hu-
man reader; and this text is read by the 
(automated) parser which computes 
the text-similarity-score between the 
submitted paper and the reviewer’s 
past papers. These properties guaran-
tee a high similarity for the colluding 
reviewer-paper pair, while ensuring 
that no human reader detects it. These 
attacks are accomplished by targeting 
the font embedding in the PDF, as il-
lustrated in Figure 4. Empirical evalu-
ations on the reviewer-assignment 
system used at the International Con-
ference on Computer Communica-
tions (INFOCOM) demonstrated the 
high efficacy of these attacks by being 
able to get papers matched to target 
reviewers. In practice, there may be 
other attacks used by malicious par-
ticipants beyond what program chairs 
and security researchers have detected 
to date.

In some cases, the colluding 
reviewers may naturally be assigned 
to the target papers without any ma-
nipulation of the assignment pro-
cess:46 “They exchange papers before 
submissions and then either bid or get 
assigned to review each other’s papers 
by virtue of having expertise on the 
topic of the papers.”

The final defense16 discussed here 
makes no assumptions on the nature 
of manipulation and uses random-
ized assignments to mitigate the abil-
ity of participants to conduct such 
dishonest behavior. Here, the pro-
gram chairs specify a value between 
0 and 1. The randomized assignment 
algorithm chooses the best possible 
assignment subject to the constraint 
that the probability of assigning any 
reviewer to any paper be at most that 

value. The upper bound on the prob-
ability of assignment leads to a higher 
chance that an independent reviewer 
will be assigned to any paper, irre-
spective of the manner or magni-
tude of manipulations by dishonest 
reviewers. Naturally, such a random-
ized assignment may also preclude 
honest reviewers with appropriate 
expertise from getting assigned. Con-
sequently, the program chairs can 
choose the probability values at run 
time by inspecting the trade-off be-
tween the amount of randomization 
and the quality of the assignment 
(Figure 5). This defense was used in 
the Advancement of Artificial Intelli-
gence (AAAI) 2022 conference.

The recent discoveries of dishonest 
behavior also pose important ques-
tions of law, policy, and ethics for deal-
ing with such behavior: How should 
program chairs deal with suspicious 
behavior, and what constitutes ap-
propriate penalties? A case that led to 
widespread debate is an ACM investi-
gation that banned certain guilty par-
ties from participating in ACM venues 
for several years without publicly re-
vealing the names of all guilty parties. 
Furthermore, some conferences only 
impose the penalty of rejection of a 
paper if an author is found to indulge 
in dishonest behavior including bla-
tant plagiarism. This raises concerns 

Figure 4. An attack on the assignment system via font embedding in the PDF of the  
submitted paper.27 

Suppose the colluding reviewer has the word “minion” as most frequently occurring 
in their previous papers, whereas the paper submitted by the colluding author has 
“review” as most commonly occurring. The author creates two new fonts that map the 
plain text to rendered text as shown. The author then chooses fonts for each letter in 
the submitted paper in such a manner that the word “minion” in plain text renders as 
“review” in the PDF. A human reader will now see “review,” but an automated parser will 
read “minion.” The submitted paper will then be assigned to the target reviewer by the 
assignment system, whereas no human reader will see “minion” in the submitted paper.

Visible to humans:
Each review in peer review will undergo review.

Each minion in peer minion will undergo minion. Each minion in peer minion will undergo minion.

Each review in peer review will undergo review.

Visible to an automated plain-text parser:

Attack:

Font 0: Default Font 0: Default, Font 1: m � r, i � e, n � v, Font 2: o � e, n � w 

Font 1: m � r, i � e, n � v

Font 2: o � e, n � w

Font-embedding attack:

Visible to an automated plain-text parser:

Visible to humans:

Each minion in peer minion will undergo minion. Each minion in peer minion will undergo minion.
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reviewers’ individual expectations. As 
a concrete example, the NeurIPS 2016 
conference asked reviewers to rate pa-
pers on a scale of 1 through 5 (where 5 
is best) and specified an expectation re-
garding each value on the scale. How-
ever, there was a significant difference 
between the expectations and the rat-
ings given by reviewers.38 For instance, 
the program chairs asked reviewers 
to give a rating of 3 or better if the re-
viewer considered the paper to lie in 
the top 30% of all submissions, but the 
actual number of reviews with the rat-
ing 3 or better was nearly 60%.

There are two popular approaches 
toward addressing the problem of mis-
calibration of individual reviewers. The 
first approach11,37 is to make simplify-
ing assumptions on the nature of the 
miscalibration, for instance, assum-
ing that miscalibration is linear or af-
fine. Most works taking this approach 
assume that each paper p has some 
“true” underlying rating qp, that each 
reviewer r has two “miscalibration pa-
rameters” ar > 0 and br, and that the 
rating given by any reviewer r to any pa-
per p is given by arqp + br + noise. These 
algorithms then use the ratings to es-
timate the “true” paper ratings q, and 
possibly also reviewer parameters

The simplistic assumptions de-
scribed here are frequently violated in 
the real world.5 Algorithms based on 

such assumptions were tried in some 
conferences, but based on manual in-
spection by the program chairs, were 
found to perform poorly.

A second popular approach12,30 to-
ward handling miscalibrations is via 
rankings: either ask reviewers to give 
a ranking of the papers they are re-
viewing (instead of providing ratings), 
or alternatively, use the rankings ob-
tained by converting any reviewer’s 
ratings into a ranking of their re-
viewed papers. Using rankings instead 
of ratings “becomes very important 
when we combine the rankings of many 
viewers who often use completely differ-
ent ranges of scores to express identical 
preferences.”12

Ratings can provide some informa-
tion even in isolation. It was shown 
recently47 that even if the miscalibra-
tion is arbitrary or adversarially cho-
sen, unquantized ratings can yield 
better results than rankings alone. 
Rankings also have their benefits. In 
NeurIPS 2016, out of all pairs of pa-
pers reviewed by the same reviewer, 
the reviewer gave an identical rating 
to both papers for 40% of the pairs.38 
In such situations, rankings can help 
break ties among these papers, and 
this approach was followed in the In-
ternational Conference on Machine 
Learning (ICML) 2021. A second ben-
efit of rankings is to check for pos-

sible inconsistencies. For instance, 
the NeurIPS 2016 conference elicited 
rankings from reviewers on an experi-
mental basis. They then compared 
these rankings with the ratings given 
by the reviewers. They found that 96 
(out of 2,425) reviewers had rated 
some paper as strictly better than an-
other on all four criteria but reversed 
the pair in the overall ranking.38

Addressing miscalibration in peer 
review is a wide-open problem. The 
small per-reviewer sample sizes due to 
availability of only a handful of reviews 
per reviewer is a key obstacle: for exam-
ple, if a reviewer reviews just three pa-
pers and gives low ratings, it is difficult 
to infer from this data as to whether 
the reviewer is generally strict. This 
impediment calls for designing proto-
cols or privacy-preserving algorithms 
that allow conferences to share some 
reviewer-specific calibration data with 
one another to calibrate better.

Subjectivity
We discuss two challenges in peer re-
view pertaining to reviewers’ subjective 
preferences that hamper the objectiv-
ity of peer review.

Commensuration bias. Conference 
program chairs often provide criteria 
to reviewers for judging papers. How-
ever, different reviewers have differ-
ent, subjective opinions about the 
relative importance of various criteria 
in judging papers. The overall evalu-
ation of a paper then depends on the 
individual reviewer’s preference on 
how to aggregate the evaluations on 
the individual criteria. This depen-
dence on factors exogenous to the pa-
per’s content results in arbitrariness 
in the review process. On the other 
hand, to ensure fairness, all (compa-
rable) papers should be judged by the 
same yardstick. This issue is known as 
“commensuration bias.”21

For example, suppose three reviewers 
consider empirical performance of 
any proposed algorithm as most im-
portant, whereas most others highly re-
gard novelty. Then a novel paper whose 
proposed algorithm has a modest 
empirical performance is rejected if 
reviewed by these three reviewers but 
would have been accepted by any other 
set of reviewers. The paper’s fate thus 
depends on the subjective preference 
of the assigned reviewers.

Figure 5. Trading off the quality of the assignment (sum similarity on y-axis) with the 
amount of randomness (value specified by program chairs on x-axis) to mitigate dishonest 
coalitions.16

The similarity scores for the “ICLR” plot are reconstructed51 via text-matching from the 
International Conference on Learning Representations (ICLR conference) 2018 which had 
911 submissions. The “Preflib” plots are computed on bidding data from three small-sized 
conferences (with 54, 52, and 176 submissions), obtained from the Preflib database.28
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blinding (since many manuscripts are 
posted with author identities on pre-
print servers and social media), hin-
drance in checking (self-)plagiarism 
and conflicts of interest, and the use of 
author identities as a guarantee of trust 
for the details that reviewers have not 
been able to check carefully. In addi-
tion, the debate over single- vs-double-
blind reviewing rests on the frequently 
asked question: “Where is the evidence 
of bias in single-blind reviewing in my 
field of research?”

A remarkable experiment was con-
ducted at the Web Search and Data Min-
ing (WSDM) 2017 conference,45 which 
had 500 submitted papers and 1,987 
reviewers. The reviewers were split ran-
domly into two groups: a single-blind 
group and a double-blind group. Every 
paper was assigned two reviewers each 
from both groups. This experimental 
design allowed for a direct compari-
son of single-blind and double-blind 
reviews for each paper without requir-
ing any additional reviewing for the 
experiment. The study found a signifi-
cant bias in favor of famous authors, 
top universities, and top companies. 
Moreover, it found a non-negligible ef-
fect size but not statistically significant 
bias against papers with at least one 
woman author; the study also included 
a meta-analysis combining other stud-
ies, and this meta-analysis found this 
gender bias to be statistically signifi-
cant. The study did not find evidence 
of bias with respect to papers from the 
U.S., nor when reviewers were from the 
same country as the authors, nor with 
respect to academic (versus industrial) 
institutions. The WSDM conference 
moved to double-blind reviewing the 
following year.

Another study26 did not involve a 
controlled experiment but leveraged 
the fact that the ICLR conference 
switched from single blind to double 
blind reviewing in 2018. Analyzing 
both ratings and the text of reviews, 
the study found evidence of bias with 
respect to the affiliation of authors but 
not with respect to gender.

Such studies have also prompted 
a focus on careful design of experi-
mental methods and measurement 
algorithms to evaluate biases in peer 
review, while mitigating confounding 
factors that may arise due to the com-
plexity of the peer-review process.

The program chairs of AAAI 2013 
conference recognized this problem 
of commensuration bias. With an ad-
mirable goal of ensuring a uniform 
policy of how individual criteria are 
aggregated into an overall recommen-
dation across all papers and reviewers, 
they announced specific rules on how 
reviewers should aggregate their rat-
ings on the eight criteria into an over-
all rating. The goal was commendable, 
but unfortunately, the proposed rules 
had shortcomings. For example,33 on 
a scale of 1 to 6 (where 6 is best), one 
rule required giving an overall rating 
of “strong accept” if a paper received 
a rating of 5 or 6 for some criterion 
and did not get a 1 for any criteria. 
This may seem reasonable at first, but 
looking at it more carefully, it implies 
a strong acceptance for any paper that 
receives a 5 for the criterion of clarity 
but receives a low rating of 2 in every 
other criterion. More generally, speci-
fying a set of rules for aggregation of 
8 criteria amounts to specifying an 
8-dimensional function, which can be 
challenging to craft by hand.

Due to concerns about commen-
suration bias, the NeurIPS 2016 con-
ference did not ask reviewers to pro-
vide any overall ratings. NeurIPS 2016 
instead asked reviewers to only rate 
papers on certain criteria and left the 
aggregation to meta reviewers. This 
approach can however lead to arbi-
trariness due to the differences in the 
aggregation approaches followed by 
different meta reviewers.

Noothigattu et al.33 propose an al-
gorithmic solution to this problem. 
They consider an often-suggested 
interface that asks reviewers to rate 
papers on a pre-specified set of cri-
teria alongside their overall rating. 
Commensuration bias implies that 
each reviewer has their own subjective 
mapping of criteria to overall ratings. 
The key idea behind the proposed 
approach is to use machine learning 
and social choice theory to learn how 
the body of reviewers—at an aggre-
gate level—map criteria to overall rat-
ings. The algorithm then applies this 
learned mapping to the criteria rat-
ings in each review to obtain a second 
set of overall ratings. The conference 
management system would then aug-
ment the reviewer-provided overall 
ratings with those computed using 

the learned mapping, with the pri-
mary benefit that the latter ratings are 
computed via the same mapping for 
all papers. This method was used in 
the AAAI 2022 conference to identify 
reviews with significant commensura-
tion bias.

Confirmation bias. A controlled 
study by Mahoney25 asked each re-
viewer to assess a fictitious manu-
script. The contents of the manu-
scripts sent to different reviewers were 
identical in their reported experimen-
tal procedures but differed in their 
reported results. The study found that 
reviewers were strongly biased against 
papers with results that contradicted 
the reviewers’ own prior views. The 
difference in the results section also 
manifested in other aspects: a manu-
script whose results agreed with the 
reviewer’s views was more likely to be 
rated as methodologically better, as 
having a better data presentation, and 
the reviewer was less likely to catch 
mistakes in the paper, even though 
these components were identical 
across the manuscripts.

Biases Regarding Author Identity
In 2015, two women researchers, Me-
gan Head and Fiona Ingleby, submit-
ted a paper to the PLOS ONE journal. 
A review they received read: It would 
probably be beneficial to find one or 
two male researchers to work with (or at 
least obtain internal peer review from, 
but better yet as active co-authors).” 
This is an example of how a review can 
take into consideration the authors’ 
identities even when we expect it to 
focus exclusively on the scientific con-
tribution.

Such biases with respect to author 
identities are widely debated in com-
puter science and elsewhere. These 
debates have led to two types of peer-
review processes: single-blind review-
ing where reviewers are shown authors’ 
identities, and double-blind reviewing 
where author identities are hidden from 
reviewers. In both settings, the reviewer 
identities are not revealed to authors.

A primary argument against single-
blind reviewing is that it may cause the 
review to be biased with respect to the 
authors’ identities. On the other hand, 
arguments against double-blind re-
viewing include: efforts to make a man-
uscript double blind, efficacy of double 
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Making reviewing double blind can 
mitigate these biases but may not fully 
eliminate them. Reviewers in three 
double-blind conferences were asked 
to guess the authors of the papers they 
were reviewing.20 No author guesses 
were provided alongside 70%–86% of 
the reviews (it is not clear whether an 
absence of a guess indicates that the 
reviewer did not have a guess or if they 
did not wish to answer the question). 
However, among those reviews which 
did contain an author guess, 72%–85% 
guessed at least one author correctly.

In many research communities, it is 
common to upload papers to preprint 
servers such as arXiv (arxiv.org) before 
it is reviewed. For instance, 54% of all 
submissions to the NeurIPS 2019 con-
ference were posted on arXiv and 21% 
of these submissions were seen by at 
least one reviewer. These preprints 
contain information about the au-
thors, thereby potentially revealing the 
identities of the authors to reviewers. 
Based on these observations, one may 
be tempted to disallow authors from 
posting their manuscripts to preprint 
servers or elsewhere before they are 
accepted. However, one must tread 
this line carefully. First, such an em-
bargo can hinder the progress of re-
search. Second, the effectiveness of 
such prohibition is unclear. Studies 
have shown the content of the sub-
mitted paper can give clues about the 
identity of the authors.20 Third, due 
to such factors, papers by famous au-
thors may still be accepted at higher 
rates, while disadvantaged authors’ 
papers neither get accepted nor can be 
put up on preprint servers.

These studies provide valuable 
quantitative information toward policy 
choices and trade-offs on blinded re-
viewing. That brings us to our next dis-
cussion on norms and policies.

Norms and Policies
The norms and policies in any com-
munity or conference can affect the ef-
ficiency of peer review and the ability to 
achieve its goals.

Author incentives. Ensuring ap-
propriate incentives for participants 
in peer review is a critical open prob-
lem: incentivizing reviewers to provide 
high-quality reviews and incentivizing 
authors to submit papers only when 
they are of suitably high quality.2 We 

discuss some policies and associated 
effects pertaining to such author in-
centives, that are motivated by the 
rapid increase in the number of sub-
missions in many conferences.

Open review. It is said that authors 
submitting a below-par paper have 
little to lose but lots to gain: hardly any-
one will see the below-par version if it 
gets rejected, whereas the arbitrariness 
in the peer-review process gives it some 
chance of acceptance.

Some conferences are adopting an 
“open review” approach to peer review, 
where all submitted papers and their 
reviews (but not reviewer identities) 
are made public. A prominent exam-
ple is the OpenReview.net conference 
management system in computer sci-
ence. A survey41 of participants at the 
ICLR 2013 conference, which was one 
of the first to adopt the open review 
format, pointed to increased account-
ability of authors as well as reviewers 
in this open format. An open reviewing 
approach also increases the transpar-
ency of the review process and provides 
more information to the public about 
the perceived merits/demerits of a pa-
per rather than just a binary accept/re-
ject decision.2

The open-review format can also 
result in some drawbacks; here is one 
such issue related to public visibility of 
rejected papers.

Resubmission policies. Many con-
ferences are adopting policies where 
authors of a paper must provide past 
rejection information along with the 
submission. For instance, the 2020 
International Joint Conference on Ar-
tificial Intelligence (IJCAI) required 
authors to prepend their submission 
with details of any previous rejections 
including prior reviews and the revi-
sions made by authors. While these 
policies are well-intentioned toward 
ensuring that authors do not simply 
ignore reviewer feedback, the informa-
tion of previous rejection could bias 
the reviewers.

A controlled experiment43 tested 
for such a bias. Each reviewer was 
randomly shown one of two versions 
of a paper to review: one version in-
dicated that the paper was previously 
rejected at another conference while 
the other version contained no such 
information. Reviewers gave almost 
one-point lower rating on a 10-point 

The current 
research  
on improving peer 
review, particularly  
using computational 
methods, has  
only scratched  
the surface.
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constraints or in reaction to poor-qual-
ity reviews they themselves receive.

Discussions and group dynamics. 
After submitting the initial reviews, 
reviewers of a paper are often al-
lowed to see each other’s’ reviews. The 
reviewers and the meta reviewer then 
engage in a discussion to arrive at a fi-
nal decision.

Several studies34 conduct con-
trolled experiments in the peer review 
of grant proposals to quantify the reli-
ability of the process. The peer-review 
process studied here involves discus-
sions among reviewers in panels. In 
each panel, reviewers first submit in-
dependent reviews, following which 
the panel engages in a discussion 
about the proposal, and reviewers can 
update their opinions. These stud-
ies reveal the following three find-
ings. First, reviewers have quite a high 
level of disagreement with each other 
in their independent reviews. Sec-
ond, the inter-reviewer disagreement 
within a panel decreases consider-
ably after the discussions (possibly 
due to implicit or explicit pressure 
on reviewers to arrive at a consensus). 
This observation seems to suggest 
that the wisdom of all reviewers is be-
ing aggregated to make a more “accu-
rate” decision. To quantify this aspect, 
these studies form multiple panels to 
evaluate each proposal, where each 
panel independently conducts the 
entire review process including the 
discussion. The studies then measure 
the amount of disagreement in the 
outcomes of the different panels for 
the same proposal. Their third finding 
is that, surprisingly, the level of dis-
agreement across panels does not de-
crease after discussions, and instead 
often increases.

These observations indicate the need 
for a careful look at the efficacy of the 
discussion process and the protocols 
used therein. We discuss two experi-
ments investigating potential reasons 
for the surprising reduction in the inter-
panel agreement after discussions.

Teplitskiy et al.44 conducted a con-
trolled study to understand influ-
ence of other reviewers. They exposed 
reviewers to artificial ratings from 
other (fictitious) reviews. They found 
that 47% of the time, reviewers up-
dated their ratings. Women reviewers 
updated their ratings 13% more fre-

scale for the overall evaluation of a 
paper when they were told that a pa-
per was a resubmission.

Rolling deadlines. In conferences 
with a fixed deadline, a large fraction of 
submissions are made on or very near 
the deadline. This observation suggests 
that removing deadlines (or in other 
words, having a “rolling deadline”), 
wherein a paper is reviewed whenever 
it is submitted, may allow authors am-
ple time to write their paper as best as 
they can before submission, instead of 
cramming right before the fixed dead-
line. The flexibility offered by rolling 
deadlines may have additional benefits 
such as helping researchers better deal 
with personal constraints and allowing 
a more balanced sharing of resources 
such as compute.

The U.S. National Science Founda-
tion experimented with this idea in 
certain programs.15 The number of 
submitted proposals reduced dras-
tically from 804 in one year in which 
there were two fixed deadlines, to 
just 327 in the subsequent 11 months 
when there was a rolling deadline. 
Thus, in addition to providing flex-
ibility to authors, rolling deadlines 
may also help reduce the strain on the 
peer-review process.

Introduction to reviewing. While 
researchers are trained to do research, 
there is little training for peer review. 
Several initiatives and experiments 
have looked to address this challenge. 
Recently, the ICML 2020 conference 
adopted a method to select and then 
mentor junior reviewers, who would 
not have been asked to review oth-
erwise, with a motivation of expand-
ing the reviewer pool to address the 
large volume of submissions.43 An 
analysis of their reviews revealed that 
the junior reviewers were more en-
gaged through various stages of the 
process as compared to conventional 
reviewers. Moreover, the conference 
asked meta reviewers to rate all re-
views, and 30% of reviews written by 
junior reviewers received the highest 
rating by meta reviewers, in contrast 
to 14% for the main pool.

Training reviewers at the beginning 
of their careers is a good start but may 
not be enough. There is some evidence8 
that quality of an individual’s review 
falls over time, at a slow but steady rate, 
possibly because of increasing time 

While researchers 
are trained to do 
research, there 
is little training 
for peer review ... 
Training reviewers 
at the beginning of 
their careers is a 
good start but may 
not be enough. 
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quently than men, and more so when 
they worked in male-dominated 
fields. Ratings that were initially high 
were updated downward 64% of the 
time, whereas ratings that were ini-
tially low were updated upward only 
24% of the time.

Stelmakh et al.43 investigated “herd-
ing” effects: Do discussions in peer 
review lead to the decisions getting bi-
ased toward the opinion of the reviewer 
who initiates the discussion? They 
found no evidence of such a bias.

Conclusion
The current research on improving 
peer review, particularly using compu-
tational methods, has only scratched 
the surface of this important applica-
tion domain. There is much more to be 
done, with numerous open problems 
that are exciting and challenging, will 
be impactful when solved, and allow 
for an entire spectrum of theoretical, 
applied, and conceptual research.

Research on peer review faces at 
least two overarching challenges. First, 
there is no “ground truth” regarding 
which papers should have been ac-
cepted to the conference. One can eval-
uate individual modules of peer review 
and specific biases, as discussed in 
this article, but there is no well-defined 
measure of how a certain solution af-
fected the entire process.

A second challenge is the unavail-
ability of data. Research on improv-
ing peer review can significantly ben-
efit from the availability of more data 
pertaining to peer review. However, 
a large part of the peer-review data is 
sensitive since the reviewer identities 
for each paper and other associated 
data are usually confidential. Design-
ing policies and privacy-preserving 
computational tools to enable re-
search on such data is an important 
open problem.

Nevertheless, there is increasing 
interest among research communities 
and conferences in improving peer re-
view in a scientific manner. Research-
ers are conducting several experiments 
to understand issues and implications 
in peer review, designing methods and 
policies to address the various chal-
lenges, and translating research on 
this topic into practice. This bodes well 
for peer review, the cornerstone of sci-
entific research.	
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