
Journal of Wind Engineering & Industrial Aerodynamics 229 (2022) 105141

Available online 26 August 2022
0167-6105/© 2022 Elsevier Ltd. All rights reserved.

Performance of different inflow turbulence methods for wind 
engineering applications 

Zahra Mansouri a, Rathinam Panneer Selvam a,*, Arindam Gan Chowdhury b 

a BELL 4190, University of Arkansas, Fayetteville, AR, 72701, USA 
b Florida International University, Miami, FL, USA   

A R T I C L E  I N F O   

Keywords: 
Synthetic inflow turbulence 
Turbulence inflow tool 
Large eddy simulation 
Digital filter method 
Synthetic eddy methods 
Divergence free synthetic eddy method 
Anisotropy turbulent spot method 

A B S T R A C T   

Defining the correct inlet boundary conditions for large eddy simulations is a critical issue in computational wind 
engineering. Since synthetic inflow turbulence does not require costly prior flow simulations like recycling or 
precursor methods, it is a preferable approach. In this study, different synthetic turbulence generator methods 
are considered to investigate their performance in wind engineering applications. The considered methods are a) 
Digital Filter Methods (DFM), b) Synthetic eddy methods (SEM) with different shape functions, c) Divergence 
Free Synthetic Eddy Method (DFSEM), and d) two types of Anisotropy Turbulent Spot Method (ATSM). These 
methods are provided in Turbulence Inflow Tool (TInF) from the SimCenter (https://simcenter.designsafe-ci. 
org/backend-components/tinf/). Additionally, velocity spectrum at the inlet and building location is 
compared to the Von Karman spectrum for different inflow methods to determine how well the energy is carried 
from the inlet to the building location. Furthermore, different methods are evaluated to see whether they pro
duce spurious pressure in the domain. It is concluded that spurious pressure exists in all the considered methods 
except SEM method with the Gaussian shape function (SEM-G). In addition, SEM-G is found to be a suitable 
method for peak pressure prediction on buildings with upmost 30% error.   

1. Introduction 

Winds are the most damaging compared to all other environmental 
loads on buildings and structures. Almost 75 percent of all disaster 
claims paid by insurance providers have resulted from tornado and 
hurricane damage in the last 20 years (Exponent, n.d.). Wind engi
neering helps to mitigate the risk of future damage by understanding the 
wind’s mechanism. When the wind is obstructed by a structure, it ap
plies forces to the structure. The disastrous failure of structures caused 
by strong winds is mainly due to the underestimation of peak wind 
pressures while designing the building components. Building codes 
provide approximate wind pressure on buildings. More precise wind 
pressure estimation requires field measurements, wind-tunnel testing, or 
computational fluid dynamics (CFD) models of wind flow. As an illus
tration, for component and cladding, the maximum peak pressure co
efficient (Cp), obtained from ASCE 7–16, is − 3.2 for a low-rise building. 
However, field measurements have reported that the maximum peak Cp 
on a low-rise building can be even lower than − 8 for the Silsoe building 
(Richards et al., 2007). 

Conducting field measurements for design purposes is expensive and 

time-consuming, CFD can be an economical tool for engineers to esti
mate wind pressures on buildings. Furthermore, as the flow speed in
creases, the flow tends to be more unstable and irregular. Most flows in 
nature are categorized in this type of flow which is called turbulent flow. 
Strong winds are highly turbulent and if wind turbulence is not 
reasonably accounted for, the computed wind loads would not be ac
curate for building design purposes. Wind turbulence impacts can be 
incorporated using various turbulence modeling methods in CFD. 
Among all turbulence modeling methods, Large Eddy Simulation (LES) 
is economically feasible and provides an acceptable level of accuracy for 
peak pressure estimation. 

1.1. Inflow turbulence generation methods 

LES simulations without an inflow turbulence field results in un
derestimation of peak pressure coefficients. As a result, a proper tur
bulent flow field at the inlet as an inflow boundary condition (BC) is 
required to predict peak Cp correctly. The turbulent flow field’s 
behavior in the interior domain is extremely dependent on the inflow 
field’s physical quality. Thus, a critical aspect of the numerical LES is 
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defining the right inflow turbulence BC as mentioned by Selvam (1997). 
Selvam (1997) reported at least 30% error in CFD peak Cp compared to 
field measurements which was due to low grid resolution and inflow 
BCs. Thornber et al. (2010) reported that although very fine grid is 
needed to capture an appropriately broad range of initial scales, mixing 
layer growth is strongly dependent on initial boundary conditions. 
Enormous inflow turbulence generation methods are developed which 
are primarily categorized to (a) precursor database, (b) recycling 
method, and (c) synthetic turbulence (Keating et al., 2004). The 

weakness of the first and second methods is the need for a database that 
makes these methods computationally expensive. As synthetic inflow 
turbulence does not require costly prior flow simulations, it is a more 
economically practical approach (Aboshosha et al., 2015; Ding et al., 
2019). Synthetic turbulence methods include a wide range of methods 
that can be classified into a) Random Flow Generation Methods (RFG), 
b) Digital filter methods (DFM), and c) Synthetic Eddy Method (SEM). In 
following, a summary of the basics of each method is provided. 

DFM filters a random velocity field to produce spatial and temporal 
coherent structures. This method does not satisfy the divergence-free 
condition and produces unphysically large pressure fluctuations in 
LES. Hence, Kim et al. (2013) first used a simple correction to maintain 
the constant mass flux in the inflow field, and then, inserted the 
generated turbulence inflow to the plane near the inlet during the pro
cedure which led to velocities being adjusted by the velocity-pressure 
coupling procedure. 

The idea of SEM, initiated by Jarrin et al. (2006), is rooted in the 
reproducing boundary layer using direct superposition of the represen
tative coherent eddy structures. SEM assumes the flow contains 
randomly distributed turbulent spots. Every turbulent spot is modeled 
by a three-dimensional suitably normalized shape function with a 
compact support. Shape function depends on the two-point autocorre
lation function and the power spectrum of the synthetic turbulence. In 
this study, for SEM, three different shape functions, i.e., Gaussian 
(SEM-G), Tent (SEM-T), and Step (SEM-S), are considered. For 
0 ≤ |x| < 1, the equation of Tent shape function (Jarrin et al., 2009) is 
f =

̅̅̅̅̅̅̅̅
3/2

√
(1 − |x|), for Step Shape function (Jarrin, 2008), it is f =

̅̅̅̅̅̅̅̅
1/2

√
, and for Gaussian Shape function (Jarrin, 2008), it is f = Ce− 9x2/2, 

where C is a constant that satisfies 
∫1

− 1
f2(x)dx = 1. For |x| ≥ 1, the 

amount of f is zero for all shape functions. In Fig. 1, you can see the 
diagram for each shape function. 

However, SEM like DFM is not divergence-free. Hence, Poletto et al. 
(2013) obtained a divergence-free method by applying SEM to the 
vorticity field and taking the curl of it to change back to the velocity 
field, i.e., Divergence Free Synthetic Eddy Method (DFSEM). Later, 
Kröger and Kornev (2018) proposed the Anisotropy Turbulent Spot 
Method (ATSM) method based on the superposition of vortical struc
tures. This led to having explicit control on the three turbulence in
tensities and three integral length scales. The TInF tool refers Klein et al. 
(2003) and Xie and Castro (2008) for DFM, Jarrin et al. (2006) for SEM, 
Poletto et al. (2013) for and Kröger and Kornev (2018) for ATSM as the 
source of the program they used in the OpenFOAM. The performance of 
these inflow turbulence methods is evaluated in this paper. 

Nowadays, cutting-edge improvements in computational resources 
led to using higher grid resolution and the development of computa
tional simulations with a promise of becoming adaptable, accessible, 
and reliable means for wind load estimations (Ding et al., 2019). How
ever, there is not a proper evaluation of the characteristics and appli
cability of different synthetic inflow methods from the perspective of 
wind engineering. Hence, in this study, to evaluate different methods’ 
performances for the wind engineering application, DFM, SEM with 
three different shape functions, DFSEM, and two types of ATSM are 
considered. 

In the ATSM-R method Reynolds stresses are provided as input and 
only the two length scales (L11 and L22) are taken from the input and the 
third one (L33) is calculated internally from a constraint equation re
ported in Kröger and Kornev (2018). Similarly, in the ATSM-L method 
all the three length scales are given as input and the modified Reynolds 
stresses are calculated from minimization principle. The details of the 
derivations and the final equations are detailed in Kröger and Kornev 
(2018). 

Fig. 1. Different SEM method shape functions.  

Fig. 2. Boundary conditions for the numerical modeling.  

Table 1 
Turbulent characteristics for the TTU building (Aboshosha et al., 2015; Moon
eghi et al., 2016).  

Test Characteristics WT 1:6 Model 

Integral length scale L11 = 0.43m, L12 = 0.2m and L13 = 0.13 m 
L21 = 0.2L11 = L22 = L23 

L31 = 0.3L11 = L32 = L33 

Reference height H = 0.66 m 
Reference wind velocity UH = 19.48 m/s 

Mean velocity Uave = UH
( z
H

)α
m/s, α = 0.326 

Turbulent lengh scale L 
Lj = L1j

( z
H

)dj
m 

L11 = 0.43, L12 = 0.2 and L13 = 0.13 m 
dj = 0.473, 0.881, 1.539 in the u, v and w directions 

Reynolds stresses R11 =4.3 R12 = 1.8 
R22 = 3.6 R23 = 1.8 
R33 = 3.5 R13 = 1.8 

Eddy density 1 only for SEM and DFSEM 
Grid factor 1 only for DFM 
Filter factor 4 only for DFM  
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1.2. Velocity spectrum at the inlet and building location 

Turbulent flow includes some circular movement of fluid called 
eddies. As turbulence is three-dimensional (3D) and unsteady with a 
large range of eddies that need to be resolved, it is necessary to develop 
the inflow velocity fields suitable for different scale features. In a typical 
turbulent flow, there exists a wide range of eddy sizes fluctuating at 
different frequencies (i.e., large eddies have large velocity fluctuations 
of low frequency and vice versa). The wind velocity spectrum describes 
the frequency distribution of turbulent wind flow and shows which 
range of eddies are produced by the inflow method. Hence, firstly, the 
velocity spectrum produced by the inflow method should be comparable 
to the Von Karman spectrum which describes the frequency distribution 
of the real turbulent wind flow. Furthermore, to have more accurate 
numerical results, the energy should not be dissipated in the building 
location compared to the inlet location. Rana et al. (2011) reported that 
DFM turbulent inflow data dissipates immediately in the computational 
domain because the energy is not distributed over the required range of 
frequencies. To reduce the numerical dissipation of the scheme and thus 
improve the accuracy of the results, Kokkinos’s et al. (2020) tried to 
budget energy to low-frequency, particularly for under-resolved grids. 
Mansouri et al. (2022) stated that the maximum frequency as an input 
for the inflow methods should be determined using the largest grid 
spacing size in the computational domain to have a similar velocity 
spectrum at the inlet and building location. In this study, DFM, SEM with 
three shape functions, DFSEM, and two types of ATSM are considered. 
The inputs to these methods are Reynolds stresses and length scales, 
therefore, maximum and minimum frequency cannot be predetermined 
as inputs. Hence, the maximum frequency of inlet velocity spectrum 
produced by these methods is regardless of the grid spacing size. 

Consequently, it is not clear how well the inlet and building location 
velocity spectrums are similar. 

1.3. Spurious pressure due to high frequency 

As mentioned above, Mansouri et al. (2022) reported the largest grid 
spacing (h) in the computational domain determines the highest fre
quency of the velocity fluctuations that can be transported by the grid. 
For a specific grid spacing of h, the theoretical wavelength (L) of a wave 
in the form of sine or cosine function transported by a spectral method is 
2h (Orszag, 1979). The corresponding frequency is called Nyquist fre
quency in the spectral analysis. Even though transport of Nyquist fre
quency is possible with the spectral method, the amount of error using 
the finite difference method (FDM) is significant. Hence, the smallest 
wavelength resolved by a grid is λgrid = 4h (Mansouri et al., 2022). 
Hence, the maximum non-dimensional frequency transported in the 
flow using the finite difference method (FDM) is calculated as fgrid 
=H/4h using Eqn. (1). The high frequencies beyond this value are 
modeled by subgrid-scale modeling like the Smograinsky model (Man
souri et al., 2022). 

f =
H
λ

=
nH
UH

(1)  

Where n is dimensional frequency, λ is the wavelength, H is the height of 
the building, and UH is the mean velocity at the building height. Man
souri et al. (2022) reported that if fmax > fgrid, then there are spurious 
pressures (fmax is the maximum frequency as the input to the inflow 
method). Spurious pressures happen when the frequency of pressure 
goes beyond Nyquist frequency (Mansouri et al., 2022). They showed 

Fig. 3. Spectrum plot at the inlet and building location for a) DFM, b) SEM-G (i.e with guassian shape function), c) SEM-T (i.e with tent shape function), d) SEM-S (i.e 
with step shape function),e) DFSEM with eddy density = 1, f) ATSML, and g)ATSMR model for dx=H/8 and dt = 0.002s (i.e. 0.03 units. 
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that the building peak pressure had high errors due to spurious pressure. 
It should be noted that previous researchers identified pressure fluctu
ation and stated some reasons for these unwanted pressures. For 
instance, if an inflow does not respect the Taylor hypothesis or not being 
divergence-free, produces unwanted pressure fluctuations (Patruno and 
Ricci, 2017). In addition to mentioned reasons, boundary condition 
mismatches leads to unwanted pressure productions near boundaries as 
explained in detail by Patruno and Ricci (2018). Patruno and Miranda 
(2020) developed a method to mitigate unwanted pressures created due 
to violation of divergence free condition and Taylor hypothesis. How
ever, they used only a sinewave that respects maximum grid frequency 
and they stated pressure fluctuation decreases after a distance from the 
inlet. Whereas, Mansouri et al. (2022) indicated that pressure amplitude 
declined and the pressure frequency remained unchanged over the 
space. As here, spurious pressure was introduced based on the pressure 
frequency but not its amplitude, no one has evaluated inflow methods to 
see whether they produce spurious pressure. This study investigates 

spurious pressure production. 

1.4. Objectives to investigate different inflow generation method 
performance 

In this study, DFM, SEM with three shape functions, DFSEM, and two 
types of ATSM method are considered. These methods are provided in 
the Turbulence Inflow (TInF) tool from the SimCenter (Mack
enzie-Helnwein et al., 2020). Reynolds stresses and length scales inputs 
are prepared based on the information provided by Mooneghi et al. 
(2016) for the WT data of Texas Tech University (TTU) building. The 
major objective of this work is to evaluate the performance of different 
inflow turbulence generators for wind engineering applications. The 
criteria used to evaluate the inflow methods’ performance are:  

a) Comparing the velocity spectrum at the inlet location and building 
location with the Von Karman spectrum for two different grid 

Fig. 4. Spectrum plot at the inlet and building location for a) DFM, b) SEM-G (i. e with guassian shape function), c) SEM-T (i.e with tent shape function), d) SEM-S (i. 
e with step shape function),e) DFSEM, f) ATSML, and g)ATSMR model for dx=H/16 and dt = 0.001s (i.e. 0.01 units). 

Fig. 5. Spectrum plot at the inlet and building location for DFSEM model with the eddy density of a) eddy density = 1, b) eddy density = 1000 for dx=H/8 and dt =
0.002s (i.e. 0.03 units). 
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spacing sizes. This determines how well the energy is carried from 
the inlet location to the building location.  

b) Plotting the pressure overtime at the inlet and building location to 
see how much spurious pressure is produced by various inflow 
methods.  

c) Finally, the flow with the building is modeled for the proper inflow 
methods and the resulted peak pressure is compared to WT mea
surements reported by Moravej (2018) to compare the most proper 
inflow methods’ performance in predicting peak pressures. 

2. Numerical setup 

2.1. Computer modeling and boundary conditions 

In this study, the CFD program OpenFOAM is used to model flow in 
the domain. The 3D incompressible Navier–Stokes (NS) equations are 
used for flow computations, and Large Eddy Simulation (LES) with the 
sub-grid scale of wall-adapting local eddy viscosity model (WALE) 
explained by Nicoud and Ducros (1999) is used for turbulence modeling. 
The generalized geometric-algebraic multi-grid (GAMG) solver with a 
tolerance of 1e-5 is used for the pressure, and the symmetric 
Gauss-Seidel solver with a tolerance of 1e-6 is used for the rest of the 
variables. For coupling velocity and pressure, the PISO method is used, 
and the algorithm solves two times the pressure equation and mo
mentum corrector in each step. 

In this study, two uniform grid spacing sizes of H/ 8 and H/ 16 
(where H is the building height of the Texas Tech University (TTU) 
building) in all directions are considered. The grid is made using 
“BlockMesh” generator in the OpenFOAM. More details for grid gener
ation using “BlockMesh” are provided in Mansouri et al. (2021), Verma 
et al. (2021), and Selvam (2022). The dimension of the TTU building is 
2.25H × 3.375H × H, where H is 0.66 m. The flow is considered to be 

along with the shorter length (2.25H) of the TTU building. The domain 
size used for computation is 13.3H × 9.375H × 5H, and the building is 
located 4H from inflow in the computational domain as shown in Fig. 2. 
The grid size equals 107 × 76 × 41 with 333, 412 nodes for the grid 
spacing size of H/8 and the grid size equals 213 × 151 × 81 with 
2, 605, 203 nodes for H/16. First, the flow is modeled in the domain 
without building in this study, and then the flow is modeled in the 
domain with building for the most proper inflow method for wind en
gineering application. Results are provided at the inlet and building 
location. 

The CFL (Courant–Friedrichs–Lewy) criterion is kept at less than 1.0 to 
capture all the time-variant issues. The maximum velocity around the 
building is approximately 2UH based on the computation; hence, the 
dimensional time step (dt) should be less than 
dt = dX/Umax = (H /8)/2UH = 0.0021 to preserve CFL < 1.0 (UH =

19.48 m/s). In this study, a dimensional time step of dt = 0.002 is used for 
the grid spacing size of H/8. Similarly, to preserve CFL < 1.0, a dimen
sional time step of dt = 0.001 is used for the grid spacing size of H/16. The 
computation is conducted for 20 s or 590 non-dimensional time units. The 
computer time for the grid space of H/8 is about 4 h and for H/16 is near 3 
days. 

The boundary conditions are indicated for all surfaces in Fig. 2. The 
zero-gradient boundary conditions are implemented on the sidewalls, 
and the outflow boundary condition is specified at the outlet. The no-slip 
wall is implemented on the ground. At the inlet, the inflow turbulence is 
introduced. The inflow turbulence is calculated using the Turbulence 
Inflow (TInF) tool, which is explained in the next section. TInF tool from 
the SimCenter developed by Mackenzie-Helnwein et al. (2020) provided 
different inflow methods considered in this study. 

Fig. 6. Nondimensional velocity at the inlet and building location and Cp at the building location for a) DFM, b) SEM-G (i.e with guassian shape function), c) SEM-T 
(i.e with tent shape function), d) SEM-S (i.e with step shape function),e) DFSEM, f) ATSML, and g)ATSMR model for dx=H/8 and dt = 0.002s (i.e. 0.03 units). 
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2.2. Initial condition in TInF 

After mesh generation, defining boundary conditions, and modifying 
all OpenFOAM case files (i.e., ‘0’, ‘constant’, and ‘system’), TInF is used 
to remodify files to apply a specific inflow turbulence generation 
method. The information provided in Table 1 is required to use TInF 
tool. For using TInF tool, after choosing the inflow method, the pa
rameters related to inlet velocity profile, length scales, and Reynolds 
stresses should be inserted for the inlet boundary condition as explained 
in Appendix A. 

It should be noted that the length scales should be checked in the 
‘inflowProperties’ file created by TInF tool in the ‘constant’ folder before 
running the case file. The length scale, L, should be defined in ‘inflow
Properties’ file with a nine-component (L11, L12, L13, L21, L22, L23, L31,

L32, L33) for DFM and SEM, a three-component vector of the form (L11,

L22, L33) for the ATSM boundary condition, and one component scalar 
(L11) for the DFSEM. 

The eddy density is a parameter to be given as input for SEM and 
DFSEM as reported in Table 1. Jarrin et al. (2009) and Poletto et al. 
(2013) defines eddy density ‘d’ as the volume of eddies in a box divided 
by the volume of the box. The volume of eddies is calculated as the 
number of eddies multiplied by the volume of an eddy. They recommend 
d = 1 as the reasonable value and the TInF tool considers d = 1 as the 
default value also. In the paper, we investigated further with d = 1000 in 
section 3.2. 

In case file preparation for the DFM method, the one correlation 
function (i.e., Gaussian, exponential or bessel) should be chosen. The 
details are provided in TInF tool report, section 10.2.1 (Wan and 
Mackenzie-Helnwein, 2020). In this study, the recommended function, i. 
e., exponential, is used. For exponential correlation function, it needs to 
provide values for grid factor and filter factor variables. In this study, the 

default value of 1 and 4 are used for grid factor and filter factor 
respectively. 

3. Results and discussion 

Flow is modeled numerically for 590 nondimensional time units 
using different inflow turbulence generators as inflow for two grid 
spacing sizes of H/16 and H/8. The velocity spectrum at the inlet and 
building location (at the building height, which these points are shown 
in Fig. 2 as A(0,4.6875H,H) and A′(4H,4.6875H,H)) are plotted for 
10000 time steps (i.e., about 300 nondimensional time units) using the 
modified MATLAB code provided by Moravej and Chowdhury (2018). 
To show the capability of each method in real wind turbulence field 
production and to determine how well the energy is carried from the 
inlet location to the building location, the velocity spectrum at the inlet 
and building location is compared to the Von Karman spectrum for 
different inflow turbulence fields. The velocity and pressure coefficients 
are plotted over time for different cases to investigate spurious pressure 
production and subsequently evaluate the performance of each inflow 
turbulence generation method. Finally, the flow with the building is 
modeled for the proper inflow methods and the resulted peak pressure is 
compared to WT measurements reported by Moravej (2018) to compare 
the most proper inflow methods’ performance in predicting peak pres
sures on buildings. 

3.1. Velocity spectrum at the inlet and building location for different 
inflow methods 

The velocity spectrum is plotted for different inflow methods in Fig. 3 
for the grid spacing size of H/8. According to Fig. 3. (a), the DFM method 
wind spectrum is comparable to the Von Karman spectrum at the inlet 

Fig. 7. Close up of nondimensional velocity at the inlet and building location and Cp at the building location for 5 time units for a) DFM, b) SEM-G (i.e with gaussian 
shape function), c) SEM-T (i.e with tent shape function), d) SEM-S (i.e with step shape function),e) DFSEM, f) ATSML, and g)ATSMR model for dx=H/8 and 
dt=0.002s (i.e. 0.03 units). 
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location for the frequency range of (0.004–9) and has a sharp decline in 
energy beyond f = 0.2 at the building location. The SEM-G method wind 
spectrum is comparable to the Von Karman spectrum at the inlet loca
tion for the frequency range of (0.004–0.4) and has a sharp decline in 
energy beyond f = 0.2 at the building location from Fig. 3. (b). This 
method has the most similar spectrum at the inlet and building 
locations. 

From Fig. 3. (c) and (d), The SEM-T and SEM-S methods produced 
the amplitude slightly more than the Von Karman spectrum for the 
frequency range of (0.004–0.2). In the frequency range of (0.004–0.2), 
The SEM-T and SEM-S methods have approximately similar velocity 
spectrums at the inlet and building locations. The DFSEM and ATSML 
methods produce lower amplitudes of velocity spectrum compared to 
the Von Karman spectrum from Fig. 3 (e) and (f). According to Fig. 3. 
(g), the ATSMR method velocity spectrum has a higher amplitude in the 
low frequencies part compared to the Von Karman spectrum and vice 
versa. 

According to Fig. 3, the SEM-G method produced the most compa
rable velocity spectrum at the inlet and building location. All of the 
considered methods produced frequency lower than the fgrid. The 
maximum frequency carried by the grid of H/8 is 2, whereas, all 
methods have a sharp decline in energy around f = 0.2 from Fig. 3. In 
fact, most methods do not have much energy in the frequency range of 
(0.2–2). 

Similarly, the velocity spectrum is plotted for different inflow 
methods for the grid spacing size of H/16 in Fig. 4. According to Fig. 4. 
(a), the DFM method inlet velocity spectrum is comparable to the Von 
Karman spectrum in the range of frequency of (0.008–11). Furthermore, 
the DFM velocity spectrum at the building location has a sharp decline in 

energy at about f = 0.3. The DFM method produces a greater range of 
high frequencies turbulences for the grid spacing of H/16 compared to 
the grid spacing of H/8. The SEM-G method’s wind spectrum is com
parable to the Von Karman spectrum at the inlet location for the fre
quency range of (0.008–0.7) approximately and has a sharp decline in 
energy beyond f = 0.35 at the building location from Fig. 4. (b). 

From Fig. 4. (c) and (d), the SEM-T and SEM-S methods produced the 
amplitude slightly more than the Von Karman spectrum for the fre
quency range of (0.008–0.2). Similarly, the DFSEM and ATSML methods 
produce lower amplitudes of velocity spectrum compared to the Von 
Karman spectrum for the grid spacing size of H/16 according to Fig. 4 (e) 
and (f). From Fig. 4. (g), the ATSMR method velocity spectrum has 
higher amplitude in low frequencies compared to the Von Karman 
spectrum and vice versa. However, the ATSMR velocity spectrum at the 
building location is comparable to the Von Karman spectrum in the 
frequency range of (0.008–0.7) and approximately has a sharp decline in 
energy beyond f = 0.7 at the building location. 

According to Fig. 4, the SEM-G method produced the most compa
rable velocity spectrum at the inlet and building location. The maximum 
frequency carried by the grid of H/16 is 4. However, all the considered 
methods produced frequency lower than the fgrid. The energy loss may be 
due to having high frequncy components greater than fgrid at the inlet, 
violation of divergence free condition, numerical error in using FDM, 
and energy cascade. During the pressure correction step, the high fre
quncy components are eliminated to get a continuous velocity and 
pressure at each time step and this changes the energy spectrum. Also, 
the energy cascade happens because none of the inflow methods satisfy 
the NS equation or momentum equation and this is an important factor 
as illustrated by Sescu and Hixon (2013). Since, several factors are 

Fig. 8. Nondimensional velocity at the inlet and building location and Cp at the building location for a) DFM, b) SEM-G (i.e with guassian shape function), c) SEM-T 
(i.e with tent shape function), d) SEM-S (i.e with step shape function),e) DFSEM, f) ATSML, and g)ATSMR model for dx=H/16 and dt = 0.001s (i.e. 0.01 units). 
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Fig. 9. Close up of nondimensional velocity at the inlet and building location and Cp at the building location for 5 time units for a) DFM, b) SEM-G (i.e with gaussian 
shape function), c) SEM-T (i.e with tent shape function), d) SEM-S (i.e with step shape function),e) DFSEM, f) ATSML, and g)ATSMR model for dx=H/16 and dt =
0.001s (i.e. 0.01 units). 

Fig. 10. CFD a) mean, b) minimum, and c) maximum pressure coefficient (Cp) along the centerline of the TTU building in comparison to WT measurements for the 
grid spacing of H/16. 

Fig. 11. CFD a) mean, b) minimum, and c) maximum pressure coefficient (Cp) along the centerline of the TTU building in comparison to WT measurements for the 
grid spacing of H/24. 
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involved in this issue and it is beyond the current objective, it will be 
investigated in the future. 

3.2. The effect of eddy density on velocity spectrum 

To see the effect of eddy density as input for inflow methods like SEM 
and DFSEM on the velocity spectrum, the velocity spectrum at the inlet 
and building location is plotted for two different eddy densities using 
DFSEM as shown in Fig. 5. In one case the amount of eddy density is 
considered 1 and in the other one, it is considered 1000. According to 
Fig. 5, eddy density does not have any considerable effect on the velocity 
spectrum at the inlet and building location. 

3.3. Spurious pressure 

To evaluate the inflow methods for spurious pressure production, the 
pressure coefficient is plotted at the building location. Spurious pres
sures happen when the frequency of pressure goes beyond Nyquist fre
quency. In Fig. 6, nondimensional velocity is plotted at the inlet and 
building location, and pressure also is plotted at the building location for 
different inflow turbulence fields. The grid spacing size is dx=H/8, and 
the time step is dt = 0.002s (i.e. 0.03 units). According to this figure, all 
methods have damping in the velocity amplitude at the building location 
compared to the amount at the inlet location. However, the amount of 
this deduction is significant in the DFSEM model compared to others 
when one looks at it closer at several places. In Fig. 7 only a particular 
close up for 5-time units is shown. In this figure, pressure coefficients are 
computed using the relation of Cp = P/(1 /2ρU2). 

In Fig. 7, the close-up of velocity and pressure coefficients are plotted 
over 5 time units. Spurious pressure occurs when pressure frequency is 
higher than Nyquist frequency. For the grid spacing size of H/8, the 
nondimensional Nyquist frequency is H/(2h) =8h/(2h) =4. If fre
quencies are taken as the number of peaks or cycles per unit time, 
pressure frequencies from Fig. 7 are 8, 1, 5, 5, 6,1, and 5 for DFM, SEM- 
G, SEM-T, SEM-S, DFSEM, ATSML, ATSMR respectively. Hence, spurious 
pressures are observed in DFM, SEM-T, SEM-S, DFSEM, and ATSMR. The 
spurious pressure is not observed in SEM-G and ATSML. According to 
Figs. 3 and 7, for the SEM-G case as an example, when the wind velocity 
spectrum at the inlet is comparable to the building location one, then 
spurious pressure is not observed. 

Similarly, in Fig. 8, nondimensional velocity is plotted at the inlet 
and building location, and pressure also is plotted at the building loca
tion for different inflow turbulence fields. The grid spacing size is dx=H/ 
16, and the time step is dt = 0.001s. Nyquist frequency for the grid 
spacing size of H/16 is 8. 

In Fig. 9, the close-up of velocity and pressure coefficients are plotted 
over 5 time units. As mentioned previously, spurious pressure happens 
when pressure frequency is higher than Nyquist frequency. For the grid 
spacing size of H/16, the nondimensional Nyquist frequency is H/(2h) 
=16h/(2h) =8. According to Fig. 9, when pressure frequencies are taken 
as the number of peaks per unit time, pressure frequencies are 10, 1, 9, 9, 
11,1, and 10 for DFM, SEM-G, SEM-T, SEM-S, DFSEM, ATSML, ATSMR 
respectively. Hence, spurious pressures are observed in DFM, SEM-T, 
SEM-S, DFSEM, and ATSMR. Similarly, the spurious pressure is not 
observed in SEM-G and ATSML. 

3.4. SEM-G for wind engineering application 

As, ATSML is not able to produce a comparable inlet velocity spec
trum to the Von Karman spectrum, ATSML cannot be employed for the 
Wind Engineering Application. Among considered methods, SEM-G does 

not produce spurious pressure. Furthermore, the SEM-G method pro
duced a similar velocity spectrum at the inlet and building location, 
which is comparable to the Von Karman spectrum. To evaluate whether 
SEM-G is proper for wind engineering applications, the flow around the 
TTU building is modeled. The CFD peak and mean pressure coefficient 
(Cp) along the centerline of the TTU building are calculated and 
compared to the WT measurements reported by Moravej (2018). To 
calculate the peak pressure, the following procedure is used. Generally, 
about 10 time units are needed for the turbulent flow to be fully 
developed, and hence it is ignored. The remaining data from 10 time 
units to 100 time units are considered to capture the peak pressures at 
each point in time. In Fig. 10 and Fig. 11, the CFD mean Cp, maximum 
Cp (Cpmax), and minimum Cp (Cpmin) are compared to WT scale 1:6 
(WT6). 

According to Fig. 10(a), the mean Cp error compared to WT6 is 30% 
at windward, 18% at the roof, and 24% at leeward. Corresponding to 
Fig. 10(b), the minimum CFD Cp error compared to WT6 is 30% at 
windward, 16% at the roof, and 20% at leeward. From Fig. 10(c), the 
maximum CFD Cp error compared to WT6 is 100% at windward, 40% at 
the roof. On the leeward side, the WT6 and CFD are approximately close 
together. Hence, considering at least 30% error in peak pressure esti
mation, SEM-G can be used in wind engineering applications. 

4. Conclusion 

Flow is modeled numerically for 590 nondimensional time units 
using different synthetic turbulence generator methods, which are pro
vided in the Turbulence Inflow (TInF) Tool. The considered methods are 
a) Digital Filter Methods (DFM), b) Synthetic eddy methods (SEM), c) 
Divergence Free Synthetic Eddy Method (DFSEM), and d) Anisotropy 
Turbulent Spot Method (ATSM). The resulted velocity, pressure co
efficients, and velocity spectrum overtime at the inlet and building 
location (at the building height) are plotted for different cases and 
observed:  

1. In FDM, the maximum frequency carried by the grid is 2 and 4 for 
grid spacing sizes of H/8 and H/16 respectively, whereas, all 
methods have a sharp decline in energy as observed in Figs. 3 and 4 
when the frequency is less than fgrid.  

2. When the pressure frequency is higher than the Nyquist frequency of 
the grid, then we say there is spurious pressure. In most methods, 
spurious pressures are observed except in SEM-G and ATSML as 
shown in Figs. 7 and 9. So other methods are eliminated for wind 
engineering application.  

3. Out of SEM-G and ATSML methods that have less spurious pressure 
at the building location, the SEM-G wind spectrum at the inlet and at 
the building location is much closer to the Von Karman spectrum 
than ATSML wind spectrum. Hence SEM-G is preferred for wind 
engineering applications. Using SEM-G method, the building pres
sure coefficients are calculated and compared with WT measure
ments. The computed minimum and mean pressures have a 
maximum 30% error at windward side of the building compared to 
WT6 measurements. 
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Notation 

Cp = Mean pressure coefficient 
Cpmin = Minimum pressure coefficient 
Cpmax = Maximum pressure coefficient 
dt = Non-dimensional time step 
dT = Dimensional time step 
f = Non-dimensional frequency = nH/UH = H/L 
fgrid = Maximum frequency carried by the grid 
H = Building height 
h = Maximum grid spacing 
λgrid = Smallest wavelength transported by grid 
L1 = Turbulence length scale in x direction 
L2 = Turbulence length scale in y direction 
L3 = Turbulence length scale in z direction 
n = Dimensional frequency 
Tref = Reference time 
Uave = Average velocity 
UH = Average velocity at building height 

Appendix A. Using TInF  

a. To use TInF, by pressing ‘Locate’, the source file including ‘0’, ‘constant’, and ‘system’ files should be chosen. Afterward, the ‘inlet’ face should be 
chosen in the ‘select what boundary to modify’ which is shown in Fig.A1. 

Fig. A.1. The source section of TInF tools.  

b. Based on Table 1, parameters should be inserted in the parameter section, which is indicated in Fig.A2.  
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Fig. A.2. The parameters section of TInF tools.  

c. Finally, the ‘inlet’ face should be chosen in the ‘select what boundary to modify’ in the ‘Export’ section. Then the ‘Export’ key should be pressed to modify files 
(Fig. A3.). 

Fig. A.3. The source section of TInF tools.  
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