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This paper considers scheduling jobs online on m identical machines such that the jobs can 
be parallelized across the machines. Two models of parallelizability are considered, one is 
the speed-up curves model, and the other is the directed-acyclic-graph (DAG) model. For 
both models, the objectives considered are the average, maximum, and ℓk-norms of flow 
time for k ≥ 1.

We establish an �(m) lower bound on the competitive ratio of any algorithm for 
optimizing average flow time in both models without resource augmentation. With 
resource augmentation, we give a (1 + ǫ)-speed O ( 1

ǫ2k+1
)-competitive algorithm in the 

DAG model for the ℓk-norms of flow time. This essentially matches the best-known result 
in the speed-up curve model for the ℓk-norms of flow time. Finally, we show an O (1)-

competitive algorithm for minimizing the maximum flow time in the speed-up curves 
model.

 2022 Elsevier B.V. All rights reserved.

1. Introduction

This paper considers scheduling processors in multi-programmed systems where n jobs arrive over time online that 
need to be completed. The system consists of multiple processors, and jobs can be parallelized across the processors. The 
system scheduler needs to decide how to allocate the processors to the jobs to optimize the quality of service delivered by 
the system. Throughout this paper, we will assume the m processors are identical and that preemption and migration are 
allowed. The paper considers an online setting where a job is unknown to the system until it arrives.

There are two popular models that have been considered in scheduling theory to capture the case where jobs can 
be parallelized across the processors. This paper investigates both of these models and the complexity of the resulting 
scheduling problems in the models.

Speed-up Curves Model: In the speed-up curves model, each job j has a corresponding speed-up function Ŵ j : R+ → R+ . 
The value of Ŵ j(m

′) is the rate job j is processed when given m′ processors. We assume that Ŵ j(0) = 0 and that Ŵ j(m
′) is a 

non-decreasing sublinear function in m′ . These assumptions are motivated by the following: (1) jobs are not more efficiently 
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processed when given additional processors, and (2) the rate of processing does not decrease when a job is given additional 
resources. See Section 3.1 for details.

Directed Acyclic Graph (DAG) Model: In this model, each job j is represented as a directed acyclic graph. Each node in 
the graph is referred to as a task and has a unit processing time. A task can be run once all its predecessors have been 
completed. Parallelism, in this case, is captured by the fact that multiple tasks can be run on different processors at each 
point in time. A job is the entire DAG and, as such, a job is complete when every node in the DAG completes. See Section 3.2
for details.

Quality of Service Objectives: This paper considers schedulers that optimize objectives based on the flow time of a job. 
The flow time is the amount of time a job spends in the system before it is completed. Let D j be the time that job j is 
completed, and let r j be the time job j was released (e.g., arrived). The flow time of job j is D j − r j . Naturally, the client 
submitting a job would like its flow time minimized. This paper will consider minimizing the ℓk-norms of the flow time 
k

√

∑

j(D j − r j)k . We will be particularly interested in k ∈ {1, 2, ∞}. The ℓ1-norm is simply the average flow time, ℓ∞ is the 

maximum flow time, and ℓ2-norm is the variance in the flow times.

1.1. Problems considered

These two scheduling models have been of interest recently. We will break down prior work depending on the objective 
considered.

Consider the average flow time objective (i.e., ℓ1-norm). For both the DAG [2,1] and speed-up curves [10] models, a (1 +
ǫ)-speed 1

ǫO (1) -competitive algorithm is known. An algorithm is said to be s-speed c-competitive if the algorithm is c-
competitive when running on processors a factor s faster than the optimal solution. This is known as a resource augmentation

analysis.
It has been of interest to understand the complexity without resource augmentation for average flow time. It is known 

that for sequential non-parallelizable jobs, the multiprocessor variant of Shortest-Remaining-Processing-Time (SRPT) is 
O (min{log P , logn/m}) competitive. Here P is the ratio of maximum to minimum job size. Ideally, similar results could 
be shown for both parallelism models. Towards this direction, Im et al. [14] showed an O (log P )-competitive algorithm for 
the speed-up curves setting assuming Ŵ j(m

′) = m′α j when m′ ≥ 1 for some 0 ≤ α j < 1 and Ŵ j(m
′) = m′ when 0 ≤ m′ ≤ 1. 

The idea is that a job is fully parallel up to one processor. After that, it achieves a speed-up specified by a polynomial 
function.

Question 1. Is there a polylogarithmic competitive algorithm for average flow time in the DAG model? Can the result above 
be extended to all speed-up curves?

The result of Im et al. in [14] suggests that the answer is likely yes to the above question. Their assumption on the 
speed-up curves is not too strong, and the result seems likely to extend to all speed-up curves. Moreover, the DAG model 
usually has similar complexity, and it seems natural to suggest a similar result should exist in the DAG setting.

Next, we discuss the maximum flow time objective (i.e., ℓ∞-norm). For this objective, Pruhs, Robert, and Schabanel [20]
show that there is a (1 + ǫ)-speed O (logn)-competitive algorithm in the speed-up curve setting. Moreover, a lower bound 
was given, showing that there is no s-speed o(logn)-competitive algorithm for any constant s, establishing the tightness of 
the result. Critically, both the upper and lower bounds assume that the algorithm does not know the speed-up curves.

In the DAG model, Agrawal et al. [2] gave a (1 + ǫ)-speed O ( 1
ǫ )-competitive algorithm that is a variant of the First-In-

First-Out (FIFO) algorithm for any ǫ > 0.

Question 2. Is there an O (1)-competitive algorithm for maximum flow time in the speed-up curve model if the algorithm 
knows the speed-up functions? Is there an O (1)-competitive algorithm in the DAG model for maximum flow time without 
resource augmentation?

Finally, we discuss the ℓk-norms of flow time objective for 1 < k < ∞. For this objective, Edmonds et al. [9] gave a (1 + ǫ)-
speed O ( k

ǫ2k+1
)-competitive algorithm in the Speed-up Curves model. No current results are known for the DAG model. It 

is known that there are strong lower bounds on the competitive ratio of any online algorithm for this problem, even for 
sequential jobs. Hence, it is necessary to resort to resource augmentation.

Question 3. What is the complexity of scheduling to minimize the ℓk norms of flow time in the DAG model for 1 < k < ∞?

1.2. Our results

This paper focuses on understanding the questions presented. Consider Question 1. For this problem, prior work could 
be interpreted to suggest that a polylogarithmic competitive algorithm for average flow time is likely to exist for both the 
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speed-up curves and the DAG scheduling. In fact, we show this is not the case, and there is a strong lower bound! See 
Section 6 for details.

Theorem 1. Any online algorithm has a competitive ratio at least �(m) for average flow time in the speed-up curves model and the 
DAG model.

The instance is not too complicated but illustrates challenges faced in the parallel scheduling environment. Recall that 
[14] Im et al. showed an O (log P )-competitive algorithm for the speed-up curves setting assuming Ŵ j(m

′) = m′α j when 
m′ ≥ 1 and Ŵ j(m

′) = m′ otherwise. Here 0 < α j < 1 is known to the algorithm. While this seems to be not a strong 
assumption, it indeed is what enables prior work to break through the lower bound. Critical is assuming that α j 	= 1 and 
no job is fully parallelizable.

With this strong lower bound in place, we consider Question 3. We show the answer in the affirmative. See Section 4

for details.

Theorem 2. There exists a (1 + 10ǫ)-speed O ( 1
ǫ2k+1

)-competitive algorithm for minimizing the ℓk-norms of flow time in the DAG 
model for any ǫ > 0 and 1 ≤ k < ∞.

Finally, we consider Question 2 Recall that [20] showed a lower bound, stating that there is no s-speed o(logn)-

competitive algorithm for any constant s for maximum flow time in the speed-up curves setting. This lower bound required 
the algorithm to be oblivious to the speed-up functions.

Assuming the algorithm can use the speed-up functions to make scheduling decisions, we show the following for the 
speed-up curves model. This breaks through the lower bound. Notice the algorithm does not use resource augmentation. 
See Section 5 for details.

Theorem 3. There exists a (16 + ǫ)-competitive algorithm for minimizing the maximum flow time in the speed-up curves model.

This paper does not resolve whether there is an O (1)-competitive algorithm for maximum flow time in the DAG setting. 
This is an intriguing open problem.

2. Other related work

Besides the work discussed above, additional work has been done offline and in related models. Two related models for 
parallelizable jobs are the modable and malleable task models. See [8] for an survey.

The speed-up curves setting is equivalent to the malleable task model. Typically, prior work has referred to the model as 
malleable tasks when the problem is offline, and the speed-up curves model is used for the online setting. While often true, 
this is not always the case. The modable tasks model refers to the same problem, except it is more restrictive. In particular, 
once a number of processors are assigned to a job, they must process the job to completion non-preemptively, and no new 
processors can be assigned to the job. In some cases, the jobs are assumed to require a precise number of processors to be 
processed, and this is specified to the scheduler.

The malleable task model has been studied extensively. Over thirty years ago, it was shown that minimizing the 
makespan offline is strongly NP-Hard [7]. A 2-approximation was shown in [21]. An improved ( 32 + ǫ)-approximation algo-
rithm is given by Mounie, Rapine and Trystram [19]. Jansen and Thöle gave a polynomial time approximation scheme when 
the number of jobs is polynomial in the number of machines [16]. If all speed-up curves are linear, then Drozdowski and 
Kubiak showed a polynomial time algorithm exists [6].

Approximation algorithms have additionally been given in more general models. Fotakis, Matuschke and Papadigenopou-
los consider the setting where machines are not identical but unrelated [11]. Makarychev and Panigrahi [18] and Janesen 
and Zhang [17] consider malleable tasks that additionally have precedence constraints.

Additional work has been done in the modable task setting, for example [15,5,4,22].
The DAG model has also been extensively considered due to its wide applications in parallel languages and libraries. For 

the DAG model to minimize the average flow time, Agrawal et al. [2] gave a (1 + ǫ)-speed O ( 1
ǫ )-competitive algorithm, 

which is called Late Arrival Processor Sharing (LAPS). The LAPS algorithm was proposed by Edmonds et al. [10]. Intuitively, 
the LAPS algorithm shares the processing equally among the latest arriving constant fraction of the jobs. Since the LAPS 
algorithm is hard to implement, Agrawal et al. [2] also show that the Shortest Job First algorithm (SJF) is a (2 + ǫ)-speed 
O ( 1

ǫ )-competitive algorithm. Intuitively, the SJF algorithm will always schedule the jobs with the least initial work. Beyond 
the ℓk-norm of the flow time, Agrawal et al. [3] also consider the throughput maximization objective. In this model, each 
job ji is associated with a profit function pi(t), which indicates the profit obtained for finishing job ji at time t . The goal is 
to find a schedule that maximizes the total obtained profits.
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3. Problem formulations

3.1. Speed-up curves model

In the speed-up curves model, there is a set of jobs J and m identical processors. Job j has an arrival time r j and a 
length p j . The actual processing time of job j depends on the number of processors assigned to it. Formally, each job j
is associated with a speed-up function Ŵ j : R+ → R+ . The value of Ŵ j(m

′) is the rate job j is processed when given m′

processors. Let m j(t) denote the number of processors assigned to job j at time t . Then, the completion time D j of job 

j is the time such that p j =
∫ D j

t=0 Ŵ j(m j(t)). Let D j − r j be the flow time of job j. In the online setting, the jobs arrive 
online. When a job arrives, its speed-up function and length will be known by the algorithm. Preemption and migration 
are allowed. We assume that all speed-up functions are concave and Ŵ j(0) = 0 for all j ∈ J . Our goal is to minimize the 
ℓ∞-norm of flow time, i.e., max j∈ J {D j − r j}.

3.2. Directed acyclic graph model

In the Directed Acyclic Graph Model, there is a set of jobs J . Each job j contains a set of nodes called tasks. Each task 
has a unit processing time, and there are precedence constraints between the tasks. Every job j ∈ J can be represented as 
a directed acyclic graph. A task can be processed only if all its predecessor tasks are completed. We say a task is ready if all 
the predecessors of the task had been completed. That is, it can be feasibly scheduled. Each job j has an arrival time r j . A 
job is completed only if all its tasks are finished.

In the online setting, the algorithms considered in this paper know the ready tasks for a released job at every point 
in time but do not know the DAG structure. Preemption and migration are allowed. Each processor can only process at 
most one task at a time. Let D i be the completion time of job j. The goal is to minimize the ℓk-norm of flow time, i.e., 
k

√

∑

j∈ J (D j − r j)k . In the resource augmentation model, each processor is given speed s > 1 for the online algorithm and is 

compared to an optimal given speed 1 processors.
Let W j be the total processing time of the tasks in job i’s DAG. Let C j be the critical-path length of job j, where the 

critical-path is defined as the longest path (the sum of the processing time of tasks on the path) in job j’s DAG. Observe 
that max{W j

m
, C j} is a lower bound of the processing time of job j in any schedule.

4. Upper bound for the DAG model

In this section, we give an upper bound for the DAG model with resource augmentation. We assume that the processors 
in the algorithm have an extra 10ǫ speed than the optimal solution. We used a potential function analysis framework (see
[13] for a detailed overview of the technique). We define a potential function �(t).

To upper bound the competitive ratio of the algorithm, one needs to show the following four conditions. These conditions 
assume �(t) is continuous except at times when jobs arrive or are completed by the algorithm or optimal schedule.

Let OPT(t) and ALG(t) be the total cost in the objective accumulated by a fixed optimal solution and the algorithm at 
time t , respectively. We let d

dt
ALG(t) and d

dt
OPT(t) denote the instantaneous increase in the algorithms cost.

1. Boundary condition: �(0) = �(∞) = 0, that is, the potential function is equal to 0 before any job is released and after 
all jobs are finished.

2. Arrival condition: the total discontinuous increase of the potential function can be bounded by α · OPT over the release 
of all jobs.

3. Completion condition: the total discontinuous increase of the potential function can be bounded by β ·OPT over all the 
completions of jobs by OPT or ALG.

4. Running condition: at any time t when no job arrives or is finished, it is the case that d
dtALG(t) + d

dt�(t) ≤ γ · d
dtOPT(t).

Integrating these running conditions over time when the potential is continuous, and summing over the discontinuous 
changes in the potential, we obtain that the algorithm ALG is (α + β + γ )-competitive. See [13] for more details.

The remainder of this section is organized as follows. In Section 4.1, we introduce the Weighted Latest Arrival Processor 
Sharing algorithm. Then, we define our potential function in Section 4.2 and give some intuition in Section 4.3. Finally, we 
give the analysis in Section 4.4.

4.1. WLAPS algorithm

The algorithm we use is called Weighted Latest Arrival Processor Sharing (WLAPS for short), which is proposed by 
[12]. We consider the resource-augmented setting. That is, the algorithm is given m machines with (1 + 10ǫ)-speed, while 
the optimal solution only has m machines with 1 speed. Here 0 < ǫ < 1

10 is a fixed constant. To formally describe the 
algorithm, we introduce some notation. Let Na(t) be the set of released jobs that are not yet completed. For each job i, let 
w i(t) = k(t − ri)

k−1 be its weight at the time t . Let N ′
a(t) ⊆ Na(t) be the set of jobs in Na(t) with the latest arrival times 
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such that 
∑

i∈N ′
a(t)

w i(t) = β
∑

i∈Na(t)
w i(t), where β is the parameter chosen by the algorithm. In this work, we set β = ǫk . 

At each time point t , the algorithm WLAPS will share its machines among the jobs in N ′
a(t) according to the proportion of 

their weights. Formally, for an arbitrary job j ∈ N ′
a(t), the algorithm will assign m · w i(t)

β
∑

i∈Na(t) w i(t)
machines to the job.

Note that the WLAPS algorithm requires that there always exists a set of jobs whose weights are exactly β
∑

i∈Na(t)
w i(t). 

Otherwise, the WLAPS algorithm will process the set of minimal latest arriving jobs whose weights exceed β
∑

i∈Na(t)
w i(t). 

Let N ′
a(t) be such a job set. Let j be the job in N ′

a(t) with the earliest arrival time. Then, for every job i in N ′
a(t) \ { j }, 

the number of assigned machines is the same as before except for job j. For job j, the number of assigned machines is 

proportional to its weight which overlaps the β fraction of the total weight, i.e., m · (1 −
∑

i∈N′
a(t)\{ j } w i(t)

β
∑

i∈Na (t) w i(t)
). In the remainder 

of this work, we assume that a set of the latest arriving jobs whose total weight is exactly β
∑

i∈Na(t)
w i(t) always exists. 

The assumption has no impact on the analysis but simplifies the proof.

4.2. Potential function

We re-index the jobs by their arrival time. Break ties arbitrarily if jobs have the same arrival time. Recall that ri is the 
release time of job i. We define Na(t) as the set of released yet unfinished jobs in the algorithm ALG. Let S A

i (t) and SO
i (t)

be the amount of work remaining for job i in ALG and OPT at time point t , respectively. Then we define Z i(t) be the lag of 
job i at time point t , i.e., Z i(t) := max

{

S A
i
(t) − SO

i
(t),0

}

. Let w i(t) := k(t − ri)
k−1 be the weight of job i at time point t . It 

is worth noticing the following well-known observation:

ALG =
∞

∫

0

(

d

dt
ALG(t)

)

dt =
∑

i∈[n]
(D i − ri) =

∞
∫

0

∑

i∈Na(t)

w i(t)dt, (1)

where D i is the completion time of job i in ALG’s schedule. Let ci(t) be the remaining length of the critical path of job i in 
ALG at time t . Adopting ideas from [9], we define the potential function as follows:

�(t) :=
∑

i∈Na(t)

⎛

⎝t − ri +
1

mǫ

∑

r j≥ri , j∈Na(t)

Z j(t)

⎞

⎠

k

+
(

2

ǫ

)2k+1
∑

i∈Na(t)

w i(t)ci(t).

For the sake of analysis, let �1(t) and �2(t) be the first term and the second term of �(t), respectively.

4.3. Intuition

In this section, we briefly introduce the intuition behind the potential function �(t) = �1(t) + �2(t). To show the 
competitive ratio, we need to show that at each time t , the total agek−1 of the alive jobs is at most some constant times 
the corresponding value for those under the optimal schedule. Fortunately, we can utilize the potential function to make an 
amortized comparison between the algorithm and the optimal schedule. In the potential function analysis framework, the 
potential function is considered a bank. At any time t , the algorithm can store its cost when the algorithm’s cost is smaller 
than the optimal schedule’s cost. And the algorithm can withdraw these reserves when its cost is higher than the optimal 
solution.

Our potential function contains two terms: �1(t) and �2(t). The sum of the two is an estimate of the algorithm’s 
remaining cost for the remaining incomplete jobs assuming no more jobs arrive. Intuitively, the derivation of �1(t) ap-
proximates the remaining cost jobs will pay in the ALG’s schedule during times jobs are in their parallel phases. That is, 
if the jobs are fully parallelizable, this estimates the difference in the algorithm’s remaining cost compared to the optimal 
remaining cost. Notice that (t − ri) is the flow time of job i at time t . The term 1

mǫ

∑

r j≥ri , j∈Na(t)
Z j(t) is an estimate of the 

remaining waiting time of job i in the WLAPS algorithm, assuming no more jobs arrive.
Recall that WLAPS will first process jobs in Na(t) with the latest arrival times. This estimate assumes the jobs are 

completed in the reverse arrival order, each job j’s size is Z j(t), and jobs can be fully parallelized on m machines. Of course, 
these assumptions may not hold, but this is an estimate. An estimate of i’s completion time is t − ri + 1

mǫ

∑

r j≥ri , j∈Na(t)
Z j(t). 

The ǫ is added for technical reasons.
Of course, the jobs are not fully parallelizable. This is where the �2(t) is needed. Intuitively, the �2(t) approximates the 

remaining cost that jobs will pay in the ALG’s schedule due to not being fully parallelizable since the length of the critical 
path lower bounds the cost of any algorithm for the time it takes to complete a job.

4.4. Analysis

In the following, we will find suitable parameters α, β, γ such that the algorithm WLAPS satisfies the above four con-
ditions. We will begin with the easy conditions, i.e., boundary, arrival, and completion condition. We will show that these 
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three conditions will not increase the potential function. Basically, these properties follow directly from the definition of the 
potential function. For the running condition, we bound the increase of the potential function in three scenarios: (1) Time 
Elapse: the change in �(t) due to the change in time; (2) OPT’s Processing: the change in �(t) due to the processing of the 
optimal solution; (3) WLAPS’s Processing: the change in �(t) due to the processing of the algorithm. Finally, we integrate 
all the conditions and obtain the competitive ratio.

Boundary condition At time 0 and ∞, we have no jobs; therefore, set Na(t) is empty, which implies �(0) = �(∞) = 0.

Completion condition Completing job j by OPT does not affect the critical path and the Z j term. When WLAPS completes a 
job j, it is removed immediately from Na(t), so both Z j and C j are zero. Therefore, the completion of jobs in both OPT and 
WLAPS does not increase the value of the potential function.

Arrival condition Since t − ri and Z i are both zero, the arrival of jobs does not increase the �1(t). For the �2(t), since 
w i(t) = k(t − ri)

k−1 = 0 when job i just arrived, �2(t) does not increase when new jobs arrive either.

Time elapse Note that, in the potential function, both t and Z j(t) change over time. Here we only bound the change of t
and analyze the change of Z j(t) later together with OPT and ALG’s processing. Taking the derivatives, the change in our 
potential function due to time elapse for the first term �1(t) is

d

dt
�1(t) =

∑

i∈Na(t)

k

⎛

⎝t − ri +
1

mǫ

∑

r j≥ri , j∈Na(t)

Z j(t)

⎞

⎠

k−1

. (2)

For notation convenience, we define

W i(t) := k

⎛

⎝t − ri +
1

mǫ

∑

r j≥ri , j∈Na(t)

Z j(t)

⎞

⎠

k−1

.

Note that d
dt

�1(t) =
∑

i∈Na(t)
W i(t). For �2(t), the increment is

d

dt
�2(t) =

(

2

ǫ

)2k+1
∑

i∈Na(t)

k(k − 1)(t − ri)
k−2ci(t).

Let C i be the length of the critical path of job i. To bound d
dt

�2(t), we partition the job set Na(t) into two subsets: old 
job set O(t) and young job set Y(t), where jobs in O(t) have been alive for more than k( 2

ǫ )2k+1C i ; otherwise, in Y(t), i.e., 
O(t) = { i ∈ Na(t) | (t − ri) ≥ k( 2

ǫ )2k+1C i } and Y(t) = Na(t) \O(t). Then the change of potential in �2(t) due to old jobs can 
be bounded by:

d

dt
�2(t) =

(

2

ǫ

)2k+1
∑

i∈O(t)

k(k − 1)(t − ri)
k−2ci(t)

≤
∑

i∈O(t)

k(t − ri)
k−1

≤
∑

i∈Na(t)

w i(t)

≤
∑

i∈Na(t)

W i(t).

(3)

In total, the amount of increase in �(t) by old jobs due to the change in time can be bounded by 2 
∑

i∈Na
W i(t). On the 

other hand, for the total change of potential in �2(t) due to young jobs, we will charge it later to the cost of the optimal 
solution. We first give Lemma 1.

Lemma 1. 
(

2
ǫ

)2k+1
∫ ∞
0

∑

i∈Y(t) k(k − 1)(t − ri)
k−2ci(t)dt ≤ kk( 2

ǫ )2k(2k+1)OPT.

Proof. We have the following inequalities:

(

2

ǫ

)2k+1
∞

∫

0

∑

i∈Y(t)

k(k − 1)(t − ri)
k−2ci(t)dt
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≤
(

2

ǫ

)2k+1
∞

∫

0

∑

i∈Y(t)

k(k − 1)

(

k

(

2

ǫ

)2k+1

C i

)k−2

C idt

=
(

2

ǫ

)2(k−2)(2k+1)

kk−1(k − 1)

∞
∫

0

∑

i∈Y(t)

Ck−1
i

dt

≤ kk
(

2

ǫ

)2k(2k+1)

OPT,

where the first inequality is due to the definition of the job set Y(t) and ci(t) ≤ C i holds for all jobs, and the last inequality 
is due to 

∫ ∞
0

∑

i∈[n] C
k−1
i

≤ OPT. �

OPT’s processing Since OPT’s processing does not change the critical path in the schedule returned by the algorithm for any 
jobs, we only have to worry about the first term of our potential function, i.e., �2(t) remains the same during the OPT’s 
processing. Observe that the worst-case scenario is when the optimal solution processes the job with the latest arrival time. 
Let this be job k. Since Zk = S A

k
− SO

k
and optimal solution has speed 1, processing job k at speed 1 increases Zk by m. 

Therefore, we have

d

dt
�(t) ≤

1

ǫ

∑

i∈Na(t)

k

⎛

⎝t − ri +
1

mǫ

∑

r j≥ri , j∈Na(t)

Z j(t)

⎞

⎠

k−1

=
1

ǫ

∑

i∈Na(t)

W i(t). (4)

ALG’s processing We first bound the change of �1(t) due to the algorithm’s processing. For the change of �2(t), we will 
directly charge it to the OPT. Recall that N ′

a(t) is the job set that WLAPS chooses to process at time t . Then, we have the 
following lemma.

Lemma 2. The change of the �1(t) due to WLAPS’s processing can be bounded by the following term:

d

dt
�1(t) ≤ −

1

mǫ

⎛

⎝

∑

j∈N ′
a(t)\No(t)

m
w j(t)

βw(t)

⎞

⎠ ·

⎛

⎝

∑

i∈Na(t)\N ′
a(t)

W i(t)

⎞

⎠ ,

where w(t) =
∑

i∈Na(t)
w i(t).

Proof. Consider any job j ∈ N ′
a(t) \ No(t), Z j(t) is the remaining work to be processed by WLAPS since OPT would have 

completed the job j. Thus, Z j(t) will be decreased by m w i(t)
βw(t)

by definition of the algorithm. Since all jobs in N ′
a(t) have a 

larger arrival time than all jobs in Na(t) \ N ′
a(t), Z j(t) will decrease by the above term for all jobs in Na(t) \ N ′

a(t). Thus, 
Lemma 2 directly follows. �

Observe that the change of the potential function due to OPT’s processing and the change in time can be bounded by 
some factor multiplying 

∑

i∈Na(t)
W i(t). In order to integrate all the conditions, we need to obtain another upper bound of 

d
dt�1(t) that is related to 

∑

i∈Na(t)
W i(t). This can be captured by Lemma 3.

Lemma 3. For any subset of jobs N ′′
a (t) such that 

∑

i∈N ′′
a (t) w i = β

∑

i∈Na(t)
w i(t), we have:

∑

i∈Na(t)\N ′′
a (t)

W i(t) ≥
(

1− β(1+
1

ǫ
)k−1

)

∑

i∈Na(t)

W i(t).

Proof. We have the following inequalities:
∑

i∈Na(t)\N ′′
a (t)

W i(t) =
∑

i∈Na(t)

W i(t) −
∑

i∈N ′′
a (t)

W i(t)

≥
∑

i∈Na(t)

W i(t) − (1 +
1

ǫ
)k−1

∑

i∈N ′′
a (t)

w i(t)

=
∑

i∈Na(t)

W i(t) − β(1 +
1

ǫ
)k−1

∑

i∈Na(t)

w i(t)
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≥
(

1− β(1+
1

ǫ
)k−1

)

∑

i∈Na(t)

W i(t). �

Combining Lemma 2 and Lemma 3, we have:

d

dt
�1(t) ≤ −

1

mǫ
·
(

1− β(1+
1

ǫ
)k−1

)

·

⎛

⎝

∑

j∈N ′
a(t)\No(t)

m
w j(t)

βw(t)

⎞

⎠ ·
∑

i∈Na(t)

W i(t). (5)

Integrating the conditions To obtain the competitive ratio, we will integrate over the above changes in the potential. Recall 
that in Lemma 1, we have bounded the total change due to time elapse for the young jobs. Let �′(t) be the total increase 
in �(t) after excluding the young jobs. Then, we have the following inequalities:

WLAPS =
∞

∫

0

(

d

dt
WLAPS(t)

)

dt

=
∞

∫

0

(

d

dt
WLAPS(t) +

d

dt
�(t)

)

dt

≤
∞

∫

0

(

d

dt
WLAPS(t) +

d

dt
�′(t)

)

dt+ kk(
2

ǫ
)2k(2k+1) · OPT.

(6)

Now, it remains to bound d
dt
WLAPS(t) + d

dt
�′(t) by OPT. After integrating Equation (4), Equation (2), Equation (3) and 

Equation (5), we have:

d

dt
WLAPS(t) +

d

dt
�′(t)

= (2+ ǫ)
∑

i∈Na(t)

W i(t) −
1

ǫ
·
(

1− β(1+
1

ǫ
)k−1

)

·

⎛

⎝

∑

j∈N ′
a(t)\No(t)

w j(t)

βw(t)

⎞

⎠ ·
∑

i∈Na(t)

W i(t).

(7)

In the following, we mainly show Lemma 4.

Lemma 4. d
dt
WLAPS(t) + d

dt
�′(t) ≤ ( 1

ǫ )k+1(2 + 1
ǫ )(1 + 1

ǫ )k−1 d
dt
OPT(t).

Combining Equation (6) and Lemma 4, Theorem 2 directly follows.

Proof of Theorem 2. Combining Equation (6) and Lemma 4, we have the competitive ratio of WLAPS as follows:

WLAPS ≤
∞

∫

0

(

d

dt
WLAPS(t) +

d

dt
�′(t)

)

dt+ kk(
2

ǫ
)2k(2k+1) · OPT

≤
(

(
1

ǫ
)k+1(2 +

1

ǫ
)(1 +

1

ǫ
)k−1 + kk(

2

ǫ
)2k(2k+1)

)

· OPT. �

(8)

Now, it remains to show Lemma 4. Before giving the proof, we first provide the following two lemmas, which help show 
Lemma 4.

Lemma 5. For any job i, 
∑

r j≥ri ,r j∈Na(t)
Z i ≤m(t − ri).

Proof. Notice that m(t − ri) is the amount of time job i has been alive and 
∑

r j≥ri ,r j∈Na(t)
Z i is the amount of work that 

WLAPS is lagging compared to OPT for jobs that arrived after job i. Since OPT processes at speed 1, the largest amount that 
WLAPS is lagging can only be m(t − ri). �

Lemma 6. 
∑

i∈Na(t)
k 
(

t − ri + 1
mǫ

∑

r j≥ri , j∈Na(t)
Z j(t)

)k−1
≤ (1 + 1

ǫ )k−1 d
dt
WLAPS(t).
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Proof. We have the following inequalities:

∑

i∈Na(t)

k

⎛

⎝t − ri +
1

mǫ

∑

r j≥ri , j∈Na(t)

Z j(t)

⎞

⎠

k−1

≤
∑

i∈Na(t)

k

(

t − ri +
1

mǫ
m(t − ri)

)k−1

=
∑

i∈Na(t)

(1+
1

ǫ
)k−1k(t − ri)

k−1

=
∑

i∈Na(t)

(1+
1

ǫ
)k−1w i

= (1 +
1

ǫ
)k−1 d

dt
WLAPS(t),

where the first equality is due to Lemma 5 and the second equality is due to Equation (1). �

Proof of Lemma 4. To bound d
dtWLAPS(t) + d

dt�
′(t) by OPT, we distinguish three cases.

Case I. There are at least ǫβw(t) total weight of jobs in ALG’s schedule that are also in OPT. In this case, we have 
∑

i∈No(t)
w i(t) ≥

ǫβ
∑

i∈Na(t)
w i(t). We can charge the increase in cost directly to the increase in the optimal cost. Considering the amount of 

increase caused by OPT’s processing and time elapse, we know that the total increase of potential is (2 + 1
ǫ ) 

∑

i∈Na(t)
W i(t). 

Lemma 6 bounds the 
∑

i∈Na(t)
W i(t) by d

dt
WLAPS(t). The condition of the current case provides the relationship between 

d
dt
WLAPS(t) and d

dt
OPT(t).

Thus we have the following inequalities:

d

dt
WLAPS(t) +

d

dt
�′(t) ≤ (2+

1

ǫ
)
∑

i∈Na

W i ≤ (2+
1

ǫ
)(1+

1

ǫ
)k−1 d

dt
WLAPS(t)

≤
(2 + 1

ǫ )(1 + 1
ǫ )k−1

ǫβ

d

dt
OPT(t),

(9)

where the last equality is due to the condition of the current case.

Case II. There are at least ǫ2w(t) weights of jobs in ALG whose critical paths are decreased. In this case, the decrease of the critical 
path in �2(t) can pay for the increase elsewhere. Since the algorithm has speed augmentation for (1 + 10ǫ), �2(t) will 

be decreased by 
(

2
ǫ

)2k+1
(1 + 10ǫ)ǫ2w(t). Now we are ready to bound d

dt
WLAPS(t) + d

dt
�′(t) in this case. Observe that 

d
dt
WLAPS(t) + d

dt
�′(t) ≤ (2 + 1

ǫ ) 
∑

i∈Na
W i(t). Thus, we charge the decrease of the critical path to (2 + 1

ǫ ) 
∑

i∈Na
W i(t). Then, 

we have

(2 +
1

ǫ
)

∑

i∈Na(t)

W i(t) −
(

2

ǫ

)2k+1

(1 + 10ǫ)ǫ2
∑

i∈Na(t)

w i(t)

≤ (2 +
1

ǫ
)(1 +

1

ǫ
)k−1 d

dt
WLAPS(t) −

(

2

ǫ

)2k+1

(1+ 10ǫ)ǫ2 d

dt
WLAPS(t)

≤ 0,

(10)

where the first inequality is due to Lemma 6 and Equation (1). Thus, we have d
dt
WLAPS(t) + d

dt
�′(t) ≤ 0 in Case II.

Case III. There are less than ǫ2w(t) weights of jobs whose critical paths decrease and less than ǫβw(t) weights of jobs are also in 
OPT. Recall that we need to bound d

dt
WLAPS(t) + d

dt
�′(t) in this case. We first bound the second term of Equation (7).

−
1

ǫ
·
(

1− β(1+
1

ǫ
)k−1

)

·

⎛

⎝

∑

j∈N ′
a(t)\No(t)

w j(t)

βw(t)

⎞

⎠ ·
∑

i∈Na(t)

W i(t)

= −
1

ǫβw(t)

(

1− β(1 +
1

ǫ
)k−1

)

·

⎛

⎝

∑

j∈N ′
a(t)\No(t)

w j(t)

⎞

⎠ ·
∑

i∈Na(t)

W i(t)

≤ −
1

ǫβ
(1− ǫβ)

(

1− β(1+
1

ǫ
)k−1

)

·
∑

i∈Na(t)

W i(t),

(11)
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Fig. 1. Illustration for Observation 1. The processing time p j = 8 and the speed-up function Ŵ j(x) =
√
x. In schedule S1 , the completion time of job j is 2

and, therefore 16 machines are needed. In schedule S2 , the completion time of job j is 4, and therefore only 4 machines are needed. The occupied machine 
time in S1 is larger than S2 .

where the last inequality is due to the condition of the current case. Combining Equation (7) and Equation (11), setting 
β = ǫk , we can bound the d

dtWLAPS(t) + d
dt�

′(t) as follows:

d

dt
WLAPS(t) +

d

dt
�′(t)

= (2+ ǫ)
∑

i∈Na(t)

W i(t) −
1

ǫ
·
(

1− β(1+
1

ǫ
)k−1

)

·

⎛

⎝

∑

j∈N ′
a(t)\No(t)

w j(t)

βw(t)

⎞

⎠ ·
∑

i∈Na(t)

W i(t)

≤
(

2+
1

ǫ
−

1

ǫβ
(1 − ǫβ)

(

1− β(1 +
1

ǫ
)k−1

))

·
∑

i∈Na(t)

W i(t)

≤ 0.

(12)

Combining Equation (9), Equation (10) and Equation (12), we have:

d

dt
WLAPS(t) +

d

dt
�′(t) ≤

(2 + 1
ǫ )(1 + 1

ǫ )k−1

ǫβ

d

dt
OPT(t) = (

1

ǫ
)k+1(2+

1

ǫ
)(1+

1

ǫ
)k−1 d

dt
OPT(t). �

5. Speed-up curves model

In this section, we give an O (1)-competitive algorithm for maximum flow time objective in the speed-up curves model. 
Before introducing the algorithm, we first introduce some notations and give the following simple observation (Observa-
tion 1). Consider an arbitrary schedule S and a job set J ′ . Let Are(S, J ′) be the total machine time occupied by the jobs in 
J ′ in the schedule S . The total machine time is defined to be the summation over machines of the total number of time steps 
devoted to jobs in J ′ . Let Com(S, j) be the completion time of job j in the schedule S . Observation 1 fundamentally relies 
on the fact that the speed-up function is concave.

Observation 1. Consider a job j with release time 0 and processing time p j . Let S1 and S2 be two schedules where 
Com(S1, j) ≤ Com(S2, j). Then, we have Are(S1, j) ≥ Are(S1, j). A simple example can be found in Fig. 1.

Now, we are ready to give the algorithm. Our algorithm is First In First Out (FIFO), and we first assume that we know 
an upper bound κ of the optimum value OPT. The standard doubling algorithm can remove the above assumption (see 
Observation 2). Consider jobs in FIFO order. When considering j, let m j be the number of machines such that 

p j

Ŵ j(m j)
= κ . 

Note that m j may not be an integer. Let I(t) be the number of idle machines currently at time t . Our algorithm assigns 
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Fig. 2. Illustration for the proof of Lemma 7. The yellow area is the total machine time occupied by jobs that arrived before t′ , i.e., T1 . The blue area 
(Are(S, J ′)) is the total machine time occupied by the jobs in J ′ . The green area (T3) is the machine time occupied by job j, and the gray area (T2) is 
the idle machine time. The optimal solution has to finish all jobs in J ′ by t′′ . However, it is impossible if job j cannot be completed by time t due to 
Observation 1. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

min{I(t), m j} machines to job j, decreases I(t), and considers the next job in FIFO order. This continues until all machines 
are non-idling or there are no more jobs left to consider.

Lemma 7. Let ALG be the solution returned by the algorithm. Then, we have ALG ≤ (4 + ǫ) · κ , where ǫ > 0 can be sufficiently small, 
and κ ≥ OPT is an upper bound of the optimum value.

Proof. Let S be the schedule returned by the algorithm. Let S ′ be the optimal schedule. We only need to show that every 
job j can be completed by r j + (3 + ǫ) · κ . For the sake of contradiction, we assume that there exists a job j such that the 
job cannot be completed by r j + (3 + ǫ) ·κ . For convenience, let t = r j + (3 + ǫ) ·κ . Let t′ be the earliest time before r j such 
that all machines are occupied by some jobs in schedule S . Let J ′ be the set of jobs that are released between t′ and r j in 
the schedule S , i.e., J ′ = { i ∈ J | t′ ≤ ri ≤ r j }. Note that all jobs in J ′ will be completed by r j + OPT in the optimal schedule 
S ′ . Note that we do not care about the jobs released after r j since our algorithm is FIFO. The jobs with a larger release 
time will never delay job j. Observe that if we can show that Are(S, J ′) > (r j − t′) ·m +m · OPT, then the optimal solution 
cannot complete J ′ by r j + OPT since Are(S ′, J ′) ≥ Are(S, J ′) due to Observation 1. Thus, in the following, we mainly show 
the inequality above by using our assumption: job j cannot be completed by time t .

Note that there may exist some jobs that arrived before the time t′ but are still alive in the interval [r j, t]. There may 
also exist some jobs that arrived before the time t′ and are completed in the interval (t′, r j). By definition of the algorithm, 
the total machine time occupied by these jobs is at most m · κ . Let T1 be the total machine time in [t′, t] occupied by 
these jobs, i.e., T1 ≤ m · κ . Since job j cannot be completed by t , the total idle machine time in the interval [t j, t] is at 
most m j · κ ≤m · κ by the algorithm. Let T2 be such machine time, i.e., T2 ≤m · κ . Note that part of job j may be finished 
by t , and this part is also at most m j · κ ≤ m · κ . Let T3 be such machine time, i.e., T3 ≤ m · κ . Thus, the total machine 
time in the interval [r j, t] that is occupied by the jobs in J ′ is at least (t − t′) ·m − T1 − T2 − T3 = (t − t′) ·m − 3mκ , i.e., 
Are(S, J ′) ≥ (t − t′) ·m − 3mκ . An example can be found in Fig. 2.

Note that (t − t′) ·m = (r j − t′) ·m + (t − r j) ·m. Since t = r j + (4 + ǫ) · κ , we have (t − r j) ·m > 4 ·mκ . Thus, we have 
(t − t′) · m > (r j − t′) · m + m · κ ≥ (r j − t′) · m + m · OPT. Thus, the optimal solution cannot finish J ′ by r j + OPT, which 
contradicts our assumption. �

Observation 2. Given an initial guess κ0 of the optimum value OPT and an online algorithm ALG′ such that ALG′ ≤ α · κ , 
there is an online algorithm ALG such that ALG ≤ 4α · OPT, where κ0 ∈ (0, OPT] and κ ≥ OPT.

Proof. Observation 2 is a simple application of the well-known doubling strategy. The doubling algorithm ALG starts from 
the initial guess κ0 of the optimum value. If algorithm ALG′ cannot schedule all jobs using the bound κi , then ALG will run 
ALG′ with the new bound κi+1 = 2κi . For every computation with the new bound, ALG will ignore all the decisions made 
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Fig. 3. Illustration for Observation 3. If all jobs are fully parallel, the optimal solution will distribute each job equally to m machines in every 1
m

time points.

so far but keep the cost of the previous decision. One can imagine that the release time of every job will be added by κi at 
the beginning of the iteration with bound κi+1 . Assume that, after (k − 1)-iteration, ALG finds the first upper bound of OPT, 
i.e., κk ≥ OPT. Then, we have the following inequality:

ALG ≤
k

∑

i=0

α · κi = α · (2k+1 − 1) · κ0 ≤ α · 4 · κk−1 ≤ α · 4 · OPT,

where the second inequality is due to 2k−1κ0 = κk−1 , and the last inequality is due to κk−1 ≤ OPT. �

By Lemma 7 and Observation 2, Theorem 3 directly follows.

6. Lower bound for DAG model

In this section, we give an �(m)-lower bound for the DAG model without resource augmentation for the average flow 
time objective. To show the lower bound, we give a hard instance in the proof of Theorem 1. The hard instance contains 
two rounds of jobs. The first round of jobs is described in Observation 4 and the second round of jobs is stated in Observa-
tion 5. Intuitively, for an algorithm to be O (m)-competitive, the algorithm has to schedule the first round’s job in a similar 
manner described in Fig. 4 (Lemma 8). In this case, the adversary will release the second round’s jobs. Lemma 9 shows that 
any O (m)-competitive algorithm cannot delay the second round’s jobs too much. This will contradict the claim stated in 
Lemma 8.

Before giving the proofs, we first provide the following simple observation.

Observation 3. Let J be a job set consisting of m fully parallel jobs of size 1, where m is the number of machines. All jobs 
in J are released at time 1. Then, the optimal solution will schedule them in a fully parallel way. An example can be found 
in Fig. 3. Then, the optimal solution has value OPT( J ) = m+1

2 .

Observation 4. Let J = J1 ∪ J2 be a job set, where J1 is a sequential job set, and J2 is a parallel job set. There are m
2

sequential jobs in J1 = { j11, . . . , j
1
m }. All jobs in J1 are released at time point 0 with the size L. Let J2 = { j21, . . . }, where 

there are mL
2 parallel jobs. Job j2

i
is released at time point i−1

m
. All jobs in J2 have the same size 1. Then, the value of the 

optimal solution is at most O (mL). A possible O (mL) schedule can be found Fig. 4.

Lemma 8. Consider the instance stated in Observation 4, an O (m)-approximation solution can schedule at most m√
L
proportion of the 

total volume of the sequential jobs in [0, L2 ].

Proof. Note that the total volume of the sequential jobs is mL
2 . Assume that there are 1

x
proportion of the total volume of 

the sequential jobs scheduled in [0, L2 ], where x ≥ 1. Then, at least mL
2x volume of parallel jobs is scheduled after time L

2 . 
Since each parallel job has a size of 1, at least mL

2x parallel jobs have completion time larger than L
2 . Then, comparing the 

schedule stated in Observation 4, the total increase delay of these mL
2x parallel jobs is at least ( 1

m
+ L

2x ) ·
L
4x , i.e., the latest 

mL
2x parallel jobs complete at the time L

2 + 1
m
. The total cost of the delay has to be bounded by O (mL) for an algorithm to 

be O (m)-competitive. This yields the following claim: ( 1
m

+ L
2x ) ·

L
4x is O (m2L). Thus, x ≥

√
L

m
. Note that m√

L
is small when 

L ≫m. �
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Fig. 4. Illustration for an O (mL) solution described in Observation 4. The solution will first process the parallel jobs as long as it arrives using m machines 
and schedule them in a way stated in Observation 3. This will take L

2 times. Then, the solution will schedule the m
2 sequential jobs using m

2 machines. 
Clearly, the total flow time of the jobs in J1 is 3mL

4 and the total flow time of the jobs in J2 is L
2 .

Fig. 5. Illustration for an O (mL2 + T ) schedule stated in Observation 5. The solution will first process the sequential jobs as long as they arrive using m
2

machines and schedule the parallel jobs in J2 in [0, L] using m2 machines. Then, the solution will schedule the parallel jobs in J3 using m machines. The 
total flow time of the jobs in J1 , J2 , and J3 is mL

2 , O (mL2), and T , respectively.

Observation 5. Let J = J1 ∪ J2 ∪ J3 be a job set, where J1 and J2 are the job sets stated in Observation 4. J3 =
{ j31, . . . , j

3
i
, . . . } contains Tmp parallel jobs of size 1

p
, where j3

i
is released at time point L + i−1

mp
. Then, the value of the 

optimal solution is at most O (mL2 + T ). A possible O (mL2 + T ) schedule can be found in Fig. 5.
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Lemma 9. Considering the job set J3 stated in Observation 5, an O (m)-competitive algorithm can schedule at most ( mL2+T
TpL−T 2p

)-

proportion of the total volume of the jobs in J3 after time 32 L.

Proof. Note that the total volume of the jobs in J3 is Tm, and the first job in J3 is released at time point L. Assume 
that a 1

x
proportion of the total volume of the jobs in J3 are scheduled after the time 3L

2 . Since the size of each job in 

J3 is 1
p
, at least Tmp

x
jobs in J3 are completed after 3L

2 . Then, comparing the schedule stated in Observation 5, the total 

increased delay of these Tmp
x

jobs is at least TmpL
x

− T 2mp
x

. The delay is bounded by O (m2L2 + mT ). This implies that: 
TmpL

x
− T 2mp

x
≤m2L2 + Tm. Thus, we have 1

x
≤ mL2+T

TpL−T 2p
. �

Now, we are ready to prove the first part of Theorem 1. Namely, any online algorithm has a competitive ratio of �(m)

for average flow time in the DAG model.

Proof of the first part of Theorem 1. Consider the hard instance described in Observation 4 and Observation 5. By Lemma 8, 
we know that any O (m)-competitive algorithm will schedule at most m√

L
proportion of the total volume of the sequential 

jobs in [0, L2 ]. Thus, in the best case, the total volume mL
2 −ǫ of the sequential jobs will be scheduled in [ L

2 , 3L2 ] when L ≫m. 
This implies that at least the volume mL

4 − ǫ of the sequential jobs will be scheduled in [L, 3L2 ]. By Lemma 9, we know that 

at most the volume Tm · ( mL2+T
TpL−T 2p

) of jobs in J3 can be scheduled after time 3L2 . Observe that if Tm · ( mL2+T
TpL−T 2p

) < mL
4 , then 

the lower bound �(m) directly follows. Clearly, setting the parameters L > T 2 and p >m2 , then the inequality above always 
holds. �

It is worth noting that the hard instance stated in Observation 4 and Observation 5 implies a lower bound of the speed-
up curves model with the objective of the ℓ1-norm on flow times. Namely, any online algorithm has a competitive ratio of 
at least �(m) for average flow time in the speed-up curves model.

Proof of the second part of Theorem 1. Each job in the DAG instance in the proof the first part of Theorem 1 has a corre-
sponding job in the speed-up curve instance. The parallelism of the jobs will behave identically between the two models. 
Thus, the lower bound extends to the speed-up curves model.

For every job in DAG model we create one job in the speed-up curves model with the same processing time. We define 
an appropriate concave speed-up function for the sequential jobs and parallel jobs, respectively. For every parallel job i, the 
speed-up function is defined as the inverse proportional function of the number of machines, i.e., Ŵi(m

′) = pi
m′ . For every 

sequential job j, the speed-up function is defined as the as a constant function, i.e., Ŵ j(m
′) = p j . Clearly, both the inverse 

proportional function (m′ > 0) and the constant function are concave. Thus, the constructed instance is a valid instance for 
the speed-up curves model. This instance is equivalent to the instance created in the lower bound for the DAG model. �
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