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ABSTRACT

Self-attention is a key enabler of state-of-art accuracy for various
transformer-based Natural Language Processing models. This atten-
tion mechanism calculates a correlation score for each word with
respect to the other words in a sentence. Commonly, only a small
subset of words highly correlates with the word under attention,
which is only determined at runtime. As such, a significant amount
of computation is inconsequential due to low attention scores and
can potentially be pruned. The main challenge is finding the thresh-
old for the scores below which subsequent computation will be
inconsequential. Although such a threshold is discrete, this paper
formulates its search through a soft differentiable regularizer inte-
grated into the loss function of the training. This formulation piggy
backs on the back-propagation training to analytically co-optimize
the threshold and the weights simultaneously, striking a formally
optimal balance between accuracy and computation pruning. To
best utilize this mathematical innovation, we devise a bit-serial
architecture, dubbed LEOPARD, for transformer language models
with bit-level early termination microarchitectural mechanism. We
evaluate our design across 43 back-end tasks for MemN2N, BERT,
ALBERT, GPT-2, and Vision transformer models. Post-layout results
show that, on average, LEOPARD yields 1.9xand 3.9xspeedup and
energy reduction, respectively, while keeping the average accuracy
virtually intact (< 0.2% degradation).
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1 INTRODUCTION

Natural Language Processing (NLP) defines the frontier for Arti-
ficial Intelligence (AI) as it is even central to the Turing Test [3].
The recent advent of the self-attention mechanism [93] enabled un-
precedented successes in the field of NLP, shifting the focus of deep
learning from convolutional neural networks towards Transformer
models in various domains [10, 19, 23, 40, 42, 43, 53, 58, 69, 94, 107].
The self-attention mechanism calculates a score to measure the
correlation between a word and all the other words in a subtext.
The subtext is the collection of all the words, which is captured by
the attention mechanism. Therefore, it quantifies the context of the
word under attention with respect to its subtext.

Intuitively, a word can bear multiple connotations, of which only
one is expressed in its proximate context. Usually, few keywords de-
fine the context and therefore, a significant amount of computation
will be inconsequential. The attention score for a word determines
highly correlated words; the rest are merely irrelevant. There exists
a threshold that differentiates between the scores of the words that
need to be considered and those that do not define the context and
are thus inconsequential. Because each attention layer identifies a
distinct context of the target sentence, such a threshold needs to be
defined on a per-layer basis to maintain model accuracy. Recent re-
search has leveraged this insight and proposed several techniques
that skip computation if a threshold is not met [34, 35, 92, 96].
Clearly, skipping computation negatively impacts model accuracy,
which is also dependent on the value of the thresholds. There-
fore, establishing the right thresholds is crucial for the efficacy of
the runtime computation pruning methods. However, the litera-
ture [34, 35, 92, 96] has relied on heuristics, statistical sampling, or
human input that do not provide reliable expected accuracy.

In contrast, this paper formulates the problem of finding thresh-
olds for the attention layers as a regularizer that amends the loss
function of the transformer model. Our technique is robust even
though the threshold values are discrete and cannot be directly op-
timized through gradient-based approaches. A key contribution of
this work is to formulate finding the layer-wise pruning thresholds as
a differentiable regularizer. This formulation leverages the gradient-
based back-propagation algorithm to mathematically co-optimize the
threshold values and weight parameters. This approach unblocks
simultaneous co-optimization of the two conflicting objectives of
maximizing the pruning rate of the computations while minimizing
the accuracy loss. In addition, this analytical technique strikes a
formally optimal balance between accuracy and computation prun-
ing. Note that the current Cambrian explosion of deep learning
hinges upon two main algorithmic innovations. First, changing the
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activation function of perceptrons from a non-differentiable step
function to the continuous smooth sigmoid function [75] enabled
back-propagation and multi-layer neural networks and ended the
first AI winter [1]. Second, solving the vanishing gradients prob-
lem [47] has resulted in stable training deep neural networks that
have taken the IT industry by storm. The proposed approach is
analytical and therefore mathematically sound, and does not rely
on limited empirical evidence. The solution also guarantees the
same generality and optimality that are essential for training the
machine learning model itself.

In this paper, we apply these algorithmic innovations to learn
self-attention thresholds in a gradient-based fashion. At runtime,
the attention scores below the learned threshold are replaced by —co
to void their impact on the attention layer’s outputs. As such, the
preceding computation can be pruned early when the result is below
the threshold. We devise a bit-serial architecture, called LEOPARD?,
to maximize the benefits by terminating computation even before
pruning the following calculation. This design reduces computation
at the finest granularity possible (bit level), hence offering benefits
beyond pruning. Our hardware mechanism for early termination is
exact and does not cause any accuracy degradation. At the bit level,
it can be determined ahead of calculation completions if the partial
result of the dot-product can ever exceed the threshold. Therefore,
another advance of this paper is leveraging arithmetic insights for
early termination in the microarchitecture without approximation.

We evaluate the effectiveness of our gradient-based algorith-
mic innovation and the proposed bit-level arithmetic properties
by designing and implementing the LEOPARD accelerator in hard-
ware. We synthesize and generate layout for a prototype of the
LEOPARD accelerator implementation in a 65 nm process tech-
nology and characterize its speed and energy consumption under
various settings. We evaluate various state-of-the-art transformer
models, including BERT, GPT-2 and Vision-Transformer, and datasets
forming a benchmark suite of 43 language and vision processing
tasks. On average, the designed accelerator offers 1.9x and 3.9%
speedup and energy reduction, respectively, compared to a baseline
design without pruning and bit-level early termination support
under an iso-area setting. LEOPARD’s notable pruning rate can
unlock more benefits, if more chip area budget (15%) is available.
Given this extra area budget, our accelerator’s benefits increase to
2.4xand 4.0xspeedup and energy reduction, respectively. To better
understand the sources of these improvements, we also distinguish
between the effects of runtime computation pruning and bit-level
early termination on energy savings. Our study across the target
models shows that, on average, out of the 3.9X energy reduction,
2.1x stems from runtime computation pruning and 1.8x emerges
from bit-level early termination. We also compare LEOPARD to two
state-of-the-art accelerators for self-attention mechanism, A3 [34]
and SpAtten [96], which support runtime pruning. However, nei-
ther accelerator provides analytical support or guarantee for model
accuracy, only relying on heuristic approximations. The results
from our evaluations suggest that formulating runtime pruning
as a gradient-based optimization can unlock significant benefits,
while guaranteeing inference accuracy.

'LEOPARD: Learning thrEsholds for On-the-fly Pruning Acceleration of tRansformer
moDels.
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2 BACKGROUND AND MOTIVATION
2.1 Self-Attention Mechanism

“Self-attention” is a mechanism to find the relation between a word to
all the other words in a sentence [20, 93]. To compute this relation,
we first project each word to a vector with d,, dimensions, so-called
embedding. Given a sentence with s words, this projection creates a
matrix X with s X d,,. Then, these word embeddings are multiplied
into query weight matrix (W <), key weight matrix (W*), and value
weight matrix (W), each with d,, x d dimensions as follows:

Qg = XXWL Koy = XxWE V=X xWY (1)

Given the query (Q) and key (X) matrices, a self-attention Score
matrix is calculated as follows:

Scoregys = Q X xT

)
where each element s;; in the self-attention Score matrix indicates
the relation between word; and word; in the input sentence. The
Score values are generally scaled down by (x1/ Vd) before the next
step to enable stable gradients during training [93]. To ensure that
the self-attention Scores are positive and adding up to one, “softmax”
is applied to each row of Score matrix as follows:

Psxs = Softmax(Score)

®)

Softmax outputs indicate a probability estimation of the input
words’ relation. The self-attention values are calculated as follows:

Attgyg = PxV (4)

Generally, each attention layer consists of multiple heads each
with dedicated WQ, WK, and WV weight matrices. Each head
presumably captures different dependencies between the token
embeddings. In this case, the attention values (Equation 4) from
each head are concatenated and projected into an attention matrix
of size s X d,, using a weight matrix W? dxh)xdy, 3 follows:

Multi — Head Attgyq , = Concat(Atty, Attp, - -, Atty) X WP (5)

where Concat operation concatenates the Att output matrix from
each head to generate a (s X (d X h))-matrix.

2.2 Gradient-Based Optimization and
Regularization

Gradient-based optimization. Training neural networks are for-
mulated as an optimization problem of a predefined loss function.
These loss functions are generally non-convex and have a manifold
consisting of different local optima which makes the training of neu-
ral networks challenging. To alleviate the complexity of optimizing
loss functions, it is common to use gradient-based methods [45, 72].
Using these gradient-based methods institute defining differentiable
loss functions, such as cross-entropy [62] or Kullback-Leibler diver-
gence [50] which is prevalent in self-attention models [43, 91, 93].
Regularization in loss function. To impose certain constraints on
the model parameters, such as improved generalization [49, 87, 113]
and introducing sparsity [8, 28, 86], it is common to use regularizer
as part of the loss function. However, using gradient-based methods
for training mandates these regularizers to be framed as additional
differentiable terms to the loss. This differentiability constraint for
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employing gradient-based methods introduces a unique challenge
for supporting constraints that are not inherently differentiable.

2.3 Motivation

Analyzing the computations for self-attention layers, it is appar-
ent that the main computation cost is associated to Score (Equa-
tion 2) and attention computations (Equation 4) that necessitates
the multiplications of two matrices with s X d dimensions, each
with time complexity of O(s%d). These complexities translate to
quadratic raise in computation cost and storage as the number of
input tokens increases. As such, prior work aims to reduce the time
and space complexity of these operations both from the algorith-
mic [9, 19, 20, 97, 110] and hardware perspectives [34, 35, 41, 89, 96].
In this work, we propose an alternative pruning mechanism that
learns the threshold as part of training. Our proposed technique
prunes away unimportant Scores, hence eliminating the ineffectual
computations of “softmax(-)” in Equation 3 and “xV” in Equation 4.
In addition, to further cut down the computations of Scores (Equa-
tion 2), we employ a unique early-compute termination without
impacting the model accuracy.

3 ALGORITHMIC OPTIMIZATIONS FOR
SPARSE ATTENTION

The section overviews the algorithmic optimizations for inducing
sparsity in attention layers. We first introduce an online pruning
method that eliminate unimportant attention layer computations
as early as possible, right after Score calculations (e.g. Q x X7T), to
increase the realized performance benefits. Particularly, our method
sets the layer-wise pruning thresholds as trainable parameters and
jointly fine-tune the model parameters and learn the pruning thresh-
olds as part of a light fine-tuning step. Then, our method compares
the Score = Q x KT values against the learned pruning thresholds
per attention layer and prunes the ones that satisfy the pruning cri-
teria. Note that, in contrast to prior learned weight pruning method
for image classification models [8], the pruning criteria in our work
is content-dependant and is applied adaptively based on the calcu-
lated Score values. That means the induced sparsity in attention
layers by our approach varies from one content to another content.
As our results indicate (See Section 5), the adaptive and content-
dependant nature of our pruning method enables high sparsity in
attention computations while yielding virtually no accuracy loss.

3.1 Learned Per-Layer Pruning

Learning per-layer pruning thresholds for attention layers consists
of three main challenges. First, the search space of threshold values
is complex and computationally intractable for exhaustive explo-
ration. For example, BERT-L model has 24 layers creating a total of 24
threshold parameters, each of which can take any continuous value.
Second, simply sweeping the threshold values as a one-time fine-
tuning step could negatively affect the model accuracy [34, 96]. To
mitigate these challenges, we propose to jointly fine-tune the model
parameters and learn the threshold values as a light fine-tuning
step with the joint objective of increasing model sparsity and retain-
ing the baseline model accuracy. However, training the threshold
values with the inherently non-differentiable pruning operation
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Figure 1: Pruning operation on attention Score: (a) ideal magnitude-based
pruning, (b) proposed differentiable pruning operation with soft threshold.

poses a unique challenge for gradient-based learned methods. For
this, we use an approximate differentiable pruning operation and
devise a surrogate regularizer to reinforce sparsity as part of the
model loss function. In the following paragraphs, we expound our
learned pruning method that couples two design principles, namely
“pruning with soft threshold” and “surrogate Ly regularization”.

Pruning with soft threshold. Figure 1a demonstrates an ideal
pruning operation for Score values (e.g. Score = Q x KT, where Q
and XK are d-dimension vectors corresponding to a single word). The
Score values greater than Th remain unchanged and those less than
Th are clipped to a large negative number. As the pruning operation
is followed by a “softmax(-)”, setting the Score values below Th to a
large negative number makes the output of the softmax operation
sufficiently close to zero. Hence, the large negative numbers are
pruned out of the following multiplication into V. However, using
this pruning operation as part of a gradient-based training method
is not straightforward due to its discontinuity at X = Th.

To circumvent the non-differentiality in the pruning operation,
we propose to replace this operation with an approximate function
that instead uses a soft threshold (shown in Figure 1b) as follows:

x tanh(s(x — Th)), x> Th

(6)
ctanh(s(x — Th)), x<Th

SoftThreshold(x) = {
By assigning a reasonably large value to s, the shape of tanh(-)
around Th becomes sharper and enables the learning gradients
to effectively flow around this region. Supporting the learning
gradients to flow at the vicinity of Th allow the gradient-based
learning algorithm to either push down the model parameters (e.g.
Q and X) below the threshold or lift them above the threshold
according to their contributions to the overall model accuracy.
Outside the vicinity of Th, the tanh(-) asymptotically approaches
one and the “SoftThreshold” function simply becomes ~ x and ~ —c¢
for values > Th and < Th, respectively, which are close approxi-
mations of the original pruning operation. In our experiments, we
empirically find that setting ¢ = 1000 and s = 10 yield a good ap-
proximation for pruning and enables robust training.
Differentiable surrogate Ly regularization. Using soft threshold
as the sole force of pruning does not necessarily increase sparsity.
Intuitively, the training method may just simply lower the threshold
to be a small value, which translates to lower sparsity to maintain
high model accuracy. Imposing such constraints to gradient-based
methods are generally achieved through adding a regularizer term
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to the loss function. A common method to explicitly penalize the
number of non-zero model parameters is to use Ly regularizer on
model parameters in the loss function as follows:

N
Lior(0) = (D8 (A 01, wi)) +Allollo (72
i=1

6]
lello= >
j=1

1[6; # 0] (7b)

where £ is the model loss function, A(+) is the model output for
given input x; and model parameters 0, y; is the corresponding
labeled data, A is the balancing factor for Lo regularizer, and 1 is the
identity operator that counts the number of non-zero parameters.

Similar to “Threshold” function, Ly regularizer suffers from the
same non-differentiability limitation. To mitigate this, Louizos et
al. [59] uses a reparameterization of model parameters to compute
the training gradients. While this reparameterization technique
yields state-of-the-art results for Wide Residual Networks [109]
and small datasets, a recent study [28] shows that this reparame-
terization trick performs inconsistently for large-scale tasks such
as attention models. In this work, we propose a simple alternative
method that uses a differentiable surrogate Ly regularization for
the pruning of Score values in attention layers as follows:

|score|

[10]lo = 1[scorej > —c] (8a)
j=1
|score|
[10]l0 = sigmoid(k(scorej + ¢ — @) (8b)
j=1
where k = 100 and « = 1. Using these parameters forces the output
of sigmoid(-) to asymptotically approach one for unpruned Score
values and zero for the pruned ones, which are already bounded to
— ¢ as shown in Equation 6. As such, the proposed differentiable
surrogate Ly regularizer is a close approximation of the original L
regularizer in Equation 8 (a).
Pruning mechanism. We apply our gradient-based learned prun-
ing as a light fine-tuning step based on the previously proposed
design principles: (1) pruning with soft threshold and (2) differ-
entiable surrogate Ly regularization. We employ the pre-trained
attention models with the proposed modified loss function (e.g.
original loss function and the surrogate Ly regularizer) to jointly
fine-tune the model parameters and learn the per-layer pruning
thresholds. Using the proposed soft threshold mechanism in the
fine-tuning step allows the gradient-based learning method to ad-
just the model parameters smoothly at the vicinity of the Th value.
That is, pushing down the non-important model parameters below
threshold values and lifting up the important model parameters
above it. One of the main benefits of using the proposed differen-
tiable approach is enabling the model parameters to freely switch
between prune and unpruned region. For all the studied attention
models, we initialize the threshold values to zero and run the fine-
tuning for up to five epochs.
Figure 2 demonstrates an example sparsity, threshold values, and
normalized training loss curves for BERT-B model on QNLI task
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Figure 2: An example (a) attention layer sparsity and its corresponding prun-
ing threshold values and (b) normalized training loss as fine-tuning epochs
progress for BERT-L model on QNLI task from GLUE benchmark.

from the GLUE benchmark. Figure 2a shows that as fine-tuning
epochs progress, both the sparsity and threshold values increase
owing to the effectiveness of our joint co-training of sparsity and
model parameters. The flexibility afforded by the joint co-training is
further illustrated at the third epoch, where the sparsity continues to
increase despite the corresponding decrease in the threshold value.
Additionally, Figure 2b shows the decreasing trend of normalized
training loss over the course of fine-tuning epochs.

3.2 Bit-Level Early-Compute Termination

The learned pruning offers a unique opportunity to further improve
the LEOPARD performance through bit-serial Q x X’ computation.
If our system can anticipate that the final result of Qx KT computa-
tion is below the learned pruning threshold, the ongoing bit-serial
computations can be terminated. However, this early-termination
mechanism poses a key challenge in our design. As we desire to
maintain the baseline model accuracy, the early-termination mech-
anism must not tamper with the computational correctness of at-
tention layers. To address this, we propose to compute and add
a dynamically adjusted conservative margin value to the partial
sum during the bit-serial computations. The role of this margin is
to account for the maximum potential increase in the remaining
Q x KT computations. If the addition of the partial sum values and
the margin still falls below the learned pruning threshold value, the
computations are terminated and the corresponding Q x K7 is sim-
ply pruned. In the following paragraph, we illustrate the proposed
early-compute termination with a conservative margin.
Early-compute termination for dot-product operation. Fig-
ure 3 depicts the flow for a Q x KT dot-product computation, each
with four elements. K elements are placed in bit-serial format verti-
cally from MSB — LSB, whereas Q values are stored in full-precision
fixed-point format. In this example, the threshold value is set to
five. For simplicity, we assume the computation is performed in
sign-magnitude form, ks represents the sign-bit for K vector, and
the absolute values of X elements are less than one.

In the first cycle, the elements with concordant signs, (k°, ¢°)
and (kl, ql), are used for margin initialization. The intuition here is
that only the multiplications of elements with concordant signs can
contribute positively to the final dot-product result. Multiplications
of elements with opposing signs are ignored to keep the margin
conservative and eliminate wrongful early compute terminations.
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Figure 3: High-level overview of early-compute termination for dot-product
operation Q x K. In this example, K is represented in bit-serial format,
whereas Q is in full-precision fixed-point format. In Figure (a-d) each column
illustrate one element of K vector and each row represents its corresponding
bits (MSB — LSB). K; indicates the sign bit. For simplicity, X elements are
scaled to be between -1.0 and +1.0. The table shows the partial sum values
after each cycle.

As shown in the table of Figure 3, both the product of k% and the ¢
vector as well as the margin are updated. The margin is adjusted
to accommodate the largest possible positive contribution to the
final value. In the second cycle, because the sum of P, and My dips
below the threshold, the computation process terminates. That is,
the subsequent cycles (highlighted in gray) are no longer performed.
Note that, with the proposed margin computation, we ensure that
no approximation is introduced in the attention layers. Next section
discusses the hardware realization for this proposal.

4 LEOPARD HARDWARE ARCHITECTURE

We design LEOPARD hardware while considering the following

requirements based on our algorithmic optimizations:

(1) Leveraging the layer threshold values to detect the unpruned
Scores and their corresponding indices in the output matrix.

(2) Using bit-serial processing to early-stop the computation of
pruned Scores and associated memory access .

(3) Processing the XV operation for only un-pruned Scores to min-
imize operations while achieving high compute utilization.

4.1 Overall Architecture

Due to abundant available parallelism in multi-head attention layers,

we design a tile-based architecture for LEOPARD, where attention

heads are partitioned across the tiles, and the operations in the
tiles are independent of each other on their corresponding heads.

Figure 4 illustrates the high-level microarchitecture of a single

LEOPARD tile. Each tile comprises two major modules to process

the computations of attention layers:

(1) A front-end unit, dubbed Query Key Processing Unit (QK-PU),
that streams in the Q vectors (row by row from the Q matrix,
where each row corresponds to a word) from the off-chip mem-
ory, reads Ks from a local buffer, and performs vector-matrix
multiplication between a Q vector and a K matrix. This unit
also encompasses a 1-D array of bit-serial dot-product units,
QK-DPUs, each of which equipped with logic to early-stop the

906

ISCA 22, June 18-22, 2022, New York, NY, USA

Key Buffer

Key Buffer
Margin Calc.

(a) Front-End

Index
Counter
I
1]

y y

TTTTTTTTTTTT
Value Buffer

(NN NNNENNN
Value Ro

—
V-PU

Figure 4: Overall microarchitecture of a LEOPARD tile.

b) Back-End

computations based on the pruning threshold values and for-
ward the unpruned Scores and their indices to the second stage.
(2) A back-end unit, dubbed Value Processing Unit (V-PU), that per-
forms softmax operations on the important un-pruned Scores
to generate probability, and subsequently performs weighted-
summation of the V vectors read from a local buffer to generate
the final output of the attention layer.
The front- and back-end stages are connected to each other through
a set of FIFOs that store the survived Scores and their corresponding
indices. The front-end unit employs multiple (Ngx) QK-DPUs while
sharing the single V-PU in consideration of high pruning rate during
the processing in the front-end stage. If the front-end finished the
computation with current Q vector, but the back-end is still working
on the previous Q vector, the front-end unit is stalled until the
completion of back-end unit. As the choice of No is a key factor to
maximize the overall throughput and back-end resource utilization,
we explore this design space in Section 5.4, which leads to two
choices of Nogk = 6 and 8 by focusing on area efficiency and higher
utilization, respectively. Before the operation begins, all the K and
V matrices are fetched from off-chip memory and stored on on-chip
buffers, while the Q vectors are steamed in. Since the vectors are
re-used by the number of sequence elements (e.g., 512 in BERT),
DRAM costs are amortized.

4.2 Online Pruning Hardware Realization via
Bit-serial Execution

As discussed in Section 3, to realize the pruning of redundant Scores

during runtime and even earlier termination with bit-level granu-

larity, we design LEOPARD front-end unit (depicted in Figure 4-(a))
as a collection of bit-serial dot-product units (QK-DPU).
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Overall front-end execution flow. To perform the Score compu-
tations, the Q vectors are read sequentially from Q-FIFO and then
broadcasted to each QK-DPU, while each QK-DPU reads a X vector
from its local Key Buffer and performs a vector dot-product opera-
tion. As such, while the Q vector is shared amongst the QK-DPUs,
the X matrix is partitioned along its columns and is distributed
across the Key Buffers. Each QK-DPU performs the dot-product oper-
ations in a bit-serial mode, where the X elements are processed in
bit-sequential manner and the Q elements are processed as a whole
(e.g. 12 bit). Whenever each QK-DPU finishes the processing of all
its I bits for unpruned Scores or early terminates the computation
due to not meeting the layer pruning threshold based on the margin
calculation described in Section 3.2, it proceeds with the execution
of next K vector. If a QK-DPU detects a unpruned Score, it stores the
Score value and its corresponding index on Score-FIFO and IDX-FIFO,
respectively, to be processed by the back-end unit later. Once all
the QK-DPUs finish processing all their K vectors, the QK-PU reads
the next Q vector from Q-FIFO and starts its processing.

Bit-serial dot-product execution. Figure 5-(a) depicts the mi-
croarchitectural details of our Bit-Serial Dot-product Engine (BS-
DPE). The BS-DPE is a collection of Multiply-ACcumulate (MAC)
units and it performs a 12-bitxB-bit dot-product operation per cy-
cle, where the Q vector is kept in a local register and Ks are read
from the Key Buffer B-bit at a time in a sequential mode. We chose
B = 2-bit as opposed to conventional bit-by-bit serial designs as the
number of bits processed per cycle opens a unique trade-off space
for the design of LEOPARD. Increasing the bits leads to better power
efficiency due to less frequent latching of intermediate results, how-
ever it may degrade the performance as it reduces the resolution
of bit-level early termination. As such we perform a design space
exploration (Figure 14 in Section 5.4) and chose 2-bit serial execu-
tion as it strikes the right balance between power efficiency and
performance. The BS-DPE accumulates all the intermediate results
in around 20 bits to keep required precision of the computations.
The output of the last 2-bitx12-bit MAC unit then goes to a shifter
to scale the partial results according to the current X bit position
and is accumulated and stored in a register that holds the (partial)
results of Score computations.

Pruning detection via dynamic margin calculation. As dis-
cussed in Section 3.2 and Figure 3, to detect whether a current Score
needs to be pruned and corresponding computations be terminated,
QK-DPU dynamically calculates a conservative upper-bound mar-
gin (M) and adds it with the current dot-product partial sum (P)
to compare it with the layer threshold (Th). Figure 5-(b) and (c)
show the details of hardware realization for margin calculation
and thresholding logic, respectively. To calculate the margin ac-
cording to Table in Figure 3, the margin calculation module first
detects the Q and X pairs in the dot-product that yield positive
product. To do so, during the processing of KX’s MSBs, the sign
bits of Qs and K's are XORed. Only if the result is positive (XOR
= 0), the absolute values of the corresponding Q are summed up
to calculate the margin (e.g., resulting in (9 + 5) in the Table of
Figure 3). The summation result is stored in a Sum Register. Then,
it is scaled by the fixed number, largest positive value (e.g. 0111...),
which corresponds to (271 + 272 + 273 + ) in Figure 3, storing
(9+5)(27' +272 + 273 + ...) in the margin register. The margin
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Figure 5: A QK-DPU comprising (a) bit-serial dot-product engine, (b) margin
calculation logic, (c) thresholding module, and (d) score index counter.

needs to be calculated dynamically for each bit position during bit-
serial execution (such as M changing in each row of the Table in
Figure 3). This is enabled by subtracting the shifted version of Sum
Register value from the current margin in the margin register, e.g.,
O+5)2 1 +272+23+. )= (9+5) (2 D) = (9+5)(272+273+..)
in the second row of the Table in Figure 3. This operation is iterated
every bit position to generate the values in the subsequent rows of
the Table in Figure 3. Note that, the margin calculation is a scalar
computation (mostly shift and subtraction), which is amortized over
the d = 64 dimension vector processing, incurring virtually no over-
head. After each cycle of the bit-serial operation, the thresholding
module (Figure 5-(c)) adds the updated partial sum with the current
margin and compares it with the layer threshold Th to determine
the continuation of the dot-product or its termination for pruning
of the current Score.

Final score index calculation. The QK-DPU calculates the indices
of the unpruned Scores using a set of two counters, as shown in
Figure 5-(d). First, Bit-serial Cntr increments with the number of bits
processed by the QK-DPU and gets reset whenever it reaches its
maximum (i.e. 6 (= 12bit/B)) for processing all bits for unpruned
Scores) or the Early stop flag is asserted. Second, the value of IDX Cntr
shows the position of the current Score in the vector and increments
whenever the Bit-serial Cntr gets reset, ending the computation of
that Score. Finally, if the IDX Cntr increments and the Early stop flag
is low, the QK-DPU pushes the content of this counter to IDX FIFO,
because it means that the corresponding Score is not pruned and
will be used for further processing in the V-PU.

4.3 Back-End Value Processing

As shown in Figure 4-(b), the LEOPARD tile’s back-end stage, V-PU,
consumes the unpruned Scores and executes the Softmax operation,
followed by multiplication with V vectors and finally storing the
results to an Output-FIFO. Whenever the Score-FIFO is not empty,
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Table 1: Microarchitectural configurations of a LEOPARD tile.

Hardware modules | Configurations

QK-PU 6 /8 QK-DPU (=Nok), each 64 (=D) tap 12X2 bit-serial

Key Buffer 48KB in total (= 8KBX6 / 6KBX8 banks), 128-bit port per bank
V-PU Single 1-D 64 (=D) way 16Xx16-bit MAC array

Value Buffer 64KB (= 8KB X 8 banks), 128-bit port per bank

Softmax 24-bit input, 16-bit output, LUT: 1 KB

Score and IDX FIFOs | 24-bit X 512 depth for Score, 8-bit X 512 depth for IDX

the V-PU starts the Softmax operation (e¥ and accumulation) to
calculate the probabilities. We implemented the Softmax module
of V-PU similarly to the Look-Up-Table (LUT)-based methodology
in A® [34]. Whenever the output probability is produced, the V-PU
uses the indices of the unpruned Scores to read the corresponding
V vector. Finally, the V vector is weighted by the output of the
Softmax module with a 1-D array of MAC units. The elements of V
vector are distributed and the probabilities are shared across the
MAC units, similar to a 1-D systolic array. With such design, the
V-PU consumes the Scores sequentially to complete the weighted-
sum of V vectors, and accumulates the partial results over multiple
cycles while only accessing the unpruned V vectors. As such, it
rightfully leverages the provided pruning by the front-end stage
and eliminates the inconsequential computations.

5 EVALUATION
5.1 Methodology

Workloads. We evaluate LEOPARD on various NLP and Vision mod-
els: BERT-Base (BERT-B) [43], BERT-Large (BERT-L) [43], MemN2N [91],
ALBERT-XX-Large (ALBERT-XX-L) [53], GPT-2-Large (GPT-2-L) [68],
and ViT-Base (ViT-B) [25]. To evaluate these models, we use five
different datasets: (1) Facebook bAbl, which includes 20 different
tasks [100] for MemN2N, (2) General Language Understanding Eval-
uation (GLUE) with nine different tasks [95] for BERT models, (3)
Stanford Question Answering Dataset (SQUAD) [70] with a single
task for BERT models and ALBERT-XX-L, (4) WikiText-2 [2] for GPT-
2-L, and (5) CIFAR-10 [48] for ViT. The dimension (d) of Q, K, and
V vectors for all the workloads is 64 except MemN2N with bAbl
dataset, which is 20. The sequence length is 50 for MemN2N with
bAbl whereas 512 and 384 for BERT and ALBERT-XX-L models with
GLUE and SQUAD datasets, respectively. Finally, the sequence length
for GPT-2 with WiKiText-2 is 1280.

Fine-tuning details. We use the baseline model checkpoints from
HuggingFace [101] with PyTorch v1.10 [65] and fine-tune the mod-
els on an Nvidia RTX 3090, except for GPT-2-Large, for which we use
an Nvidia A100. For default task-level training, we use the Adam op-
timizer with default parameters and the learning rate of [2, 3] X e?
(same as baseline). To obtain the layer-specific threshold values,
we perform an additional pruning-aware fine-tuning step for one
to five more epochs to learn the optimal values while maintaining
the baseline model accuracy. For this step, we use the learning rate
of 1e72 for Th (5e~° for the other parameters), as training for the
Th is generally slower and a higher learning rate facilitates conver-
gence. To leverage faster fixed-point execution, we perform a final
post-training quantization step with 12 bits for inputs in QK-PU
hardware block and 16 bits for V-PU block similarly to [96].
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Hardware design details. Table 1 lists the microarchitectural pa-
rameters of a single LEOPARD tile for two studied configurations: (1)
A LEOPARD tile with six and (2) eight QK-DPUs that share a single
1-D MAC array in V-PU. The number of QK-DPUs is set such that the
compute utilization for front-end and back-end units is balanced,
while considering the pruning and bit-level early-termination rates
across all the workloads. We synthesised and performed Placement-
and-Route (P&R) for our designs with two tiles. The on-chip mem-
ory sizes for K and V are designed to store up to 512 sequences for
a single head in a layer for both configurations.

Accelerator synthesis and simulations. We use Cadence Genus
19.1 [11] and Cadence Innovus 19.1 [12] to perform logic synthesis,
floorplan, and P&R for the LEOPARD accelerator. We use TSMC
65 nm GP (General Purpose) standard cell library for the synthesis
and layout generation of the digital logic blocks. These digital blocks
are rigorously generated to meet the target frequency of 800MHz in
consideration of all the CMOS corner variations and temperature
conditions from —40° to 125°C. For the SRAM on-chip memory
blocks, we use Memory Compiler with ARM High density 65 nm
GP 6-transistor based single-port SRAM version r0p0 [7].

We also develop a simulator to obtain the total cycle counts and
number of accesses to memories for both LEOPARD and baseline
accelerators. The simulator incorporates the pruning rate and the
bit-level early-termination statistics for each individual workload.
Using these statistics, the simulator evaluates runtime and total
energy consumption of the accelerators.

Comparison to baseline architecture. We compare LEOPARD to
a conventional baseline design without any of our optimizations
(e.g. runtime pruning and bit-level early compute termination). For
a fair comparison, we use the same frequency, bitwidths for Q x X7
and XV, and on-chip memory capacity for all the designs. The
baseline design employs a single 12x12-bit QK-DPU as opposed to
multiple 12x2-bit-serial ones, while both designs have the same
back-end V-PU. As shown in Table 1, we evaluate LEOPARD un-
der two design configurations. The first design with six QK-DPUs,
dubbed Area-Efficient LEOPARD (AE-LEOPARD), almost perfectly
matches the area of the baseline design (< 0.2% overhead) and pro-
vides an iso-area comparison setting. The second one with eight
QK-DPUs, dubbed Highly-Paralle]l LEOPARD (HP-LEOPARD), pro-
vides an area 15% larger than baseline and delivers a better balance
in the compute utilization of the front-end and back-end stages.

Comparison with A% and SpAtten. We also compare LEOPARD
with two state-of-the-art attention accelerators, A3 [34] and SpAt-
ten [96], with support for runtime pruning. A% employs token prun-
ing by comparing the Softmax output (probability) to a relative
threshold, which is set using a user-defined parameter that adjusts
the level of approximation. A3 also employs a sorting mechanism to
make the pruning decision after processing only a small number of
large elements from the sorted X matrix in the order of magnitude.
SpAtten performs cascaded head and token pruning by compar-
ing the Softmax output with a user-defined threshold obtained
empirically. There are no raw performance/energy results for indi-
vidual workloads and simulation infrastructures of the accelerators.
Therefore, we follow the comparison methodology of SpAtten [96],
using throughput (GOPs / s), energy efficiency (GOPs / J), and area
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Figure 6: Accuracy before and after pruning-aware fine-tuning (prefix "G-":
GLUE). We evaluate GPT-2 using perplexity, which favors a lower value.

efficiency (GOPs / s / mm?) metrics to provide the best compar-
isons. Both A3 and SpAtten are implemented in 40 nm technology.
To provide a fair comparison, we scale HP-LEOPARD from 65 nm
to 40 nm based on both Dennard scaling (indicated with ) and
measurement-based scaling rules [90] (indicated with ). We use a
single tile with an area comparable to A3 and SpAtten. Moreover,
A3 implements the Q x KT using 9 bits as opposed to 12 bits in
LEOPARD. As such, we scale the QK-PU of HP-LEOPARD from 12
bits to 9 bits to provide a head-to-head comparison with A3.

5.2 Accuracy and Algorithmic Optimization

Impacts on model accuracy. Figure 6 compares the accuracies
of the LEOPARD gradient-based on-the-fly pruning method and
the baseline models in their vanilla implementation [101], across
various tasks of evaluated workloads. On average, across all the
evaluated tasks, LEOPARD runtime pruning degrades accuracy by
only 0.07% for MemN2N with the bAbi dataset, 0.31% and 0.33% for
BERT-B and BERT-L with the GLUE dataset, and 0.26% and 0.21% for
BERT-B and BERT-L with the SQUAD dataset. For ALBERT-XX-L with
the SQUAD dataset, the LEOPARD runtime pruning leads to only
an 0.07% accuracy loss, whereas the degradation for ViT-B with the
CIFAR-10 dataset is 0.76%.

In the GPT-2-L model, we use perplexity, which is the key metric
for auto regressive language models. Note that perplexity is derived
from the model loss, and thus lower perplexity is better. As shown in
Figure 6-(f), LEOPARD runtime pruning results in a 0.07 decrease in
perplexity. This is achievable because LEOPARD learns the optimal
threshold values and co-adjusts them with the weight parameters
simultaneously via gradient-based optimization. Figure 6 also illus-
trates that the LEOPARD pruning-aware fine-tuning pass evenly
improves the accuracy for some of the benchmark tasks, with the
maximum of 2.2%. However, this also degrades the accuracy for
other tasks with the maximum of 2.6%. This accuracy fluctuations
are unavoidable due to randomness in deep learning training, but
overall the accuracy degradation, averaged across the evaluated
benchmarks, converges adequately to a near-zero value (< 0.2%).
Performing the post-training quantization adds at most only 0.1%,
for both the baseline and our pruning-aware fine-tuned models.
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Figure 7: Runtime pruning rate with LEOPARD. (prefix "G-": GLUE)

Runtime pruning rate analysis. Figure 7 shows the percentage of
total Q x KT Scores that are pruned away by our method using the
learned threshold values across various benchmarks. In transformer
software implementations, zeros are padded to maintain regular
vector length despite the varying sequence length in each workload.
The padded zeros are not counted for sparsity contribution in this
paper. On average, LEOPARD prunes 91.7% (max. 97.4%) of Scores
across all the 20 tasks for the MeMN2N model with the bAbl dataset.
LEOPARD achieves the average pruning rates of 78.6% (max. 93.2%)
and 75.5% (max. 93.0%) for the BERT-B and BERT-L models with the
GLUE dataset, while achieving 73.9% and 74.1% with the SQUAD
dataset, respectively. Moreover, LEOPARD provides a 72.6% pruning
rate for ALBERT-XX-L with the SQUAD dataset, 60.3% for ViT-B with
the CIFAR-10 dataset, and 73.9% for GPT-2-L with the WikiText-2
dataset. As the results suggest, LEOPARD can significantly prune out
the Scores across various tasks, with greater benefits to MeMN2N
tasks compared to the BERT ones. We conjecture the lower pruning
rates in BERT models are due to the higher probability of correlation
between various tokens in the more complex language processing
tasks compared to MemN2N.

AsFigure 7 shows, in the case of ALBERT-XX-L with SQUAD, we see
more pruning opportunities compared to BERT, presumably because
of its larger model architecture with more redundant computations.
Similar trend is observed for GPT-2-L. With regard to ViT-B, we
see lower pruning compared to NLP tasks, commensurate with
prior studies [14]. This occurs because information is more local in
images compared to texts, and therefore there is less redundancy
in the attention layers for vision tasks.

Bit-level early-compute termination. Figure 8 depicts the pro-
posed bit-level early compute termination feature and its relation
with the achieved runtime pruning rates. The x-axis shows the
number of bits processed sequentially, while the y-axis shows the
cumulative achieved pruning rate averaged over all of the datasets’
tasks. Intuitively, as more bits are processed during Score computa-
tions, the dynamic margin becomes smaller and thus the pruning
rate increases. As shown, as the average number of processed bits
increases, the cumulative pruning rate gradually plateaus, indicat-
ing saturation. In this scenario, the higher number of bits are only
required for fully calculating unpruned Scores. We establish that
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Table 2: LEOPARD performance comparison under different scenarios with prior work [34, 96].

Metric (unit) AS-Base | A3-Conserv | SpAtten | HP-LEOPARp | HP-LEOPARD | | HP-LEOPARD® | HP-LEOPARD '* | HP-LEOPARD *
Process (nm) 40 40 40 65 40 40 40 40

Area (mm?) 2.08 2.08 1.55 3.47 131 1.31 1.05 1.05

Key Buffer (KB) 20 20 24 48 24 24 24 24

Value Buffer (KB) 20 20 24 64 24 24 24 24

(Q, K)-bits ©,9) ©,9) (12, 12) (12, 12) (12, 12) (12, 12) (9, 9) (0, 9)
GOPs /s 259.0 518.0 728.4 574.1 932.8 1084.9 1143.9 1330.3
GOPs /] 2354.5 4709.1 772.9 519.3 2224.8 2028.8 3353.8 3058.4
GOPs /s / mm? 124.5 249.0 470.0 165.5 710.4 826.1 1093.8 1272.1

+ Dennard scaling trend applied to map on 40 nm process — % Scaling rule from [90] applied to map on 40 nm process — *scaled to 9 bit Q, K
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Figure 8: Cumulative pruning rate with respect to the number of bits processed
during bit-serial early termination. Each line obtained by averaging across all
the pruning rates per task.

the lower redundancy in model parameters of some transformer
models, e.g. BERT-L / ViT-B, hinders higher runtime pruning. Be-
cause lower redundancy generally translates to a higher number of
average bits calculations, it proportionally diminishes the potential
gains from bit-wise early termination. Averaged over pruned Scores
in bit-serial mode, MemN2N with the bAbi dataset requires 4.5 bits,
while BERT-B and BERT-L require 8.3 and 8.0 bits with the GLUE
dataset. With the SQUAD dataset, the average number of bits in
BERT-B and BERT-L are 7.6 and 9.0 bits, whereas ALBERT-XX-L main-
tains 8.0 bits. The average number of bits in GPT-2-L and ViT attain
7.6 bits and 8.5 bits, respectively. This devised early-termination
mechanism significantly reduces the computations of the Q x X7

5.3 Accelerator Performance Results

Performance and energy comparison to baseline. Figure 9
shows the speedup improvements delivered by LEOPARD compared
to the baseline design, across all the 43 studied tasks. In this com-
parison, we consider the total execution runtime for all attention
layers of the models. On average across all tasks, AE-LEOPARD and
HP-LEOPARD provide 1.9 and 2.4X speedup over the baseline, re-
spectively. These improvements stem from both LEOPARD runtime
pruning that reduces operations on the back-end unit (e.g., Softmax
and XV) and bit-level early compute termination that saves cycles
on Q x KT computations for pruned Scores. Across the workloads,

LeEOPARD delivers higher speedups for MemN2N compared to the
other benchmarks. We attribute these improvements to the higher
pruning rate and consequently more bit-level termination oppor-
tunities in this model’s tasks. Among all the tasks, MemN2N-Task-1
enjoys the maximal speedup (3.8x for AE-LEOPARD and 5.1X for
HP-LEOPARD) while ViT-B gains the minimal improvements (1.1X
for both AE-LEOPARD and HP-LEOPARD). The benefits are more
pronounced for HP-LEOPARD because it deploys more QK-DPUs,
which both improves the performance of the front-end Q-PU unit,
and delivers more inputs (Scores) to the back-end stage. The latter
generally increases the back-end utilization.

Figure 10 compares the energy reduction (including compute and
on-chip memory accesses) achieved by LEOPARD to the baseline.
On average, LEOPARD reduces total energy consumption by a fac-
tor of 3.9x for AE-LEOPARD and 4.0x for HP-LEOPARD, across all
the studied tasks. Similarly to the speedup comparisons, MemN2N
enjoys a greater energy reduction than the other benchmarks due
to the higher pruning rate and therefore faster bit-level compute ter-
minations. Across all tasks, the energy reduction is the greatest for
MemN2N-Task-1 (9.2X for AE-LEOPARD and 9.6x for HP-LEOPARD)
and ViT-B achieves the lowest savings (= 2.0x for AE-LEOPARD and
HP-LEOPARD). The impact of LEOPARD on energy exceeds that on
speedup, because runtime pruning and bit-level early termination
reduce computation energy (contributing to both energy savings
and speedup) and memory accesses (only contributing to energy
savings). The energy reductions for both AE-LEOPARD and HP-
LEOPARD are not substantially different. Because the additional
QK-DPUs in HP-LEOPARD increase both power and performance,
total energy consumption remains similar.

Analysis of energy savings breakdown. Figure 11 analyzes the
breakdown of total energy consumption across five microarchitec-
tural components: (1) Q x X7 computations, (2) K buffer memory
access, (3) Softmax, (4) XV computations, and (5) value buffer mem-
ory access. We report the average breakdown across all tasks for
each workload. Additionally, Figure 11 illustrates the contribution
of LEOPARD’s two main optimizations: (1) runtime pruning and
(2) early compute termination through bit-serial execution to the
overall energy savings in AE-LEOPARD. We normalize the energy
breakdowns to a baseline, which does not utilize any of the LEOP-
ARD’s optimizations. In the baseline, XV computations and value
buffer memory accesses proportionally consume the highest energy
due to the lack of runtime pruning; ergo, higher average number of
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Figure 10:

bits in Q x KT Recall that the LEOPARD’s back-end unit encloses
Softmax, XV, and its associated buffer accesses. As the results show,
this unit consumes more than 65% of the total energy in the baseline
design. LEOPARD’s runtime pruning enables skipping computations
and memory accesses for inconsequential Scores during the back-
end processing, delivering 1.7x (ViT-B) to 2.5X (MemN2N) energy
savings. For these tasks, the bit-serial execution in LEOPARD along
with its early termination brings further energy savings of 1.3x (ViT-
B) to 2.3x (MemN2N) on top of runtime pruning. These additional
benefits arise from avoiding the inconsequential bit computations
in Q X K and their associated K buffer accesses.

Comparison with A3 and SpAtten. Table 2 compares the charac-
teristics and performance of HP-LEOPARD and its scaled versions
with A% and SpAtten. Compared to SpAtten, HP-LEOPARD' (HP-
LEOPARD?) delivers 3X (2.6X) improvements in GOPs / J and 1.5%
(1.7 X) improvements in GOPs / s / mm?, while both designs have
virtually no model accuracy degradation. These benefits are attrib-
uted to the LEOPARD’s higher pruning rate and to the bit-level
early compute termination. For comparison with A3, we evalu-
ate HP-LEOPARD ™ (HP-LEOPARD**), which are scaled to 40 nm
and deploy 9-bit arithmetic for Q x K. A3-Conservative deploys
heuristic approximation to minimize accuracy degradation on top
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Figure 11: Normalized LEOPARD’s average energy breakdown and the contri-
bution of runtime pruning and bit-level early termination in energy saving
(LEOPARD-P: with only pruning, and LEOPARD: pruning + bit-serial early ter-
mination) across one transformer head.

of A3-Base, which does not use approximation. HP-LEOPARD'*
(HP-LEOPARD**) achieves 1.4x (1.3x) higher energy efficiency (in
GOPs / J) and 8.8x (10.2x) area efficiency (in GOPs / s / mm?)
than A3-base. HP-LEOPARD " (HP-LEOPARD*) also provides 4.4x
(5.1x) improvements in terms of GOPs / s / mm? compared to
A3-Conservative. Although A3-Conservative provides 29% and
35% higher energy efficiency compared to HP-LEOPARD™* and HP-
LEOPARD*, respectively, this comes at the cost of visible accuracy
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Figure 13: Back-end V-PU utilization over the QK-PU parallelism (Ngk).
Nok =6 and Nok = 8 form the favorable configurations in terms of back-end
utilization in AE-LEOPARD and HP-LEOPARD, respectively.

degradation, e.g., 1.0% for MemN2N and 1.3% for BERT-Base with the
SQUAD dataset as reported in [34]. On the other hand, LEOPARD’s
carefully crafted gradient-based training balances pruning rate and
model accuracy, providing accuracy degradation of only 0.06% and
0.26% for the aforementioned models and datasets without manual
configurations for heuristic parameters.

LEOPARD accelerator layout area details. Figure 12(a) shows
the layout of LEOPARD architecture, which occupies 2.3 X 2.8 mm?,
including two tiles. The layouts are generated by meeting the design
rule check in a 65 nm process and targeting 65-75% physical density,
commonly used for the routing convenience and tape-out yield.
Figure 12-(b) reports the area breakdown, where QK-DPU takes the
largest proportion as we employ Nok QK-DPU in consideration
of the high pruning rate. This leads to 56% area occupied by the
front-end unit, which includes QK-DPU and X buffer. The on-chip
memory for K and V occupies 34% of the layout area.

5.4 Architecture Design Space Exploration

QK-PU parallelism degree. As discussed in Section 4.1, the number
of QK-DPUs (NQK) within one QK-PU exhibits a trade-off space in
designing the LEOPARD accelerator. To find the number of QK-
DPUs that balances the utilization of front-end and back-end units,
we sweep the Nog from three to 12 in Figure 13 and report the v-PU
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Figure 14: Design space exploration for the resolution (B) of bit-serial execu-
tion with respect to normalized average QK-DPU energy per Score.

utilization across the evaluated tasks. If utilization exceeds 100%
(common when Nk = 12), the back-end V-PU is over-subscribed
due to the throughput mismatch between V-PU and QK-PU. This
mismatch throttles the back-end V-PU and turns into the system
bottleneck, frequently stalling the front-end. On the other hand,
when Nok = 3, the V-PU is chronically under-utilized due to a
significant reduction in its number of computations, attributed to
front-end runtime pruning mechanism. As marked by dark green
diamonds, Nok = 8 adequately balances the V-PU utilization and the
number of front-end unit stalls. Thus, we favor this configuration for
HP-LEOPARD. The second best configuration to balance front- and
back-end utilization is Nox = 6 (marked by light green diamonds).
As such, we choose this configuration for AE-LEOPARD, which
matches the baseline chip area usage.

Bit-serial processing granularity. Figure 14 illustrates the design
space exploration for granularity of the bit-serial execution in QK-
DPU (B). This bit-level granularity creates a trade-off space, where
decreasing the B stores intermediate results at the end of each bit
processing cycle more frequently (escalating the energy). At the
same time, increasing B curtails the performance of early compute
termination due to lower resolution in stopping the computations.
To find the optimal point, we sweep the B for values of 1, 2, 4, and 12
bits and measure the average consumed energy and its breakdown
(Qx KT logic and key buffer accesses) per one output Score. All the
numbers are normalized to 12-bit processing that does not employ
any bit-serial execution. Figure 14 depicts this analysis for MemN2N
tasks (results for other models are similar) and reports the average
across all tasks. As shown, 2-bit-serial execution strikes the right
balance between energy consumption of the bit-serial computations
and the resolution of bit-level early compute termination.

6 RELATED WORK

In contrast with prior work, LEOPARD explores a distinct design
space for accelerating attention models through gradient-based
learned runtime pruning. This tight integration of pruning and
training enables LEOPARD to reduce the computation cost with
virtually zero accuracy degradation across a range of language and
vision transformer models. Building on these algorithmic insights,
we devise a bit-serial execution strategy that conservatively termi-
nates the computations as early as possible. Below, we cover the
most relevant work and position our paper with respect to it.
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Hardware-algorithm co-design for attention models. Sev-
eral algorithmic optimizations co-designed with hardware accel-
eration were proposed for efficient execution of attention mod-
els [34, 35, 60, 64, 89, 92, 96, 108]. A3 has proposed an approximation
method with a hardware accelerator to prune out the ineffectual
computations in attention. This method searches effective data dur-
ing the query X key operation in addition to another approximation
mechanism after score calculation. SpAtten [96] prunes the ineffec-
tual input tokens and heads, in addition to progressive quantization
during computations at runtime, to improve the performance and
memory bandwidth. We provide a head-to-head comparison to
these works in Section 5.3. ELSA [35] aims to address the costly
candidate search process of A3 and incorporates a user-defined
"confidence-level" parameter to find the optimal thresholds from
training statistics. EdgeBERT [92] leverages entropy-based early
exiting technique to predict the minimal number of transformer
layers that need to be executed, while the rest can be skipped. Other
works aim to address the computational cost of self-attention via
sparse matrix operation [13, 60, 64], quantization [108], and Soft-
max approximation [89]. Moreover, none of these prior designs
explored bit-level early compute termination.

Algorithmic optimizations for transformer acceleration. An-
other line of prior inquiry proposes only algorithmic optimiza-
tions to provide sparsity in computing attention models. Proposals
in [9, 19, 46, 61, 67, 74, 98, 99, 106, 107] offer static sparsity in the
attention layers to reduce its significant computational cost. Other
work [21, 22, 112] provides dynamic sparsity based on the input
samples, yet still requires full computation of the QxXT. Our pro-
posal fundamentally differs from this prior seminal work, because
it formulates the problem of pruning threshold finding as a regular-
izer to methodically co-optimize with the weight parameters of the
models, without approximation. Additionally, LEOPARD provides
architectural support to stop the attention computations as early
as possible during runtime.

Early compute-termination in DNNs. Prior work [4, 54, 56,
84] has proposed techniques to early terminate the computations
of convolution layers by leveraging the zero production feature
of ReLU for negative numbers. In contrast, this work focuses on
early termination of a fundamentally different operator, attention
in transformers, and provides unique mechanisms to enable that.
Moreover, the prior works consider zero as a fixed threshold in their
methods, but LEOPARD formulates the thresholds as a regularizer
and finds layer-wise values through gradient descent optimization
to preserve the accuracy of the models.

DNN acceleration. A large swath of work [5, 6, 15-18, 24, 26, 27,
29-33, 36-39, 44, 51, 52, 55, 57, 63, 66, 71, 73, 76—83, 85, 88, 102—
105, 111] is dedicated to accelerating DNNs. Although inspiring,
these designs do not deal with the challenges unique to the attention
mechanisms of transformers, as opposed to this work.

7 CONCLUSION

Transformers through the self-attention mechanism have triggered
an exciting new wave in machine learning, notably in Natural Lan-
guage Processing (NLP). The self-attention mechanism computes
pairwise correlations among all the words in a subtext. This task is
both compute and memory intensive and has become one of the
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key challenges in realizing the full potential of attention models.
One opportunity to slash the overheads of the self-attention mech-
anism is to limit the correlation computations to a few high score
words and computationally prune the inconsequential scores at
runtime through a thresholding mechanism. This work exclusively
formulated the threshold finding as a gradient-based optimization
problem. This formulation strikes a formal and analytical balance
between model accuracy and computation reduction. To maximize
the performance gains from thresholding, this paper also devised a
bit-serial architecture to enable an early-termination atop pruning
with no repercussions to model accuracy. These techniques syner-
gistically yield significant benefits both in terms of speedup and
energy savings across various transformer-based models on a range
of NLP and vision tasks. The application of the proposed mathemat-
ical formulation of identifying threshold values and its cohesive
integration into the training loss is broad and can potentially be
adopted across a wide range of compute reduction techniques.
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