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I. INTRODUCTION

Many fields in modern physics are faced with the challenge of trying to glean information from incompatible observables
in a system. Although this problem is most closely associated with the Heisenberg uncertainty principle in quantum
mechanics, it also commonly manifests in classical systems governed by a wave equation. As an example, consider a point
defect in a crystalline lattice that can host localized states [19]. For such a system, the most important questions are: (1)
what are the energies of the defect states, and (2) what are their spatial extents. Unfortunately, these questions correspond
to incompatible observables, as in general the Hamiltonian for a crystal, H , does not commute with the crystal’s position
operators, Xj with j = 1, 2, 3, [H,Xj ] 6= 0. Typically, this problem is approached by first finding the spectrum of H
over some suitably large volume containing a single defect to find the energies of the defect’s states. If the energy of a
defect state, |ψdef〉, is in a bulk band gap of the surrounding crystal, a measure of the location and localization of this
state can then be determined using moments of the state’s position expectation values, 〈ψdef|X

n
j |ψdef〉. However, when a

defect state’s energy is within the extent of the crystal’s bulk bands, this approach is no longer possible as any eigenstate
of the Hamiltonian associated with the defect is now a member of a large degenerate subspace. While one can always
choose an ortho-normal basis for this subspace {|ψdef〉, |ψm〉} and associate one of the basis states with the defect (m
indexes the other chosen basis states), it is always possible to construct |ψ′

def
〉 = (1/N)(|ψdef〉+

∑

m am|ψm〉), which is an
equally valid eigenstate of H . Here, N is a normalization constant and am are modal coefficients. Moreover, generically,
〈ψdef|X

n
j |ψdef〉 6= 〈ψ′

def
|Xn

j |ψ
′
def

〉, i.e., different choices of the defect’s eigenstate will yield different position expectation
values. Thus, when the defect state becomes degenerate with the surrounding bulk crystal modes, more sophisticated
techniques are required to determine its localization.

One approach for finding an approximate joint eigenspectrum between non-commuting operators is to study the
system using pseudospectral methods that do not require directly measuring any of the system’s incompatible observables
individually. Intuitively, this approach is based on constructing a single composite operator out of the various eigenvalue
problems, (Aj −λj)v, for each of the relevant non-commuting operators, Aj , and then analyzing the spectrum (or related
aspects) of this composite operator. One example of such a composite operator is the spectral localizer [29],

Lλ(A1, · · · , Ad) =

d
∑

j=1

(Aj − λj)⊗ Γj, (I.1)

which combines the underlying eigenvalue equations using a non-trivial Clifford representation, Γ†
j = Γj , Γ2

j = I, and
ΓjΓl = −ΓlΓj for j 6= l. Here, we assume that Aj are Hermitian, so that λj ∈ R and thus

λ = (λ1, · · · , λd) ∈ R
d.

We want to know if Lλ(A1, · · · , Ad) is singular, and if not, how far it deviates from singular. No matter how close the
localizer is to being singular, its spectrum can contain valuable information on a material’s topological properties [29],
including the number of Dirac or Weyl points in its spectrum at a given energy [46] or on the manner in which edge
modes propagate in the presence of strong disorder [39]. Note that there has been a subtle shift in the treatment of λj
in Eq. (I.1) as compared to its use in an eigenvalue equation. Whereas in an eigenvalue problem, (Aj − λj)v = 0, λj is
something that is calculated using a known operator (i.e., λj is a dependent variable), in a composite operator λ is better
thought of as an input (i.e., as a set of independent variables).

Even when there is no topology to study, the utility of composite operators is providing for incompatible observables
some metric for the inherent uncertainty in joint measurement given a state whose expectation in these observables is
close to λ. For example, at a given λ the localizer can be used to define the localizer gap of (A1, · · · , Ad) as

µCλ (A1, · · · , Ad) = σmin (Lλ(A1, · · · , Ad)) .

Here we use σmin(M) to denote the smallest singular value of M . (Mainly we use this in the case where M is Hermitian
and so σmin(M) is the smallest absolute value of an eigenvalue.) Finally, the localizer can be used to define the Clifford

ǫ-pseudospectrum [29, §1],

ΛCǫ (A1, · · · , Ad) = {λ | µCλ (A1, · · · , Ad) ≤ ǫ}

which is a closed subset of Rd. When ǫ = 0 this set is known simply as the Clifford spectrum. Those λ that yield small
localizer gaps correspond to joint approximate eigenvalues of (A1, · · · , Ad). Thus, the utility of composite operators and
pseudospectral methods can be understood as enabling the simultaneous, but approximate, joint measurement of many
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FIG. 1. The Clifford pseudospectrum associated to the two observables defining a basic SSH model. This is shown as the traditional
level sets and as an image with artificial color. The value of the indicator function hits zero at eight points, two of which correspond
to defect states at zero energy.

incompatible observables. Note though, that even if λ is a member of the Clifford spectrum of (A1, · · · , Ad), it does not
follow that λj is necessarily an eigenvalue of Aj .

There is a direct connection of traditional pseudospectrum [50, 51] with the Clifford pseudospectrum of two Hermitian
matrices. For a general square matrix N , its ǫ-pseudospectrum is the set

{

z ∈ C | ‖(N − z)−1‖−1 ≤ ǫ
}

with the convention that ‖Y −1‖−1 = 0 in the singular case. Again this is the spectral norm and so it is equivalent to say
the ǫ-pseudospectrum of N is the set of complex numbers where σmin(N −z) is less than ǫ. If N = A1+ iA2 for Hermitian
matrices A1 and A2, then the singular values of N − (λ1 + iλ2) equal the eigenvalues of

[

0 N † − (λ1 − iλ2)
N − (λ1 + iλ2) 0

]

=

[

0 (A1 + iA2)
† − (λ1 − iλ2)

(A1 + iA2)− (λ1 + iλ2) 0

]

= L(λ1+iλ2)(A1, A2)

we see that the ǫ-pseudospectrum of N becomes the Clifford ǫ-pseudospectrum of (A1, A2) once we identify C with R
2.

Traditionally, pseudospectra are displayed by curves indicating the boundaries of several different ǫ-pseudospectra.
These are the level curves of the function

λ 7→ µCλ (A1, · · · , Ad).

We refer to this as the indicator function for the Clifford pseudospectrum. We prefer to display the indicator function
as an image as this is closer to how most synthetic and experimental data are presented in physics. In Figure 1 we
illustrate the two-variable Clifford pseudospectrum for (X,H), the Hamiltonian and position observable for a standard
finite Su-Schrieffer-Heeger (SSH) model [49] (see, for example, [2, §1.1])
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(I.2)

with v = 0.7 and w = 1.4. This will have a defect state at each end reflecting its non-trivial K-theory.
Previously, the Clifford pseudospectrum has attracted interest due to its close connection with a system’s K-theory

[32, 33], which can be used to diagnose a material’s topological properties [3, 14, 20, 41, 55]. When the Hj are H and
Xi for a crystal, the localizer can be used to determine the crystal’s topology in all (physical) dimensions and every
symmetry class, regardless of whether the system exhibits a bulk bandgap [10]. Moreover, changes in the system’s
topology can only occur when the localizer gap closes, i.e., at λ where µCλ (A1, · · · , Ad) = 0. However, despite these
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beneficial properties of the localizer, its structure necessarily increases the computational complexity of solving for the
system’s approximate spectrum beyond the complexity of finding the Hamiltonian’s exact spectrum due to the need to
tensor the constituent operators with a Clifford representation. (This can be especially problematic in 3D systems where
an n-by-n-by-n system’s localizer has size at least 4n3-by-4n3.) The increased computational complexity of the localizer
presents two related questions: (1) Given that a wide range of physical systems do not possess non-trivial topology, is
there a composite operator which can be used to efficiently solve for approximate joint spectra? (2) Even for systems that
exhibit topological behaviors where the localizer might be necessary, can we estimate the size of the localizer gap using
the pseudospectrum of a composite operator with the same size as the system’s Hamiltonian?

Here, we establish the physical relevance of the quadratic composite operator,

Qλ(A1, · · · , Ad) =

d
∑

j=1

(Aj − λj)
2,

which can be used to calculate what is called the quadratic pseudospectrum [34]. The quadratic pseudospectrum is a
collection of sets determined by an indicator function, defined below. The value of this indicator function at λ tells us
about how small the variances in all the observables can be for a state centered at λ. By centered, we mean |ψ〉 has
expectation value λj in the jth observable. The value of the indicator function can be computed in terms of an eigenvalue
of Qλ. Moreover, we provide a bound on the maximum difference between the smallest singular values of the quadratic
composite operator and the localizer. Finally, we prove a number of results that shows the quadratic pseudospectrum is
well-behaved in a number of ways that will enable the development of efficient algorithms for its calculation.

The remainder of this paper is organized as follows. In Sec. II we provide some basic definitions and results for the
quadratic pseudospectrum. In particular, we establish the upper bound between the quadratic and Clifford pseudospectra,
proving that at λ with sufficiently large quadratic gaps, the localizer gap cannot be zero. In Sec. III we prove results
regarding the error induced by truncating the spacial extent of a physical system. In Sec. IV we provide some simple
examples using small matrices of the behavior of the quadratic and Clifford pseudospectra. In Sec. V we explain why we
cannot ignore the Clifford pseudospectrum, namely that the localizer contains K-theory while the quadratic composite
operator does not. In Sec. VI we provide some more physically motivated examples of the behavior of both pseudospectra
in physical systems with non-trivial topology. Finally, in Sec. VII we offer some concluding remarks.

II. PROPERTIES OF THE QUADRATIC PSEUDOSPECTRUM

We recall that a unit vector v in Hilbert space determines a probability distribution with respect to a Hermitian matrix
(observable) X . We do not need access to the full distribution, but only its expectation and variance. This will be enough
for us to talk in fuzzy terms about the location of a state or its approximate energy. In mathematical notation, the
expectation is

Ev[A] = 〈Av,v〉,

and the square of the variance is

∆2
vA = 〈A2v,v〉 − 〈Av,v〉2.

A more typical expression for these quantities in many fields of physics, using v = |ψ〉, would be

〈A〉ψ = 〈ψ|A|ψ〉,

and

∆2
ψA = 〈ψ|A2|ψ〉 − 〈ψ|A|ψ〉2.

If we cannot find an eigenvector and eigenvalue, we can try instead to make ‖Av − λv‖ as small as possible. This
“eigen-error” occurs naturally in mathematics so long as v is a unit vector. Assuming as well that λ is real, we compute

‖Av − λv‖
2
=

〈

A2v,v
〉

− 2λ 〈Av,v〉+ λ2 =
(

〈

A2v,v
〉

− 〈Av,v〉
2
)

+ (〈Av,v〉 − λ)
2

we are able to rewrite this expression as

‖Av − λv‖
2
= ∆2

vA+ (Ev[A]− λ)
2

(II.1)
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which is the square sum of the variance and the displacement of the expectation from what we were expecting.
As in general [Aj , Al] 6= 0, it is impossible to find exact joint eigenvectors of these operators. The quadratic

pseudospectrum instead provides a measurement of how close we can get to a joint eigenvector. The following is
built on the ideas in [44, §6]. This theorem relates physically relevant features of states to matrix computations that
allow for reasonably fast numerical algorithms.

Proposition II.1. Suppose A1, . . . , Ad are n-by-n Hermitian matrices and that λ is an element of Rd. The following

quantities are always equal:

1. the minimum of
√

√

√

√

d
∑

j=1

‖Ajv − λjv‖
2

as v ranges over all unit vectors in Cn,

2. the minimum of
√

√

√

√

d
∑

j=1

∆2
vAj +

d
∑

j=1

(Ev[Aj ]− λj)
2

as v ranges over all unit vectors in Cn,

3. the smallest singular value of

Mλ(A1, · · · , Ad) =











A1 − λ1
A2 − λ2

...
Ad − λd











, (II.2)

4. the square root of the smallest eigenvalue of Qλ(A1, · · · , Ad).

Moreover, a unit vector is a right singular vector of (II.2), iff it is an eigenvector of Qλ(A1, · · · , Ad), iff it minimizes the

quantity in (1), iff it minimizes the quantity in (2).

Proof. The equality of (1) and (2) follows from (II.1). The equality of (3) and (4) follows from

(Mλ(A1, · · · , Ad))
†Mλ(A1, · · · , Ad) = Qλ(A1, · · · , Ad)

and the fact that σmin(B
†B) = (σmin(B))2 for any matrix B. The final part of the argument uses a characterisation of

the smallest singular value of a matrix B (see [17, Thm. 8.6.1]) as

σmin(B) = min
‖v‖=1

‖Bv‖

and the routine calculation

‖Mλ(A1, · · · , Ad)v‖ =
√

∑

‖Ajv − λjv‖2.

Definition II.2. Suppose A1, . . . , Ad are Hermitian matrices in Mn(C). For every λ = (λ1, . . . , λd) in Rd we define the
quadratic gap of (A1, . . . , Ad) at λ as

µQλ (A1, . . . , Ad) = (σmin(Qλ(A1, · · · , Ad)))
1

2 .

The quadratic ǫ-pseudospectrum of (A1, . . . , Ad) is defined as the set

ΛQε (A1, · · · , Ad) = {λ | µQλ (A1, · · · , Ad) ≤ ε}.

When ǫ = 0 this set is known simply as the quadratic spectrum. We call the function

λ 7→ µQλ (A1, . . . , Ad)

the indicator function of the quadratic pseudospectrum.
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a) Level sets
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FIG. 2. The quadratic pseudospectrum associated to the two observables defining a basic SSH model. This is shown as the
traditional level sets and as an image with artificial color. The value of the indicator function is never zero.

The history of the quadradic pseudospectrum is murky. We suspect that many have considered this construction
and quickly rejected it when discovering that the quadratic spectrum of a pair of Hermitian operators is very often
empty. Indeed, the middle author has been so rash [15]. The dissertation [57] comes very close to defining the quadratic
pseudospectrum [57, §5.3]. The operator Qλ(A1, · · · , Ad) is seen there and in early work [44] on the emergent geometry
of D-branes, where it is one possible Hamiltonian for combined system of a probe and a D-brane. An examination of the
proofs in [29] will reveal that the quadratic pseudospectrum has been around but not emphasized. When looking at joint
approximate eigenvalues, as in [34] or [29] there are efficient algorithms based on the quadratic pseudospectrum for finding
joint approximate eigenvalues. On the other hand, it is very hard to calculate examples of the quadratic pseudospectrum
when working by hand. This difficulty in examining examples is probably also a contributing factor in this subject not
being explored much earlier.

Some basic results about eigenvectors can be tweaked to work with approximate eigenvectors. The following lemma
is an example, a modification of the usual fact that for Hermitian matrices, different eigenspaces are orthogonal. Notice
there is no sensible interpretation of a subspace of approximate eigenvectors for a fixed scalar. We omit the proof as it is
an easy modification of a standard short proof.

Lemma II.3. Suppose that A is a Hermitian matrix and that v and w are unit vectors and λ 6= µ are two real numbers.

Then

|〈v,w〉| ≤
‖Av − λv‖+ ‖Aw − µw‖

|λ− µ|
.

A strange thing is that the quadratic spectrum of (A1, . . . , Ad) is often the empty set. One example of this is worked
out in [15]. We find another example now by working out the quadratic pseudospectrum for the matrices from (I.2), as
illustrated in Figure 2.

We are most interested in the places where the quadratic spectrum is close to or at a local minimum value even if that
minimum is not zero. Working with Qλ we can compute examples of a unit vector v so that

d
∑

j=1

∆2
vAj +

d
∑

j=1

(Ev[Aj ]− λj)
2

is as small as possible. Notice that several lower bounds on the sum of uncertainty have been proven recently [13, 35],
but the proofs of those results do not indicate how to find unit vectors that cause the sum of uncertainty to be small.

There are instances where one should compute both the Clifford and the quadratic pseudospectra to better understand a
system. Here the relevant observables are generally the Hamiltonian and all the coordinates of position. This is especially
true in studying systems such as topological metals where only the quadratic pseudospectrum can distinguish bound states
from bulk states. As it is only the Clifford pseudospectrum that sees the K-theory, we need to understand that as well.
Our generic argument for the stability of a bound state is as follows. Places where the Clifford gap is large cannot be
closed easily by disorder. If a local invariant changes value between two such places, then even after adding some disorder

there will be a location µ between them were µCµ = 0. The next result shows us µCλ ≈ µQλ for all λ and so µQµ ≈ 0 and
there must be a state rather localized around µ, so localized in energy and position. For a topological insulator with no
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disorder, as in Figure 7, there is really no need to calculate too much beyond parts of the Clifford pseudospectrum. If a
system has heavy disorder, or is a topological metal as in Figure 10, where we extend a little the analysis from [10], a full
analysis will require looking at the Clifford and the quadratic pseudospectra and probably also the local density of states.

Proposition II.4. If A1, . . . , Ad are Hermitian matrices in Mn(C) and λ ∈ Rd then
∣

∣

∣

∣

(

µQλ (A1, . . . , Ad)
)2

−
(

µCλ (A1, . . . , Ad)
)2
∣

∣

∣

∣

≤
∑

j<k

‖[Aj , Ak]‖ . (II.3)

Proof. Since tensoring by the identity will not alter the spectrum of a matrix,

σmin

(

∑

(Aj − λj)
2
)

= σmin

(

∑

(Aj − λj)
2 ⊗ I

)

.

We also have the estimate

(Lλ(A1, · · · , Ad))
2
=

∑

(Aj − λj)
2 ⊗ I +

∑

j<k

[Aj , Ak]⊗ ΓjΓk (II.4)

and so
∥

∥

∥
(Lλ(A1, · · · , Ad))

2
−
∑

(Aj − λj)
2 ⊗ I

∥

∥

∥
≤

∑

j<k

‖[Aj , Ak]‖ .

We can again use the Lipschitz continuity of the smallest singular value and we find that
∣

∣

∣
σmin (Lλ(A1, · · · , Ad))

2
− σmin

(

∑

(Aj − λj)
2 ⊗ I

)∣

∣

∣
≤

∑

j<k

‖[Aj , Ak]‖ .

A difficulty in determining either pseudospectra of a noncommutative d-tuple is that calculating the value at one or
more values of λ does not provide much assistance in calculating the value at another value. We do, at least, have a sense

of how fast µCλ or µQλ can vary, so can limit the number of values of λ that need to be considered. We know from results
in [29, §7] that µCλ is Lipschitz with constant 1. We next show that the same is true in the quadratic case.

Proposition II.5. Suppose A1, . . . , Ad are Hermitian matrices in Mn(C). If λ,µ are two elements of Rd then
∣

∣

∣
µQλ (A1, . . . , Ad)− µQν (A1, . . . , Ad)

∣

∣

∣
≤ ‖λ− ν‖

where the norm on the right is the Euclidean norm.

Proof. It is well known that all singular values are Lipshitz in the matrix input A, so long as one uses the operator norm
to give the metric on the space of m-by-n matrices. For example, one can apply Weyl’s inequality to the eigenvalues of
the Hermitian matrix

[

0 A
A† 0

]

.

Finally,

‖Mλ(A1, · · · , Ad)−Mµ(A1, · · · , Ad)‖
2
=

∥

∥

∥

∥

∥

∥

∥







(λ1 − µ1)I
...

(λd − µd)I







∥

∥

∥

∥

∥

∥

∥

2

=

∥

∥

∥

∥

∥

∥

∥

[

(λ1 − µ1)I · · · (λd − µd)I
]







(λ1 − µ1)I
...

(λd − µd)I







∥

∥

∥

∥

∥

∥

∥

=
∥

∥

∥

(

∑

(λ1 − µ1)
2
)

I
∥

∥

∥

=
∑

(λ1 − µ1)
2.
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III. THE LOCAL NATURE OF THE QUADRATIC PSEUDOSPECTRUM

As the quadratic pseudospectrum should be relatively easier to compute numerically than its sibling, the Clifford
pseudospectrum, we want as many shortcuts and optimizations as possible for computing it. In [30] it was shown that
truncating a system spatially had little effect on the Clifford pseudospectrum, so long as the truncation happened well
away from the probe-point (x, y). Here we establish a similar bound on the effect spacial truncation can have on the
quadratic pseudospectrum.

We will assume only that the first d Hermitian matrices commute with each other. We call these Xj to suggest these
are position observables, but that is not important. The last Hermitian matrix we call H .

For simplicity, we will assume always λ = 0. We can form the Hermitian matrix

Z =
√

X2
1 + · · ·X2

d

which we can think of as Euclidean distance from the origin in the spacial coordinates. In what follows, we make the
simplifying assumption that Z is invertible. This just means that our model cannot have a site located at exactly the
origin. Since the quadratic pseudospectrum is Lipschitz in position we can easily work around this, if needed, to get
estimates that work without this assumption.

We deal with truncation in two steps. First we contemplate what can happen to the quadratic pseodospectrum at 0 if
we alter how H acts on parts of the Hilbert space far away from the origin. In particular, if we set H to act as zero out
there using some physical assumption of locality in the system being described. The second step is to deal with the effect
of excising that part of the Hilbert space where H is now acting trivially.

The first part is in the following Theorem. This will have applications beyond truncation, as it tells us that the quadratic
pseudospectrum is generally unaffected by defects far away from the the “probe” location.

Theorem III.1. Assume X1, . . . , Xd and H are Hermitian matrices of the same size, that the Xj commute with each

other, and that

Z =
√

X2
1 + · · ·X2

d

is invertible. If H0 is Hermitian and
∥

∥Z−1
(

HH0 +HH0 +H2
0

)

Z−1
∥

∥ ≤ C (III.1)

for some constant C with C < 1, then

(1− C)
1

2µQ
0
(X1, . . . , Xd, H) ≤ µQ

0
(X1, . . . , Xd, H +H0) ≤ (1 + C)

1

2µQ
0
(X1, . . . , Xd, H).

Proof. With the above definition of Z we obtain

Q0(X1, . . . , Xd, H) = Z2 +H2

and

Q0(X1, . . . , Xd, H +H0) = Z2 +H2 +HH0 +H0H +H2
0 .

Multiplying (III.1) by Z on both sides leads to

− CZ2 ≤ HH0 +HH0 +H2
0 ≤ CZ2. (III.2)

Thus

Q0(X1, . . . , Xd, H +H0) ≤ Z2 +H2 + C|Z|2

≤ (1 + C)
(

Z2 +H2
)

= (1 + C)Q0(X1, . . . , Xd, H)

and

Q0(X1, . . . , Xd, H +H0) ≥ Z2 +H2 − C|Z|2

≥ (1− C)
(

Z2 +H2
)

= (1− C)Q0(X1, . . . , Xd, H)
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so

(1 − C)Q0(X1, . . . , Xd, H) ≤ Q0(X1, . . . , Xd, H +H0) ≤ (1 + C)Q0(X1, . . . , Xd, H).

Thus we have

(1 + C)−1 (Q0(X1, . . . , Xd, H))
−1

≤ Q0(X1, . . . , Xd, H +H0)
−1

≤ (1− C)−1 (Q0(X1, . . . , Xd, H))
−1
.

This means

(1 + C)−1
∥

∥

∥
(Q0(X1, . . . , Xd, H))

−1
∥

∥

∥
≤

∥

∥Q0(X1, . . . , Xd, H +H0)
−1

∥

∥

≤ (1 − C)−1
∥

∥

∥
(Q0(X1, . . . , Xd, H))

−1
∥

∥

∥

and finally

(1 − C)
1

2

∥

∥

∥
(Q0(X1, . . . , Xd, H))−1

∥

∥

∥

− 1

2

≤
∥

∥Q0(X1, . . . , Xd, H +H0)
−1

∥

∥

− 1

2

≤ (1 + C)
1

2

∥

∥

∥
(Q0(X1, . . . , Xd, H))−1

∥

∥

∥

− 1

2

.

Theorem III.2. Assume X1, . . . , Xd are diagonal matrices and H is a Hermitian matrix, all in Mn(C), and set

Z =
√

X2
1 + · · ·X2

d .

Let Hρ denote the Hilbert subspace of Cn corresponding to standard basis vectors where Z takes value at most ρ. Let

Xρ
1 , . . . , X

ρ
d and Hρ denote the compressions to Hρ. If H acts trivially on the complement of Hρ then

Q0(X1, . . . , Xd, H) = min (ρ,Q0(X
ρ
1 , . . . , X

ρ
d , H

ρ)) .

Proof. The difference between

µQ
0
(X1, . . . , Xd, H)

and

µQ
0
(Xρ

1 , . . . , X
ρ
d , H

ρ)

is the addition of many small summands of the form

d
∑

j=1

λjΓj + 0Γd+1.

Each contributes two points to the spectrum, specifically ±
(

∑d
j=1 λj

)
1

2

.

The earlier result on the local nature of the Clifford pseudospectrum, Theorem 7.1 in [30], is not as strong as
Theorem III.1. That bound contains terms ‖[H,Xj]‖ that seem inevitable due to their appearance in Prop. II.4.
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IV. MATHEMATICAL EXAMPLES

Recall that the traditional form of the pseudospectrum arose as a way to investigate a single matrix N that is not
normal [50]. We can write N in the usual way, in terms of two Hermitian matrices

N = X + iY

where X = 1
2 (N

† +N) and Y = i
2 (N

† −N). The quadratic pseudospectrum

µQ(x,y)(X,Y ) = min
‖v‖=1

√

‖Xv − xv‖
2
+ ‖Y v − yv‖

2

looks for good approximate eigenvectors for X and Y at the same time, while the Clifford pseudospectrum

µC(x,y)(X,Y ) = min
‖v‖=1

‖Nv − (x+ iy)v‖

looks for exact and approximate eigenvectors of A which might correspond to complex eigenvalues. To see that later
claim, notice that if we select σx and σy as our Γ matrices then

L(x,y)(X,Y ) =

[

0 X − iY − (x− iy)
X + iY − (x + iy) 0

]

.

Here we use σx, σy and σz to denote the usual 2-by-2 Pauli matrices.
The traditional pseudospectrum of a non-normal matrix has been applied in physics to assist with the analysis of lossy

systems [21, 24, 36, 40, 48].

A. A 2-by-2 pair

Here we use the Pauli matrices themselves as our example, so we let

X =

[

0 1
1 0

]

and

Y =

[

0 −i
i 0

]

.

In this example,

N = X + iY =

[

0 2
0 0

]

is nilpotent. Thus the spectrum of A is just {0} ⊆ C and so the Clifford pseudospectrum of (X,Y ) has one zero, at
(0, 0) ∈ R2. This is one of the few cases for which we can easily calculate by hand both the Clifford and quadratic
pseudospectra.

We need the singular values of

N − λ =

[

−λ 2
0 −λ

]

(with λ = x+ iy) so the square roots of the eigenvalues of
[

|λ|2 + 4 −2λ
−2λ |λ|2

]

.

This has characteristic polynomial (in α)
∣

∣

∣

∣

|λ|2 + 4− α −2λ
−2λ |λ|2 − α

∣

∣

∣

∣

= α2 +
(

−2|λ|2 − 4
)

α+ |λ|4
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so the eigenvalues are

−
(

−2|λ|2 − 4
)

±

√

(−2|λ|2 − 4)2 − 4 (|λ|4)

2
= |λ|2 + 2± 2

√

|λ|2 + 1.

We want the square root of the smaller, so we have computed

µC(x,y)(X,Y ) =

√

x2 + y2 + 2− 2
√

x2 + y2 + 1.

As to the quadratic pseudospectrum of (X,Y ), we need the square root of the smallest eigenvalue of

(X − x)2 + (Y − y)2 =

[

|λ|2 + 2 −2λ
−2λ |λ|2 + 2

]

.

This has characteristic polynomial
∣

∣

∣

∣

|λ|2 + 2− α −2λ
−2λ |λ|2 + 2− α

∣

∣

∣

∣

= α2 +
(

−2|λ|2 − 4
)

α+ |λ|4 + 4|λ|2 + 4

so the eigenvalues are

−
(

−2|λ|2 − 4
)

±

√

(−2|λ|2 − 4)2 − 4 (|λ|4 + 4|λ|2 + 4)

2
= |λ|2 + 2± 2|λ|.

We want the square root of the smaller, so we have computed

µQ(x,y)(X,Y ) =

√

x2 + y2 + 2− 2
√

x2 + y2.

In this example, the Clifford pseudospectrum has minimum value of 0, attained at the one point (x, y) = (0, 0). In
contrast, the quadratic pseudospectrum has minimum value of 1 attained on the unit circle. Notice that at (0, 0) the
difference between the squares of the two pseudospectra is 2, equaling the norm of the commutator of A and B. Thus the
estimate in Proposition II.4 is the best possible, at least for the case of a pair of matrices.

It is interesting to note that the Clifford spectrum of the three Pauli spin matrices is the unit sphere, while the Clifford
spectrum of any two of them is a singleton. This is just one of the nonintuitive features of the Clifford spectrum [15].

B. A 3-by-3 pair

A slightly larger example is the pair

X =





0 1 0
1 0 1
0 1 0





and

Y =





0 1 0
1 0 0
0 0 0





corresponding to the one non-normal matrix

N = X + iY =





0 1 + i 0
1 + i 0 1
0 1 0



 .

This has eigenvalues at 0 and approximately ±(1.272 + 0.786i). Figure 3 shows the two pseudospectra for this pair of
matrices.
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FIG. 3. Both the quadratic and Clifford pseudospectra are shown for the 3-by-3 pair of matrices discussed in Sec. IV B.
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b) Quadratic near minima c) Clifford, ��
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FIG. 4. Both the quadratic and Clifford pseudospectra are shown for the 4-by-4 pair of matrices discussed in Sec. IVC where one
of the matrices is real and the other is purely imaginary.

C. A 4-by-4 pair

For a third example we let N = X + iY with

X =







−2 0 0 0
0 2 0 0
0 0 0 0
0 0 0 1







and

Y =







0 i 0 0
−i 0 i 0
0 −i 0 i
0 0 −i 0






.

Since one of our matrices is real and the other purely imaginary, this is reminiscent of a model of a 1D system in class
D [1, 43]. Thus X + iY is real, and there is a Z2 topological index related to this example, which is the sign of the
determinant of X+ iY [29] (see also Section V). In this case, the determinant is negative, which means we can expect one
or three eigenvalues on the negative part of the real axis. Figure 4 shows the two pseudospectra for this pair of matrices.
The real eigenvalues are approximately −1.7638 and 1.4400 while the complex pair is approximately 0.6619± 1.2371i.

The quadratic pseudospectrum gives a methodology to attack the problem of finding a unit vector v in R
n to minimize

‖Xv − xv‖
2
+ ‖Y v − yv‖

2

given a fixed pair (x, y) of scalars. Many related questions come to mind, such as optimizing by varying both v and
(x, y). One can also seek joint approximate eigenvectors v1, . . . ,vk for 1 < k ≤ n and perhaps require these vectors to
be orthogonal. The case when k = n is the optimization problem addressed by the JADE algorithm [7]. Moreover, when
k ≪ n it is possible to combine quadratic pseudospectrum method with JADE to get a small number of orthogonal joint
approximate eigenvectors [34]. While this may have applications in physics [37] we are content to have this paper focus
on the problems related to a single joint approximate eigenvector.
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FIG. 5. Both the Clifford and quadratic pseudospectra are shown for two small Hermitian that represent a small system in class D
with a defect induced by a phase change.

D. AB phase change in Class D

A slight variation on the last example is more relevant to topological insulators. In a tight-binding model of a 1D
system in symmetry class D we expect a position operator X that is real symmetric (even diagonal) and a Hamiltonian
H that is purely imaginary.

In this example we work with

X =



















−3.5
−2.33

−1.17
0

1.17
2.33

3.5



















and

H =



















0 1.4i
−1.4i 0 0.7i

−0.7i 0 0.7i
−0.7i 0 1.4i

−1.4i 0 0.7i
−0.7i 0 1.4i

−1.4i 0



















.

This is reminiscent of an AB phase change in the SSH model. Notice this system has an odd number of sites, in line with
previous theory [49] and experiment [38, 53].

The real matrix X + iH has a negative determinant, so it is not surprising that it has a single real eigenvalue and six
conjugate pairs of complex eigenvalues. What is remarkable is that the negative eigenvalue is at the location of the AB
phase transition, and that it is not easily moved by perturbation.

For the record: The real eigenvalue is approximately −1.1603 while the complex pairs are approximately −2.7876 ±
1.2941i and 2.8020± 1.2703i.

E. Symmetries in the pseudospectra

Many of the previous examples had apparent symmetries in both the Clifford and Quadratic pseudospectra, as
symmetries in the given matrices tend to lead to symmetries in the pseudospectra. It is hard not to see horizontal
and vertical symmetry in all the images in Figures 1 and 2. These symmetries are a manifestation of the two symmetries
in the underlying SSH systems, mirror symmetry and sublattice (chiral) symmetry. That this leads to symmetry with
both forms of pseudospectrum is then a consequence of the following theorem.

Theorem IV.1. Suppose A1, . . . , Ad are Hermitian matrices. Suppose S is a unitary matrix such that SAj = AjS for
all j except that SAd = −AdS. Then

µCλ (A1, . . . , Ad) = µCγ (A1, . . . , Ad)
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and

µQλ (A1, . . . , Ad) = µQγ (A1, . . . , Ad)

for γ = (λ1, λ2, . . . , λd−1,−λd).

Proof. Since

S(Ad − λd)
2S† = (−Ad − λd)

2 = (Ad + λd)
2

and

S(Aj − λj)
2S† = (Aj − λj)

2

for the other j we find that

SQλ(A1, . . . , Ad)S
† = Qγ(A1, . . . , Ad).

These two composite matrices are unitarily equivalent, so they have the same eigenvalues.
For the localizer, we first fix some choice of the Γj. Notice that Γ1,Γ2, . . . ,Γd−1,−Γd is also a representation of the

generators of the appropriate Clifford algebra. When d is even the complex Clifford algebra is isomorphic to M2d(C) which
means that these two representations are unitarily equivalent. Indeed, the unitary matrix R = Γ1Γ2 · · ·Γd−1 satisfies
RΓdR

† = −Γd and RΓjR
† = Γj for all other j. We now find

(S ⊗R) ((Ad − λd)⊗ Γd) (S ⊗R)† = (−Ad − λd)⊗ (−Γd) = (Ad + λd)⊗ Γd

and, for the other j,

(S ⊗R) ((Aj − λj)⊗ Γj) (S ⊗R)
†
= (Aj − λj)⊗ Γj .

Therefore

(S ⊗R)Lλ(A1, . . . , Ad) (S ⊗R)
†
= Lγ(A1, . . . , Ad)

and this tells us that the spectra of the two localizers are equal.
When d is odd, Γ1,Γ2, . . . ,Γd−1,−Γd is no longer equivalent to the original choice of matrices. However, we can still

utilize R which now gives us RΓdR
† = Γd and RΓjR

† = −Γj for all other j. Therefore

(S ⊗R)Lλ(A1, . . . , Ad) (S ⊗R)† = −Lγ(A1, . . . , Ad)

which is good enough, as we are only interested in the absolute values of the eigenvalues.

V. WHERE IS THE K-THEORY?

For all its advantages, the quadratic pseudospectrum seems to not see K-theory. There are many forms of K-theory,
the one most relevant here being the K-theory of C∗-algebras, real or complex [45, 52]. Given a C∗-algebra A, for example
the algebra of real or the algebra of complex n-by-n matrices, the various K-theory groups of A can be defined in terms
of homotopy classes of some structured class of matrices over A. Since matrices of matrices are essentially just matrices,
it is reasonable here to think of homotopy classes within some subclass of matrices.

In the case of complex matrices, one can define K0 by looking at Hermitian invertible matrices. The more standard
picture is to look at Hermitian projections, but all that is really needed is keeping a spectral gap around some fixed point.
We prefer that fixed point to be zero. Then we note that a path of invertible matrices cannot move an eigenvalue from
positive to negative. Indeed, K0(Mn(C)) is isomorphic to Z, and one can determine which element in Z is represented
by an invertible Hermitian matrix by looking at the number of positive eigenvalues it has minus the number of negative
eigenvalues (i.e. its signature).

In the case of real matrices, we can define K0 just as in the complex case, and we can define K1 by looking at all
invertible matrices. We know two real invertible matrices of the same size can be connected by a path of invertible
matrices if and only if their determinant has the same sign. Once all the formalism is sorted out, one finds this basic fact

    
Th

is 
is 

the
 au

tho
r’s

 pe
er

 re
vie

we
d, 

ac
ce

pte
d m

an
us

cri
pt.

 H
ow

ev
er

, th
e o

nli
ne

 ve
rsi

on
 of

 re
co

rd
 w

ill 
be

 di
ffe

re
nt 

fro
m 

thi
s v

er
sio

n o
nc

e i
t h

as
 be

en
 co

py
ed

ite
d a

nd
 ty

pe
se

t. 
PL

EA
SE

 C
IT

E 
TH

IS
 A

RT
IC

LE
 A

S 
DO

I:1
0.1
06
3/5
.00
98
33
6



15

leads to the isomorphism K1(Mn(R)) ∼= Z2. The group K2(Mn(R)) is a bit more exotic, being related to the Pfaffian
rather than the determinant. For details, see [6].

To get a sense of why the quadratic composite operator seems to be unable to detect K-theory, we consider the straight
path of systems with Ht as in (I.2) except now with

v = 0.7(1− t) + 1.4t

and

w = 1.4(1− t) + 0.7t.

We fix λ = (4, 0) so we are looking at zero energy and at the approximate middle in position. (Staying way from the
exact middle eliminates a mirror symmetry that confuses things.) Instead of just looking at the smallest singular value
of L(4,0)(X,Ht) and Q(4,0)(X,Ht) we look at the entire spectrum of this composite operators. For easier comparison, we
actually will plot the square root of the (positive) eigenvalues of the quadratic composite operator.

Since [Ht, X ] is not zero, and indeed has no null space, there can be no common eivenvectors for Ht and X . Thus the
quadratic pseudospectrum of (X,Ht) is never zero, and so Proposition II.1, tells us that quadratic composite operator
is never singular. Thus we are looking at a path of invertible matrices and we cannot use it to detect a change of any
topological index. See Figure 6-a.

The spectrum of the localizer, shown in Figure 6-b, is more promising. However, the upward and downward moving
eigenvalues appear as if they should somehow cancel out. We explain below that there is a symmetry here in the localizer
when d = 2 which is forcing the entire spectrum of the localizer to be symmetric about zero.

Let

Γ =























1
−1

1
−1

1
−1

1
−1























be the grading operator for which we have HtΓ = −ΓHt and XΓ = ΓX , reflecting the chiral nature of this system. Let
X̃ = X − 4I. We find

L(0,4)(X,Ht) =

[

0 X̃ − iHt

X̃ + iHt 0

]

=

[

Γ
I

]





0
((

X̃ + iHt

)

Γ
)†

(

X̃ + iHt

)

Γ 0





[

Γ
I

]†

which tells us that

α ∈ σ
(

L(0,4)(X,Ht)
)

⇐⇒ ±α ∈ σ
((

X̃ + iHt

)

Γ
)

.

Notice we are using σx and σy as the default choice of Γ matrices, for reasons we explain in Sec. IV. Also, we are using
perhaps the less-common convention in the concrete interpretation of a tensor of matrices.

We plot the spectrum of this “reduced localizer” in Figure 6-c. The details of how this spectral imbalance is a proper
K-theory invariant can be found in [32]. We mention it here to explain that the positive semidefinite nature of the
quadratic composite operator makes it immune to K-theory.

In other symmetry classes, the correct index is found using the sign of the determinant of a matrix that has real
elements. Notice here that (X̃ + iHt)Γ has real determinant and an odd number of eigenvalues passing from positive to
negative would have been reflected in the sign of the determinant. We will look at another small example in the next
section that corresponds to a symmetry class where the expected index is Z2 index that can be found using the sign of a
determinant of a similar matrix. The details of why this index is a reasonable index are more complicated [16]. Again,
the fact that the quadratic composite operator is positive means its determinant is stuck being positive, so cannot detect
this sort of invariant either.
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FIG. 6. We work along a path from a trivial system at t = 0 to a topological system at t = 1. In (a) we look at the full spectrum
of the quadratic composite operator, fixing λ = (4, 0). In (b) we show the spectrum of the localizer. In (c) we show the spectrum
of the reduced localizer, ((X − 4) + iHt)Γ.

VI. EDGE AND BULK STATES

Next we look at examples of the quadratic spectrum for matrices that represent observables in a physically interesting
system. Although our analysis begins with a general two-dimensional lattice, we will later specialize to a specific model
that consists of half of the low-energy tight-binding model for HgTe [22, 23, 42], where the two spin sectors are decoupled.

In a general 2D lattice, there are three observables, the Hamiltonian H and matrices X and Y representing position.
We make the specific choice for the Γ matrices for the Clifford representation to be the Pauli spin matrices. Now the
localizer takes the form

L(x,y,E)(X,Y,H) = (X − x)⊗ σx + (Y − y)⊗ σy + (H − E)⊗ σz

=

[

H − E X − iY − (x− iy)
X + iY − (x+ iy) −H + E

]

.

We also can assume that X and Y commute, so (II.4) becomes

(

L(x,y,E)(X,Y,H)
)2

= Q(x,y,E)(X,Y,H)⊗ I +

[

0 [H,X + iY ]

([H,X + iY ])† 0

]

(VI.1)

and (II.3) becomes
∣

∣

∣

∣

(

µQλ (X,Y,H)
)2

−
(

µCλ (X,Y,H)
)2
∣

∣

∣

∣

≤ ‖[H,X + iY ]‖ . (VI.2)

The units for H and for X and Y are not necessarily compatible, so we must introduce a constant κ that represents
changing units for measuring position. Mathematically this just means we compute joint pseudospectra of (κX, κY,H). If
κ is too close to zero the pseudospectra will only really see the system’s energy spectrum. If κ is too large the pseudospectra
will only really see position information.

We illustrate the quadratic and Clifford pseudospectra using the Qi-Wu-Zhang (QWZ) model, a standard model of a
Chern insulator [42]. The real-space tight-binding model for this lattice consists of a square lattice with a copy of C2 at
each site, i.e., a system with two orbitals per lattice site. That is, our Hilbert space is ℓ2(Z2) ⊗ C2. Thus, our default
lattice constant is 1 so working with κX and κY resets the lattice constant to κ in units of the Hamiltonian (in this case,
energy). The QWZ tight-binding Hamiltonian is

H = −2t
∑

mx

∑

my

(

|mx + 1,my〉〈mx,my| ⊗
σz + iσx

2
+ h.c.

)

− 2t
∑

mx

∑

my

(

|mx,my + 1〉〈mx,my| ⊗
σz + iσy

2
+ h.c.

)

+ 2t
∑

mx

∑

my

|mx,my〉〈mx,my| ⊗ σz , (VI.3)
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FIG. 7. Here we look at slices of both flavors of pseudospectra for a very standard Chern insulator model. This is the same model
as used in [29, 31] and is here on 20-by-20 lattice. The lattice unit here is set to 0.5 so the model has x and y coordinates in the
range −5 to 5. The spectral gap in the bulk Hamiltonian is roughly between −1 and 1.

where t = 1 is the coefficient that sets the scale for the couplings and |mx,my〉 indexes the lattice site at mx,my. Given
the ratio of the on-site energy to the couplings, this particular QWZ lattice is in a non-trivial topological phase with
Chern number C = −1 [2], and this choice of parameters is chosen to match with the study involving the Bott index in
[31]. This lattice’s bulk spectrum is the two intervals between ±1 and ±6.

We impose open boundary conditions and first look at a small system, just 20-by-20 sites. Since ‖[H,X + iY ]‖ ≈ 2.79
we expect that unless we set κ to be well less than 1 there will be significant differences between the two pseudospectra.
We also do not want κ ≈ 0 since that would cause both pseudospectra to just reflect the system’s energy spectrum.
In Figure 7 we use κ = 0.5. The Clifford pseudospectrum goes to zero near the boundary when at zero energy; this
is expected, as it is only when an eigenvalue of the localizer crosses zero that we can see a change in index [29]. The
quadratic pseudospectrum stays relatively large, but still bounded by Eq. (VI.2).

Looking at smaller κ will tell us more about edge states that are really localized in energy. However, we need to look
to a larger system to avoid the bulk blending into the edges. In Figure 8 we use κ = 0.05 while examining a 100-by-100
lattice. The two pseudospectra are now much closer to each other.

For every choice of x, y and κ that leads to small value of µQ(x,y,0)(κX, κY,H) there is an associated unit vector v. This

can be easily computed as an eigenvector of Qλ(κX, κY,H) or as a right singular vector of





κ(X − x)
κ(Y − y)
H − E





as in Prop. II.1. Figure 9 shows the nature of this state for (x, y, E) = (49, 0, 0), which represents a point in the middle
of the bottom of the lattice, slightly in from the edge. The system is centered at 0 and extends in both directions from
−49.5 to +49.5. This state is computed for various values of κ. As expected, smaller κ results in better localization in
energy and more dispersion in position.
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FIG. 8. Here we look at slices of both flavors of pseudospectra for a very standard Chern insulator model. This is the same model
as used in [29, 31] and is here on 100-by-100 lattice. The lattice unit here is set to 0.05 so the model has x and y coordinates in the
range −2.5 to 2.5.

Pseudospectral techniques hold promise in the study of topological photonic systems since they can detect K-theory
even when a complete band gap does not exist [10]. For example, one can look at a photonic Chern metal, as in [11].

A. Boundary states degenerate with the bulk spectrum

The quadratic pseudospectrum can also be used to identify localized states (or localized quasi-modes with finite lifetimes)
amidst the background of a degenerate bulk spectrum. To demonstrate this feature, we use a model of a higher-order
topological metal that can exhibit localized corner states despite these states being within the spectral extent of the
system’s bulk bands [4, 9, 10]. This lattice’s real-space tight-binding description consists of a square lattice with four sites
within each unit cell,

H = −tin
∑

mx,my

(|mx,my, 2〉〈mx,my, 1|+ |mx,my, 3〉〈mx,my, 2|+

+|mx,my, 4〉〈mx,my, 3|+ |mx,my, 1〉〈mx,my, 4|+ h.c.)

− tout

∑

mx,my

(|mx − 1,my, 2〉〈mx,my, 1|+ |mx,my − 1, 4〉〈mx,my, 1|+

+|mx,my − 1, 3〉〈mx,my, 2|+ |mx − 1,my, 3〉〈mx,my, 4|+ h.c.) , (VI.4)

that are coupled together so as to obey chiral symmetry. Here, tin and tout are the within and between unit cell coupling
strengths, respectively, while the final index, α in the states |mx,my, α〉 denotes the specific site within each unit cell.

Previously, the higher-order topological metal lattice has been shown to exhibit topological corner-localized states at
E = 0 that are robust to system perturbations, even in the absence of a bulk band gap at E = 0 [10], see also Fig. 10a-c.
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FIG. 9. Edge states for a Chern insulator found with different values of κ in the Quadratic pseudospectra. Each panel shows the
distribution (large plot) in space and the distribution in energy (small plat) for a state selected as an eigenvalue of Qλ(κX, κY,H)
for a fixed value of λ = (x, y, E) = (49, 0, 0) as κ varies.

Here, we instead focus on how the quadratic pseudospectrum can identify the corner-localized states, Fig. 10d-f, despite
the degenerate background. In particular, by choosing λ to be at one of the lattice’s corners and at E = 0, the eigenstate
corresponding to the smallest eigenvalue of Qλ(X,Y,H) very closely resembles a corner eigenstate that can be found in
the lattice’s degenerate subspace at E = 0, see Fig. 10e. In contrast, choosing λ to be at the lattice’s center (and still at
E = 0) yields an eigenstate of Qλ(X,Y,H) that is a superposition of bulk modes (eigenstates of H) localized near λ in
both position and energy, see Fig. 10f.

VII. CONCLUSION

In conclusion, we have established the necessary definitions and theorems for both understanding the utility of the
quadratic composite operator and quadratic pseudospectrum in physical systems, as well as the relationship between the
quadratic and Clifford pseudospectra. Moreover, we have proven that the quadratic pseudospectrum is local, which has
two important consequences. First, the numerical difficultly in calculating the quadratic pseudospectrum plateaus beyond
a certain system size, where the error in the calculation incurred through the truncation becomes negligible. Second, this
provides us a new tool to related bound states in a large system to bound states in a more easily understood truncated
system. This was already possible using the truncation bound known for the localizer in [30], but the bounds in Sect. III
are simpler.

On a more fundamental level, the quadratic composite operator and pseudospectrum represent the most straightforward
method for approaching systems with incompatible observables, as it both minimizes the eigen-error in the joint
approximate spectrum and does not increase the computational complexity of the system. If the system is suspected of
possessing non-trivial K-theory, this can then be calculated using the localizer where the quadratic gap is maximized,
which will typically coincide with large localizer gaps due to Prop. II.4. Similarly, any topological boundary-localized
states that exist in systems with non-trivial K-theory in their bulk can also be found near minima in the system’s
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FIG. 10. (a) Bulk band structure for a higher-order topological metal with tin = 1 and tout = 3. (b) Local density of states at
E = 0 for a finite higher-order topological metal with 30-by-30 unit cells. (c) Clifford pseudospectrum for this system at E = 0 and
κ = 0.1. (d) Quadratic pseudospectrum for this system at E = 0 and κ = 0.1. (e) (left) Spatial distribution of the real part of the
eigenstate of Qλ(κX, κY,H) corresponding to its minimal singular value, for λ chosen to be in the system’s upper right corner and
at E = 0. (right) Distribution in energy of the eigenstate. (f) Similar to (e), except for λ chosen to be in the system’s center.

quadratic gap. In particular, this may be especially relevant for studying systems whose topology is not yet known to be
connected to another pseudospectra, such as non-Hermitian systems that are known to possess non-trivial topology both
theoretically [5, 12, 18, 26–28, 47, 54, 56] and experimentally [8, 25, 53, 58].
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