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Abstract—The lack of high fidelity and publicly available
longitudinal children face datasets is one of the main limiting
factors in the development of face recognition systems for
children. In this work, we introduce the Young Face Aging (YFA)
dataset for analyzing the performance of face recognition systems
over short age-gaps in children. We expand previous work by
comparing YFA with several publicly available cross-age adult
datasets to quantify the effects of short age-gap in adults and
children. Our analysis confirms a statistically significant and
matcher independent decaying relationship between the match
scores of ArcFace-Focal, MagFace, and Facenet matchers and the
age-gap between the gallery and probe images in children, even
at the short age-gap of 6 months. However, our result indicates
that the low verification performance reported in previous work
might be due to the intra-class structure of the matcher and the
lower quality of the samples. Our experiment using YFA and a
state-of-the-art, quality-aware face matcher (MagFace) indicates
98.3% and 94.9% TAR at 0.1% FAR over 6 and 36 Months
age-gaps, respectively, suggesting that face recognition may be
feasible for children for age-gaps of up to three years.

Index Terms—Deep Face Recognition, Children Face Recogni-
tion, Age Progression, Effects of Aging.

I. INTRODUCTION

Aging is a natural part of every human’s life. However,
this natural and unavoidable process is an obstacle in per-
forming automatic face recognition across ages. For most face
recognition applications, it is expected that the time between
enrollment and matching may be many months or years. In
Face Recognition (FR) systems, the within-identity variation
can be due to subjects’ pose, illumination, expressions and
aging [2]. Previous work on FR systems suggest that aging is
one of the most significant sources of within-identity variation
[2]-[4]. Additionally, unlike other sources of within-identity
variation such as lighting or pose, aging is inevitable and
cannot be controlled during the image acquisition phase. The
current state of the art FR systems rely on deep convolutional
neural network (CNNs)-based FR systems perform very well
across different poses, illumination, and expressions ie., in
the wild environment [5], [6]. However, such systems are still
susceptible to issues related to aging and suffer more than
10% drop in accuracy when evaluated at large age gaps [7].
The recent NIST Face Recognition Vendor Test (FRVT) also
identified age-related degradation in the performance of all
the evaluated algorithms over large age gaps in adults [6].
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Fig. 1. Age progression of a subject in YFA: a) template b) 12 months, c)
24 months, d) 36 months. Best viewed in color
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Fig. 2. Age progression in the average of YFA samples: a) Avg. of samples
younger than 6 years old b) Avg. of 6 to 8 years old samples , c) Avg. of 9
to 11 years old samples d) Avg. of 12 to 14 years old samples. Best viewed
in color
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Currently, several publicly available and longitudinal datasets
are available to researchers to facilitate the development of
cross-age face recognition systems in adults [4], [7]-[10].
However, aging in children is physiologically different. The
preponderance of aging in adults is due to soft tissue changes
i.e. skin texture, wrinkles [11]. On the other hand, aging in
children involves a non-linear cranial growth, i.e changes in
the bone structure of the skull that changes the appearance of
the face [12], [13]. As a result, face recognition in children
requires special considerations, and models developed on
adults may not always be applicable to children.

Several previous work aimed to quantify the effects of aging
in state-of-the-art children face recognition systems. Ricanek
et al. developed In-The-Wild Child Celebrity (IWCC) - a
dataset of 1705 images from 304 subjects from 5 to 32 years
old. Authors investigated the performance of several hand-
crafted FR algorithms and reported a low performance of
37% True Accept Rate (TAR) at 1% False Accept Rate (FAR)
[13]. Ramanathan et al. showed that transforming the images
using a non-linear craniofacial growth model can improve
the performance of eigenface model in the FGNET dataset
[12]. Srinivas et al identified the differential performance
in several COTS and open-source face recognition models



| Datasets || # Subjects | # Samples | # Images/Subject | Age (Years) [ Age Gap | Environment |
CACD-VS [8] 4,000 Pairs 8,000 N.A. 10 - 60+ 0-10 In the Wild
AgeDB [9] 568 16,488 29.0 1-101 0-90 In the Wild
MORPH-1I [4] 13,000 55,133 4.1 16 - 77 0-5 Controlled
LAG [10] 1,010 3.828 3.8 N.A. Child to Adult In the Wild
YFA (Ours) 231 2293 0.9 3-14 0-3 Controlled

TABLE 1
SUMMARY OF THE CROSS-AGE FACE RECOGNITION DATASETS USED IN THIS WORK.

between adults and children using in the wild datasets, where
the best performing model achieved 0.782 TAR at 0.01% FAR
[14]. However, due to the use of COTS matchers, this work
does not provide any details on the underlying algorithms or
factors behind the low performance in children. Deb et al.
introduced Children Longitudinal Face (CLF) dataset. CLF
contains 3682 images from 919 West Asian children between
2 to 18 years old, with minimum age-gap of 2 years and
maximum age gap of 7 Years. The dataset is captured at
354x472 pixels and has challenging variations in terms of
pose, illumination, expression, and obstructions [15]. Authors
evaluated the verification performance of an open source
version of the Facenet matcher [16] trained on MS-Celeb
[17] and reported a 43.87% TAR at 0.01% FAR. After fine
tuning the Facenet matcher with another private children
dataset, the verification performance improved to 57.7% TAR
at 0.01% FAR. Additionally, authors developed a statistical
model for the changes in the genuine comparison scores based
on covariates such as age-gap, enrolment age, and gender
of the subjects. To the best of our knowledge, [18] is the
only previous work that is carried out using an operational
high quality, and controlled dataset. Authors evaluated the
performance of the NeoFace 3.1 commercial face recognition
algorithm over a large and controlled dataset with more than
3M samples from children under 17 years old. However, their
experiment using a fixed threshold based on 0.1% False Match
Rate (FMR) operational point in adults, respectively lead to
FAR of 1.3%, 1%, and 0.7% at 91.8%, 93.1% and 95.2%
TAR for four, five and six years old children at age-gap of
three years. Given the relatively higher performance observed
in a single COTS matcher using high quality data [18] and
lower performance reported using uncontrolled in-the-wild
data (lower quality) [12]-[15], it is difficult to disentangle the
effects of aging from other within-identity factors affecting
the performance of face matchers. Additionally, it is not clear
how recent advanced face matchers designed to curtail the
within-identity factors [19]-[21] would perform using high
quality data and what factors affect their performance. This
is important as many applications, e.g., benefit distribution,
border security, etc., rely on high quality photos such as
passports.

In this work, we present the Young Face Aging (YFA)
dataset. YFA samples are captured under consistent indoor
lighting, expression, and pose. Figures 1 and 2 respectively
depict the age progression of an individual and the average of
subjects over YFA. The controlled image acquisition environ-

ment of the YFA allows us to better disentangle the effects of
aging from other within-identity variations. Additionally, YFA
extends the previous work by capturing the subjects at a higher
frequency (every 6 months). We utilized YFA in conjunction
with CACD-VS [8], AgeDB [9], LAG [10], and Morph-II [4]
cross-age adult datasets to provide a comprehensive analysis of
the biometric performance of Facenet, VGGFace, VGGFace2,
ArcFace, ArcFace-Focal, and MagFace face recognition mod-
els in both adults and children.

We evaluated the verification performance of Facenet [16],
VGGFace [22], VGGFace2 [23], ArcFace [19], ArcFace-Focal
[20], and MagFace [21] models using the YFA dataset. Our
result confirms that degradation of performance observed in
previous work using the older models even in a short age-
gap of 6 month. However, contrary to previous work using
in-the-wild datasets, our result indicates that a combination of
a quality-aware face recognition model such as Magface and
high-quality samples (YFA) can result in a high TAR of 98.3%
(after one year) and 94.9% (after 3 years) at FAR of 0.1%.

Additionally, we evaluated the impact of age-gap, enrolment
age, and gender using Linear Mixed Effect (LME) modeling.
Our analysis respectively indicates an estimated decrease
in the MS, due to age-gap of —0.033 &+ 0.003 (approx),
—0.042+0.003 (approx), and —0.0284-0.002 (approx) per year
for Magface, Arcface-Focal, and Facenet-V1 face recognition
models. Our analysis did not find consistent and matcher
independent relationships between match score and enrolment
age or gender in YFA.

Finally, we utilize the BEAT platform [24] to make the YFA
the first publicly available longitudinal, high resolution and
controlled children face aging dataset. The BEAT platform
allows the research community to utilize the YFA while
preserving the privacy of the subjects.

II. METHODOLOGY

We believe explaining the effects of short age-gap in
children is more meaningful in comparison to other datasets
that include just adults or adults/children. Consequently, we
utilized five cross-age adult datasets with different age gaps
and the same pre-processing as YFA to adequately present the
performance of the evaluated face matchers. This allows us
to compare the impact of aging in children face recognition
with respect to short/long aging in adults. Subsequently, we
use Linear Mixed-Effect (LME) models [25] to investigate the
influence of enrolment age, age-gap, and gender on the match
score of children FR systems. The rest of this section provides



Face Matchers Datasets
Matcher | Training Dataset | Input size | #Features | CACD-VS [ MORPH-II | AgeDB [ LAG* | YFA
Facenet-V1 [16] MS-Celeb [17] 160 x 160 128 0.944 0.970 0.484 0.105 0.708
Facenet-V2 [16] VGG-Face2 [23] | 160 x 160 | 512 0.586 0.708 — — 0.293
VGGFace [22] LFW [3] 224 x 224 | 4096 0.396 0.215 — — 0.312
VGGFace2 [23] VGG-Face2 [23] | 224 x 224 | 512 0.549 0.526 0.195 0.081 0.331
ArcFace [19] MSIMV2 [19] 112 x 112 | 512 0.770 0.968 0.379 0.231 0.772
ArcFace-Focal [20] | MSIMV2 [19] 112 x 112 | 512 0.964 0.989 0.681 0.297 0.854
MagFace [21] MSIMV2 [19] 112 x 112 | 512 0.832 0.968 0.402 0.242 0.933
TABLE 1T
FACE MATCHER DESCRIPTION INCLUDING TRAINING DATASET, INPUT SIZE, AND # FEATURES (LEFT FOUR COLUMNS). VERIFICATION PERFORMANCE
(TAR AT 0.01% FAR) (RIGHT FIVE COLUMNS). "—" INDICATES THAT THE MATCHER DID NOT ACHIEVE 0.01% FAR. "*” THE VERIFICATION OF

PERFORMANCE FOR THE LAG DATASET IS CALCULATED USING ONLY YOUNG TO ADULT GENUINE COMPARISONS.

a brief overview of the datasets and face matchers used in this
work.

A. Cross-Age Datasets

In this section, we present a brief overview of the cross-age
datasets used in this work. Table I summarizes the attributes
of the datasets.

1) CACD_VS: The Verification Section of the Cross-Age
Celebrity Dataset (CACD-VS) contains 2000 mated, 2000
non-mated pairs for 2000 celebrities. CACD_VS is annotated
by human annotators to confirm the correct identity [8].

2) MORPH-II: The academic MORPH dataset is a non-
commercial longitudinal and controlled dataset collected over
5 years (2003 - 2007). The average number of images per
individual is 4.1 with an average of 164 days between the
captures [4]. This dataset is used to evaluate the performance
of short age-gap (up to 5 years) in adults.

3) AgeDB: AgeDB is in-the-wild cross-age dataset with
large maximum age gap of 90 years. Samples in AgeDB are
manually collected by humans as opposed to other automat-
ically gathered datasets. This dataset provides 183 samples
from 109 children under 16. As a result, AgeDB can provide
us with both adult and children samples [9].

4) Large Age Gap (LAG): This dataset does not provide
accurate age labels. However, each subject has at least one
sample denoted by authors as “child/young” and multiple
samples denoted as adults. As a result, LAG can be used to
represent the performance of matchers in a very challenging
task of large age-gap face recognition between children and
adults.

B. Young Face Aging (YFA) dataset

Young Face Aging (YFA) dataset contains 2293 samples
from 231 subjects collected in a controlled environment with
a time-lapse of 6 months over the period of 3 years. Figure 3
depicts the statistics of the YFA. Samples are captured from
3-14 years old children. The research team collaborates with
the local elementary and middle school to identify and enroll
subjects for voluntary participation, in accordance with an
approved IRB protocol. Images are captured using a DSLR
camera at the resolution of 3648 by 5472 pixels. The image
acquisition is carried out with consistent indoor lighting,
natural expression, and minimal variation in the subject’s pose.

Each subject is captured at least twice during each session.
The Year of birth (or grade if the year is unavailable) for each
subject is recorded during the enrolment process and has been
used to record the age at subsequent acquisitions. YFA has a
maximum age-gap of 3 years with 135 out of 231 subjects
(58%) reaching the maximum age gap in the dataset. The
average number of samples per subject is 9.92. Most subjects
are of Caucasian background; however, YFA does not provide
self-reported ethnicity labels. YFA is balanced in terms of
gender (117 Female, 114 Male), 2096 samples have no glasses
(91.4%), while 197 samples have glasses (8.6%).
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C. Face Detection and Recognition Models

We utilize the same face detection and processing pipeline
on all the evaluated datasets to reduce the effects of the pre-
processing on the performance of the evaluated matchers. All
the images are processed using the MTCNN face detection
model [26] to detect and align the face. We enforce a very tight
crop around the face to minimize the effects of background
noise. Subsequently each cropped face has been resized to the
input requirements of each specific matcher. We evaluated the
verification performance of each dataset using two versions
of the open source implementation of the Facenet matcher!
(Facenet-V1 is trained using centerloss while Facenet-V2 is
trained using softmax loss [27]), VGGFace? [22], VGGFace2?
[23], Arcface* [19], Arcface-Focal® [20], and MagFace® [21]
matchers.
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[ Model [ FAR [ Threshold [ AT =6M | AT=12M | AT =18M | AT =24M | AT =30M | AT =36M |
Facenct-V 1 0.1% 0.630 958 048 0235 843 827 76.0
Facenet-V 1 001% | 0.82 856 80.1 74.5 648 57.0 34
ArcFace 0.1% 0474 87.6 881 853 843 86.3 811
ArcFace 001% | 0.5% 8.0 7838 78.1 743 756 699
ArcFaceFocal || 0.1% 0532 976 083 954 027 3.1 916
ArcFaceFocal || 0.01% | 0.630 03 915 87.0 795 78.5 728
MagFace 0.1% 0.453 98.2 983 98.0 972 97.3 919
MagFace 001% | 0549 96.9 95.2 93.2 91.6 2.9 847

TABLE 11l

VERIFICATION PERFORMANCE (TAR AT 0.01% AND 0.1% FAR) oF FACENET-V 1, ARCFACE, ARCFACE-FoCAL, AND MAGFACE MODELS FOR
INCREASING AGE-GAP (6-36 MONTHS) BETWEEN ENROLLMENT AND QUERY SAMPLES IN YFA DATASET.

| Morph-IT |
| Variable || Parameter | MagFace (Est + SE) || ArcFace-Focal (Est+SE) [| Facenet-VI (Est £ SE) |
Intercept Bo 0.700 & 0.002*** 0.796 & 0.002*** 0.862 4+ 0.001***
AT £ —0.11 4 0.000*** —0.010 £ 0.000*** —0.008 £ 0.000***
EA B2 0.000 & 0.000%** 0.000 £+ 0.000N S —0.000 £+ —0.000%
G B3 —0.010 &+ 0.002*** —0.038 £+ 0.002%** —0.025 £ 0.002***
| AgeDB - Adults
Intercept Bo 0.374 4 0.004*** 0.512 £ 0.006*** 0.649 4 0.002***
AT £ —0.004 &+ 0.000*** —0.004 £ 0.000*** —0.005 £ 0.001***
EA B2 0.001 & 0.000%** 0.001 & 0.000*** 0.001 4 0.000%**
G B3 —0.007 £ 0.004N S —0.005 £ 0.003N S —0.004 £ 0.00TN S
| AgeDB - Young
Intercept Bo 0.439 4 0.045*** 0.412 £ 0.053*** 0.698 4 0.042%**
AT £ —0.022 £+ 0.004*** —0.024 £ 0.005%** —0.026 £ 0.004***
EA B2 —0.000 &+ 0.002N S 0.008 & 0.002** 0.001 &+ 0.002N S
G B3 —0.055 £ 0.029N S —0.077 £ 0.037* —0.075 £+ 0.031*
| Young Face Aging (YFA)
Intercept Bo 0.745 4+ 0.018*** 0.757 £ 0.018*** 0.8907 4+ 0.012***
AT £ —0.033 & 0.003*** —0.042 £+ 0.003*** —0.028 £ 0.002***
EA B2 0.000 &+ 0.002N S 0.006 & 0.002** —0.001 £ 0.000N S
G B3 0.003 & 0.010N S —0.010 £ 0.011N S —0.002 £ 0.007TN S
TABLE IV
FIXED EFFECTS OF THE FACENET-V 1, ARCFACE-FOCAL, AND MAGFACE MODELS EVALUATED ON THE MORPH-II, AGE-DB, AND YFA DATASETS.
SIGNIFICANCE CODE: 0 “**%* 0,001 “*** 0.01 “* 0.05 “.” 0.1 *” 1 ; ¥** INDICATES P-VALUE BETWEEN 0 AND 0.001 WITH SIGNIFICANCE LEVEL 0.001

AND SO ON. EsT.: ESTIMATE, SE: STANDARD ERROR, NS: NOT SIGNIFICANT

ITI. RESULTS AND DISCUSSION

In this work, we evaluated all the possible mated pairs in
Morph-II, AgeDB, and YFA datasets to construct a genuine
distribution, while randomly selecting 1000 non-mated pairs
for each sample to construct an imposter distribution in each
dataset. In LAG dataset, we only evaluated the very challeng-
ing mated pairs between children and adults to represent the
performance of the matchers in the children to adult large
age-gap face verification task. The verification performance of
CACD-VS dataset is evaluated using the positive and negative
pairs presented in the dataset. Table II illustrates the TAR of
the Facenet-V 1, Facenet-V2, VGGFace, VGGFace2, ArcFace,
ArcFace-Focal, and MagFace matchers at 0.01% FAR. We can
observe that MagFace, ArcFace, ArcFace-Focal, and Facenet-
V1 matchers are outperforming the softmax based Facenet-V2,
VGGFace and VGGFace2 matchers. This pattern is due to the
discriminative nature (within-identity compactness) of these
matchers vs the separable features observed in the softmax
based matchers [27]. As a result, we focus on the performance

of these discriminative matchers for the rest of this work.

We first evaluate each matcher on CACD_VS, Morph-II,
AgeDB, and LAG datasets to paint a picture of the cross-age
verification performance of the state-of-the-art FR matchers.
Our tests demonstrate a high TAR for all four matchers
in the controlled and short age-gap adult dataset (MORPH-
II). The best performing matcher (ArcFace-Focal) achieves
08.9% TAR at 0.01% FAR in this dataset. However, extending
the verification task beyond short age-gap and controlled
acquisition environment (CACD-VS and AgeDB), results in
a decrease in the performance of all four matchers. By
extending the maximum age-gap from 5 (Morph-II) to 10
years (CACD_VS), we observe that while ArcFace-Focal and
Facenet-V1 respectively maintain high TARs of 96.4% and
94.4%, ArcFace and MagFace respectively suffer from 19.8%
and 13.6% drop in their TAR at 0.01% FAR.

Further increasing the age-gaps up to the maximum of 90
years (AgeDB), results in 46.0%, 58.9%, 30.8%, and 56.6%
drop in the respective TARs of Facenet-V1, ArcFace, ArcFace-
Focal and MagFace at 0.01% FAR. We observe that ArcFace-



Focal shows more tolerance to larger age gaps in Agedb and
considerably outperforms the next best matcher (Facenet-v1)
by 19.7% TAR at 0.01% FAR. Finally, the LAG dataset allows
us to extend the large age-gap verification task to the most
challenging case of children to adult matching. Interestingly,
in this case, we even observe a sharp drop (38.4%) in the TAR
of ArcFace-Focal in addition to all other matchers. Our results
suggest that none of the evaluated matchers could perform well
in children to adult large age-gap verification in-the-wild.

Our result indicates a lower performance in the four top
performing matchers in YFA (short age-gap, children) with
respect to that of Morph-II (short age-gap, adults) confirming
the challenging nature of the child face recognition. However,
while ArcFace-Focal, ArcFace, and Facenet-V1 respectively
show 13.5%, 19.6% and 26.2% drop in the TAR at 0.01%
FAR, Magface only suffers from 3.5% reduction in TAR and
achieves 93.3% TAR at 0.01% FAR. We believe this higher
verification performance is due to the quality-aware structure
of the Magface within-identity distributions [21].

The Facenet-V1 matcher respectively achieves 67.9% and
34.7% TAR at 0.01% FPR with 1 and 3 years of age-gap on
CLF dataset [15]. This matcher achieves 80.1% and 43.4%
TAR at 0.01% FPR at 1 and 3 years age-gap in YFA dataset.
This increase in the performance might be due to the higher
quality and controlled image acquisition environment of YFA
or the difference between the ethnicity of subjects in YFA and
CLF datasets. Furthermore, Table III illustrates the TAR as a
function of age-gap for the top four best performing matchers
in YFA dataset. Our result confirms the previously identified
downward trend in the TAR of Facenet-V1 matcher [15].
Additionally, Table III also reveals a noticeable degradation in
the TAR even at age-gap of 6 months for Facenet-V1, ArcFace
and ArcFace-Focal. For instance, the second-best performing
matcher (ArcFace-Focal) shows 1.3%, 3.6%, 8.4%, 1.0%, and
5.7% drops in TAR at 0.01% FAR over the increasing age-
gaps of 6 to 36 months. However, contrary to previous work,
we observe that this reduction is not substantial in MagFace.
For instance, we only observe a 0.9% drop in the TAR at
0.1% FAR over a 30 month age-gap, suggesting that accurate
children face recognition may be practical using high-quality
samples and quality-aware matchers for up to 3 years.

A. Match Score Modeling

In this work, we utilize Linear Mixed Effect (LME) models
to investigate the influence of factors affecting the Match
Score (MS) of FR systems in children. LME models can be
effectively applied to the multilevel analysis of longitudinal
data [25]. Such models can represent the variations observed
in biometric systems as a combination of fixed and random
effects, where the fixed effects represent the effects of explana-
tory variables on the inter-subject variations of the observed
variable, while random effects quantify the intra-subject vari-
ations. Such characteristics make the LME models a viable
candidate for modeling the changes in the MS of biometric
systems using longitudinal data [15], [28]. We present and
evaluate an LME model using the same explanatory variables

proposed in [15]. This model considers Enrolment Age (EA),
age-gap between the enrolment and query (AT), and Gender
(G) as explanatory variables. Equation 1 presents our model
to predict the MS of the children FR systems. Where,

MS ~ By + B1AT + o EA + B3G + by,

(1)
+b1: AT + by G

o [ is the fixed regression coefficient for corresponding
parameter, k.

o byg; is the random regression coefficient for corresponding
parameter, k, for subject, i.

o o+ bo; is the sum of fixed and subject specific random
intercept corresponding to the initial state.

o By + by; is the subject specific (i) gradient for the
corresponding parameter k.

o AT denotes the age-gap between enrollment and query
samples in years. AT has been considered for both fixed
and random effects to account for possible variability in
MS due to both intra-subjects and inter-subject effects of
age-gap.

o EA denotes Enrolment Age (Years). EA has been con-
sidered only for fixed effect.

o G denotes the gender of the subject, encoded as O for
Male and 1 for Female subjects. G is considered for both
fixed and random effect.

Initially, we define two mutually exclusive subsets (Young and
Adult) to independently analyze younger and older cohorts
of AgeDB. Our Young section includes mated pairs with
enrolment age younger than 15 years old and query images
up to 20 years old. We define the Adult section as mated pairs
with both enrolment and query images older than 20 years old.
We conduct our analysis with the following hypothesis:

« Null Hypothesis (Hg): There is no correlation between
the individual predictors and the response variable (MS).
« Alternative Hypothesis (H4): There is a correlation be-
tween the individual predictors and the response variable.

Tables IV shows the fixed effects from Morph-II, AgeDB, and
YFA datasets. All statistical analysis in this work is carried
out using the python statsmodels-0.12.0 library with Restricted
Maximum Likelihood (REML) estimator [29].

1) Effect of Age-gap and Enrolment Age in Adult and
Children: We reject the null hypothesis with p < 0.001
across matchers, confirming a significant decaying relationship
between age-gap and MS in both adults and children. Our
analysis with best performing matcher (MagFace), respectively
indicates an estimated decrease in the MS, (fp), due to age-
gap, (1), of —0.011 4 0.000 (approx) and —0.004 + 0.000
(approx) with each year for adults in Morph-II and adult
subsection of AgeDB datasets. On the other hand, we observe
a much higher estimated decrease in the MS, due to age-gap,
() in Young section of AgeDB (—0.022 & 0.004) and YFA
dataset (—0.033 == 0.003). Our result indicates the consistency
of this pattern across multiple matchers. However, we cannot
observe a consistent and matcher independent pattern across



the estimated effects of enrolment age (33) on the match scores
of either adults or children.

2) Effect of Gender: We reject the null hypothesis with
p < 0.001 across all matchers in the Morph-II dataset (short
age-gap, adult), confirming a significant decaying relationship
between gender and MS in this dataset. Our model respectively
indicates an estimated decrease in the MS, due to gender (83),
of —0.010+0.002 (approx) —0.0384+0.002 (approx), —0.025+
0.002 (approx) for female subjects in Magface, ArcFace-Focal,
and Facenet-V1 matchers. However, our result confirms the
findings of [15], as we do not observe a significant relationship
between gender and MS either in AgeDB or YFA.

IV. LIMITATIONS AND FUTURE WORK

Our result confirms the lower verification performance
observed in previous work with in-the-wild datasets and
older deep face matchers even with high-quality samples.
Additionally, our analysis confirms a statistically significant
and matcher independent decaying relationship between the
evaluated matchers and the age-gap in children. However, con-
trary to previous work using in-the-wild data, our verification
performance analysis (Table-II) indicates that the combination
of high-quality samples and state-of-the-art quality-aware deep
face matchers could be a viable solution for children face
recognition up to 3 years. Our comparison between the verifi-
cation performance of ArcFace, ArcFace-Focal and MagFace
suggests that the higher performance observed in the latter two
matchers might be due to the adaptive hard sample mining pro-
cess utilized in both Focal-loss and MagFace. Future work can
further investigate the fusion of the best performing matchers.
Additionally, the within-identity structure of these matchers
can be utilized for linear and non-linear feature projection
methods to possibly even further increase the performance.
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