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Abstract—In this paper, we propose an optimal distributed
voltage control for grid-forming (GFM) inverters in islanded
AC microgrids. An optimization problem is formulated where
the distributed generator (DG) output voltage is considered as
the control variable with technical constraints on voltage and
reactive power output capacity and an objective function that
makes a trade-off between voltage regulation and reactive power
sharing. A distributed primal-dual gradient based algorithm
is developed to solve the formulated optimization problem to
address the challenges due to non-separable objective function,
unavailable global average voltage, and globally coupled reactive
power constraints. The effectiveness of the proposed optimal
distributed control is validated through simulations on the 4-
DG test microgrid and the modified IEEE 34-bus distribution
test system, and the advantages of the proposed control over
existing controls are demonstrated.

Index Terms—Distributed control, distributed optimization,
optimal control, primal-dual gradient, reactive power sharing,
secondary control, voltage regulation.

I. INTRODUCTION

THE proliferation of renewable energy resource-based
distributed generation and its increased penetration into

the power grid contribute to the rapid development of mi-
crogrids, in which the electric power generation, storage, and
consumption occur in a predefined boundary by appropriate
coordination among the tertiary, secondary, and primary con-
trol layers [1], [2]. A microgrid can operate either in islanded
or grid-connected mode [3], [4]. In grid-connected mode the
distributed generators (DGs) operate in grid-following mode
and the voltage regulation of the distribution systems are
performed through local reactive power control [5], [6]. In
islanded mode the DG controllers are usually operated in grid-
forming (GFM) mode in which the grid voltage and frequency
are regulated by the DG controllers [7].

The primary control in a microgrid can be realized in a
decentralized manner through the well-known droop control
technique which ensures proportional power-sharing and volt-
age/frequency stability [8]–[10]. Albeit the operational sim-
plicity and the characteristics of emulating synchronous gener-
ator behavior [9], droop control has some practical limitations
such as deviation in steady-state voltage/frequency [11], poor
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dynamic performance in the presence of nonlinear loads [12],
and inappropriate reactive power-sharing for the line voltage
drop [11]. Alternatively, improved droop control techniques
based on adaptive droop [13], [14] and optimized virtual
impedance [15] have been proposed. However, in the presence
of nonlinear/unbalance loads and unequal feeder impedances,
the performance of these improved droop control techniques
may deteriorate [16].

To compensate for the voltage/frequency deviations caused
by the primary control, a secondary control with centralized or
distributed communication architecture may be developed [9].
For global coordination, the centralized control requires a
high-bandwidth two-way communication structure which in-
curs high computational burden and additional implementation
costs [17]. Also, centralized schemes do not proliferate the
“plug and play” feature in the microgrid and are susceptible
to the single point of failure problem [3], [18]. By contrast,
distributed control can overcome the limitation of the cen-
tralized control structure by utilizing a sparse communication
network where each agent only has access to the information
of a small number of neighboring agents [9], [19], reducing
the computational complexity and increasing the resiliency [3],
[9], [20], [21]. The convergence criteria of the distributed
controllers have been widely investigated [22]–[25].

A key challenge for the distributed control of microgrids
is to coordinate voltage regulation and reactive power sharing.
An optimal distributed control with average voltage regulation
and reactive power sharing is presented in [26]. Distributed
adaptive virtual impedance (DAVI) [27] and distributed av-
eraging proportional-integral (DAPI) [28] controls with aver-
age voltage regulation and reactive power sharing are also
proposed. A reactive power sharing approach with event-
triggered communication is discussed in [8]. The distributed
controls proposed in [8], [26]–[28] require droop control in the
primary level and thus have the aforementioned limitations.
Droop-free distributed control with average voltage regulation
is presented [9]. However, average voltage regulation alone
cannot always guarantee admissible voltage profiles especially
for heavily loaded operating conditions [3].

A containment and consensus based control to achieve
reactive power sharing and bounded voltage regulation is pre-
sented in [29]. This control also depends on the droop-based
primary control and only the leader DGs can access the voltage
references. The authors in [11] propose a voltage bounding and
reactive power regulation scheme. However, in this approach
all DGs are connected to a common critical bus which may
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not be suitable for networked microgrid structure [15]. In [3],
a distributed control scheme is proposed that has an average
voltage regulator, a voltage variance regulator, and relaxed
reactive power sharing for an islanded microgrid. However, to
achieve the control objectives a special DG is required which
may have a large variation in reactive power sharing from the
other DGs. Furthermore, the existing papers on the control
of islanded microgrids have not systematically considered the
technical constraints on voltage magnitude and reactive power
output capacity of the DGs. Also, the distributed controls in the
aforementioned literature extensively use PI controllers which
may not always guarantee theoretical convergence.

From the aforementioned survey, it is evident that a gener-
alized control framework is required for optimally coordinat-
ing voltage regulation and reactive power sharing objectives
while obeying all necessary technical constraints. The au-
thors in [30], [31] propose optimal distributed voltage control
with limited communication among the neighboring agents
where voltage and reactive power constraints are considered
and an objective function to minimize the power loss and
reactive power operation cost is defined. A hybrid voltage
control strategy with limited communication is also proposed
in [32]. However, the controls in [30]–[32] are developed
using the linearized Distflow method of the radial distribution
network and work with the grid-following inverters under
grid-connected mode where reactive power from the DGs is
considered as the control variable. In this paper, a generalized
optimization problem is formulated for the GFM inverters in
islanded AC microgrids. The main contributions of the paper
are summarized as follows.

1) An optimization problem is formulated for GFM invert-
ers in AC microgrids for an optimal trade-off between
voltage regulation and reactive power sharing, obeying
technical constraints on DG output voltage and reactive
power capacity. The problem is then converted to a
convex optimization problem to facilitate computation.

2) A primal-dual gradient based distributed solving al-
gorithm is developed to solve the formulated convex
optimization problem distributedly and address unique
challenges such as non-separable objective function,
unavailable global average voltage, and globally coupled
reactive power constraints.

The remainder of this paper is organized as follows. Sec-
tion II presents the communication and the physical power
network of the microgrid. The formulation of the proposed
distributed optimization problem is presented in Section III
and Section IV proposes a distributed primal-dual algorithm
to solve the optimization problem. The performance of the
proposed control approach is validated in Section V and finally
conclusions are drawn in Section VI.

Notations: Define RN as the N dimensional real vector
space and RN+ as the nonnegative orthant in RN . Denote
0 ∈ RN as a column vector with all zeros and 1 ∈ RN
as a column vector with all ones. For a vector x ∈ RN ,
x ≤ 0 means each component of x is less than or equal
to zero. Denote col(x1, · · · ,xN ) = (x>1 , · · · ,x>N )> as the
column vector stacked with column vectors x1, · · · ,xN . Given

a matrix X ∈ RM×N , we let x∗,i denote the ith column-vector
of X. For a set Ω ⊂ RN , its relative interior is rint(Ω). A pro-
jection operator is defined as PC(z) , argminx∈C ‖x− z‖.

II. MICROGRID AS A CYBER-PHYSICAL SYSTEM

A. Communication Network

Assume in an AC microgrid there are N dispatchable
inverters, the set of which is denoted by V = {1, 2, · · · , N}.
The microgrid has a sparse communication network by which
data is exchanged among the agents of the sources. The
communication network is modeled as a directed graph G =
{V, E} in which the nodes are agents and the edges are the
communication links connecting nodes. As in [4], [9], the
communication links may exchange data with different gains
and the edge weight between nodes i and j is aij > 0.
The communication graph can be represented by an adjacency
matrix A = [aij ] ∈ RN×N . Optimal design of the commu-
nication weights is out of the scope of this paper and can be
found in [33]. Another matrix A′ = [a′ij ] ∈ RN×N that does
not consider weights is defined as:

a′ij =

{
1, aij 6= 0
0, aij = 0.

A graph is said to have a spanning tree if it contains a root node
from which there exists at least one direct path to every other
node. The Laplacian matrix is defined as L = Din−A where
Din = diag{din

i } is the in-degree matrix, din
i =

∑
j∈Ni

aij ,
and Ni is the set of the neighbors of node i. Similar to the in-
degree matrix, an out-degree matrix Dout = diag{dout

i } can
also be defined with dout

i =
∑
j∈Ni

aji. The Laplacian matrix
is balanced if the in-degree and out-degree matrices are equal.

B. Power Network

All the zero injection and load buses which are modeled
as constant impedances are eliminated by Kron reduction, and
only the buses at the outputs of the LC filters of the sources
are kept. The corresponding reduced bus admittance matrix
is denoted by Y. In terms of network reduction in micro-
grids, both instantaneous and steady-state methods have been
proposed in the literature [34]. Considering the instantaneous
Kron reduction may result in a reduced network that does not
present a physical circuit with passive elements, in this paper
we apply the traditional Kron reduction in [35] that considers
steady-state network parameters. Then the reactive power flow
equations at bus i can be written as:

Qi = vi
∑
j∈Wi

vj
(
Gij sin θij −Bij cos θij

)
, (1)

where Qi is the reactive power injection of inverter i, Wi is
the set of buses that connect with bus i (including bus i), vi
is the voltage magnitude of bus i in per unit, θi is the phase
angle of bus i, θij = θi − θj , and Gij and Bij are the real
and imaginary parts of the element in Y = G+ jB. Note that
in the reduced network each bus is connected to all the other
buses. The normalized reactive power for inverter i is:

λQi

∆
=
Qi

Qi
, (2)
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where Qi is the upper limit of the reactive power for inverter
i. Note that all values here are in per unit.

III. OPTIMIZATION PROBLEM FOR SECONDARY CONTROL

For frequency regulation, the same control as in [9] can be
used. Here we focus on voltage and reactive power regulation
in the secondary control. The design principles include:

1) Distributed structure: The algorithm should be fully
distributed and each agent updates its local variables
only based on its local data and the information from
its neighbors.

2) Optimality: The distributed algorithm to be developed
should be guaranteed to converge to the same optimal
solution as the original optimization problem for which
a proper trade-off is made between voltage regulation
and reactive power sharing among the DGs.

3) Constraints: The technical constraints on voltage mag-
nitude and reactive power should always be satisfied.

A. Formulated Optimization Problem

The voltage and reactive power regulation in the secondary
control is formulated as the following optimization problem:

min
v

f(v) =
N∑
i=1

fi(v) (3a)

s.t. 1>v/N − vr = 0 (3b)
− λQ(v,θ) + λQ ≤ 0 (3c)

λQ(v,θ)− λQ ≤ 0 (3d)
− v + v ≤ 0, (3e)

v − v ≤ 0, (3f)

where vr is the rated voltage in per unit, v = [v1, v2, · · · , vN ]>

with lower and upper bounds as v = [v1, v2, · · · , vN ]> and
v = [v1, v2, · · · , vN ]> (usually vi and vi are chosen as 0.95
and 1.05 respectively), θ = [θ2, · · · , θN ]> (θ1 = 0 is selected
as the reference), λQ = [λQ1 , λQ2 , · · · , λQN

]>, and λQ =

[λQ1
, λQ2

, · · · , λQN
]> and λQ = [λQ1

, λQ2
, · · · , λQN

]> are
the lower and upper limit vectors for normalized reactive
power. The objective function for DG i, fi(v), is defined as:

fi(v) =
α|Ni|2

2
σ2
i +

β

2

∑
j∈Ni

aij(λQi − λQj )2

, f1
i (v) + f2

i (v), (4)

where

σ2
i =

∑
j∈Ni

(
vj −

∑
k∈Ni

vk/|Ni|
)2

|Ni|
, (5)

α≥0 and β≥0 (αβ 6= 0) as design parameters, Ni is the set
of the in-neighbors of DG i in the communication network
(including node i), and |Ni| is the cardinal number of Ni.
Note that the first term in (4) and the equality constraint in
(3b) together will guarantee admissible voltage profiles while
only one of them cannot. If α and β are chosen properly, the

voltage profile should be admissible for usual operating condi-
tions. However, considering many different possible operating
conditions it is still possible that the voltage magnitude of
some DGs may violate their upper or lower bounds. For that
reason, the constraints (3e)–(3f) are still needed.

B. Convex Optimization Problem

With the nonlinear reactive power injection functions in both
objective function and inequality constraints, (3) is a nonlinear
nonconvex optimization problem, which is very challenging
to solve. In order to address this problem, we approximate
the nonlinear reactive power injection functions and convert
problem (3) to a convex optimization problem.

Specifically, it has been shown that the reactive power
injection can be approximated as [36]:

Q̃i = −
N∑
j=1

Bijvj −
N∑
j=1

Gijθj . (6)

It is clear that λQi is approximately a linear function of vj for
j = 1, · · · , N . As shown in both [36] and our own numerical
experiments on AC microgrids, such an approximation has
acceptable accuracy compared with the nonlinear reactive
power injection in (1). Using λ̃Qi

= Q̃i/Qi to approximate
λQi

, the objective function becomes:

f̃i(v) =
α|Ni|2

2
σ2
i +

β

2

∑
j∈Ni

aij(λ̃Qi − λ̃Qj )2

, f1
i (v) + f̃2

i (v). (7)

Then the optimization problem (3) is modified to be:

min
v

f̃(v) =

N∑
i=1

f̃i(v) (8a)

s.t. 1>v/N − vr = 0 (8b)

− B̃v − G̃θ + λQ ≤ 0 (8c)

B̃v + G̃θ − λQ ≤ 0 (8d)
− v + v ≤ 0 (8e)

v − v ≤ 0, (8f)

where the elements in B̃ and G̃ are obtained by B̃ij =
−Bij/Qi and G̃ij = −Gij/Qi.

Let h(v) = 1>v/N−vr. (8e)–(8f) are defined as local con-
straint set Ωi = {vi ∈ R|vi ≤ vi ≤ v̄i} for i = 1, . . . , N . The
reactive power constraints (8c)–(8d) are denoted by g(v) ≤ 0
where

g(v)
∆
=

[
gL(v)
gU(v)

]
=

[
−B̃v − G̃θ + λQ

B̃v + G̃θ − λQ

]
. (9)

Then the optimization problem (8) is equivalently written as:

min
v∈Ω

f̃(v) =
N∑
i=1

f̃i(v) (10a)

s.t. h(v) = 0 (10b)
g(v) ≤ 0, (10c)

where Ω ,
∏
i∈V Ωi ⊂ RN denotes the local constraints of

the N agents and its relative interior is rint(Ω).
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C. Convexity of Problem (10)

Note that

∂f1
i (v)

∂vi
= α

∑
j∈Ni

(vi − vj). (11)

Similarly the partial derivatives of f1
i with respect to vj

(
j ∈

Ni
)

and vk
(
k /∈ Ni

)
can be obtained as:

∂f1
i (v)

∂vj
= α

∑
k∈Ni

(vj − vk) and
∂f1

i (v)

∂vk
= 0.

The partial derivative of f̃i with respect to vi is:

∂f̃i(v)

∂vi
=
∑
j∈Ni

(
α(vi − vj)

+ βaij(λ̃Qi
− λ̃Qj

)
∂(λ̃Qi

− λ̃Qj
)

∂vi

)
, (12)

where

∂(λ̃Qi − λ̃Qj )

∂vi
=
−Bii
Qi

+
Bij

Qj
, di. (13)

It is clear that f1
i is a convex function of v. To check the

convexity of f̃i with respect to v we only need to check the
convexity of Fij = (λ̃Qi

− λ̃Qj
)2/2 for j ∈ Ni.

For j ∈ Ni we have

∂(λ̃Qi
− λ̃Qj

)

∂vj
=
−Bij
Qi

+
Bjj

Qj
, dj .

For k 6= i, j ∈ Ni, we have

∂(λ̃Qi
− λ̃Qj

)

∂vk
=
−Bik
Qi

+
Bjk

Qj
, dk.

Then there is

∂2Fij
∂vlvm

= dldm, l,m ∈ {i, j, k}. (14)

Let d = [d1, d2, · · · , dN ]>, the Hessian matrix for Fij with
respect to v can be written as

∇2Fij = dd>. (15)

For all z, since

z>∇2Fijz = z>dd>z = (z>d)2 ≥ 0, (16)

∇2Fij is positive semidefinite, indicating that Fij is a convex
function of v and further f̃i is a convex function of v since
nonnegative weighted sums preserve convexity. Therefore,
problem (10) is a convex optimization problem.

D. Distinct Features of the Proposed Formulation

1) Different from most distributed optimization based volt-
age control methods developed for grid-following invert-
ers, such as in [31], the proposed formulation is for
grid-forming inverters for which the control variables
are voltage instead of reactive power injection.

2) The proposed formulation is more general than existing
methods and makes possible a proper trade-off between
voltage regulation and reactive power-sharing and also
obeying constraints on both voltage magnitude and re-
active power of all sources. Typical existing methods
can be considered as special cases of the proposed
formulation. For example, the droop-free control in [9]
can be obtained by setting α to be zero and removing
all inequality constraints.

3) Voltage regulation objective is achieved by the first term
in the objective function for voltage variance, the equal-
ity constraint for average voltage, and the inequality
constraints (8e)–(8f). If there is only the average voltage
equality constraint, it is not possible to guarantee that the
voltage profile is good and the voltage deviation will be
within ±5% of the rated voltage, as shown in [3].

4) The voltage control problem is explicitly formulated
as an optimization problem for which distributed al-
gorithms can be developed by adapting the standard
methods such as primal-dual gradient algorithm to the-
oretically guarantee convergence and optimality. This is
distinct from most existing methods such as in [3], [9]
in which PI controllers are extensively used.

5) By utilizing the linearized reactive power injection func-
tion, the proposed optimization problem has been math-
ematically proven to be a convex optimization problem
which makes possible an efficient and reliable algorithm
for solving such a problem.

IV. PRIMAL-DUAL GRADIENT BASED DISTRIBUTED
SOLVING ALGORITHM

In order to solve problem (10), we develop a distributed
algorithm based on the primal-dual gradient algorithm by ad-
dressing some unique challenges. The following assumptions
are needed to ensure the well-posedness of problem (10) [37].

Assumption 1.
1) (Convexity and continuity) For i ∈ V , Ωi is compact

and convex. On an open set containing Ωi, f̃i is strictly
convex, h and g are convex, and f̃i, h, and g are locally
Lipschitz continuous.

2) (Slater’s constraint qualification) There exists v̌ ∈
rint(Ω) such that h(v̌) = 0 and g(v̌) < 0.

3) (Communication topology) The communication network
G has a spanning tree and a balanced Laplacian matrix.

These assumptions are quite mild and similar ones are
widely used in the literature, such as [3], [4], [9], [37], [38].

Remark. Although Condition 3 in Assumption 1 only requires
a directed communication network that has a spanning tree
and a balanced Laplacian matrix to make the proposed control
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to work, in this paper in the practical implementation we re-
quire the communication network to be undirected in addition
to satisfying Condition 3. Then when there are communication
link (bi-directional) losses, as long as the communication
network still has a spanning tree it will still have a balanced
Laplacian matrix so that Condition 3 is still satisfied, which
will significantly enhance the resiliency of the proposed control
algorithm against potential communication link losses com-
pared with the case with a directed communication network.

A. Augmented Lagrangian

We introduce Lagrangian multipliers µ for the equality
constraint (10b), and ξ = col(ξ, ξ) with ξ = [ξ

1
, · · · , ξ

N
]>

and ξ = [ξ1, · · · , ξN ]> for the reactive power inequality
constraints gL ≤ 0 and gU ≤ 0. For the optimization problem
in (10), the augmented Lagrangian is defined as [39], [40]:

L(v̂, µ, ξ) , f̃(v̂) + µ|h(v̂)|+ ξ>gL(v̂) + ξ
>
gU(v̂). (17)

Augmented Lagrangian instead of the standard Lagrangian is
used because the primal-dual gradient algorithm associated
with the augmented Lagrangian has better convergence prop-
erties [31]. The equality constraints are treated in a similar
way as in [40] in which a penalty function is defined.

B. Standard Primal-Dual Gradient Algorithm

The standard primal-dual gradient algorithm [31], [37], [41]
for solving (8) can be written as:

v̂i[n+ 1] = PΩi

(
v̂i[n]− τ ∂L(v̂[n], µ[n], ξ[n])

∂vi

)

= PΩi

(
v̂i[n]− τ

( N∑
j=1

∂f̃j(v̂[n])

∂vi

+ µ[n]Dvi |h(v̂[n])|+
N∑
j=1

B̃ji
(
ξj [n]− ξ

j
[n]
)))

(18)

µ[n+ 1] = µ[n] + γ
∂L(v̂[n], µ[n], ξ[n])

∂µ

= µ[n] + γ|h(v̂[n])| (19)

ξ
i
[n+ 1] = PR+

(
ξ
i
[n] + ϕ

∂L(v̂[n], µ[n], ξ[n])

∂ξ
i

)
= PR+

(
ξ
i
[n] + ϕgL

i (v̂[n])
)

(20)

ξi[n+ 1] = PR+

(
ξi[n] + ϕ

∂L(v̂[n], µ[n], ξ[n])

∂ξi

)
= PR+

(
ξi[n] + ϕgU

i (v̂[n])
)
, (21)

where Dvi is the operator for subgradient with respect to vi,
gL
i (gU

i ) is the ith element of gL (gU), and τ , γ, and ϕ are
positive scalar design parameters. Here v̂i[n] is the voltage set
point decided by the primal-dual gradient algorithm at time
step n. Since the zero-level control of inverter i will track
v̂i[n] and control the output voltage vi[n] to be v̂i[n], in the
following sections the actual measured values vi[n] instead of
v̂i[n] will be used for the update.

However, there are the following major challenges for im-
plementing the primal-dual gradient algorithm in an efficient,
distributed manner, which we will address separately.

1) Non-separable objective function: The objective function
in (10) is f̃ =

∑N
j=1 f̃j(v) in which f̃j(v) is a function

of v instead of only a function of vj . Therefore, when
calculating ∂f̃/∂vi in (18), the terms ∂f̃j/∂vi for j /∈
Ni is not available for agent i, and thus (18) is not fully
distributed.

2) Unavailable global average voltage: For the µ update
in (19), the global average voltage is needed but is not
available for each agent.

3) Globally coupled reactive power constraints: The reac-
tive power injection in the reduced network is a function
of all vi’s. Consequently, (18) needs information of the
whole ξ and (20)–(21) need information of the whole
v, which, however, are not available for each agent.

The last three challenges will be discussed and addressed in
more detail in Sections IV-C–IV-E below.

C. Non-Separable Objective Function

For agent i, the objective function f̃(v) can be approxi-
mated around vi[n] as [42]:

f̃(v) = f̃i(v) + πi[n](vi − vi[n]), (22)

where πi[n] is the partial derivative of
∑
j 6=i f̃j(v) with

respect to vi at vi[n]:

πi[n] ,
∑
j 6=i

∂f̃j(v[n])

∂vi
. (23)

Note that the evaluation of πi[n] requires all ∂f̃j(v[n])/∂vi
which may not be available locally at node i. To solve this
problem, consider [42]:

πi[n] = N

(
1

N

N∑
j=1

∂f̃j(v[n])

∂vi

)
︸ ︷︷ ︸

Di[n]

−∂f̃i(v[n])

∂vi
, (24)

where Di[n] can be estimated by a distributed observer based
on dynamic consensus [4], [9], [43] as:

D̂j
i [n] =

∂f̃j(v[n])

∂vi
+

n∑
t=0

∑
k∈Nj

ajk
(
D̂k
i [t]− D̂j

i [t]
)
∆t,

j = 1, . . . , N, (25)

where D̂j
i is the estimate of Di by DG j and ∆t is the step

size. Note that D̂j
i will converge to the true average if the

communication network has a spanning tree and a balanced
Laplacian matrix [4], [37]. Detailed mathematical analysis can
be found in Appendix. Then πi[n] is replaced by π̃i[n] as:

π̃i[n] = ND̂i
i[n]− ∂f̃i(v[n])

∂vi
. (26)
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D. Distributed Average Voltage Estimation

In h(v) = 1>v/N − vr, the average voltage of all inverter
output buses, (1>v[n]/N), can be estimated by agent i =
1, . . . , N as vav

i [n] using the following distributed observer
based on dynamic consensus [4], [9]:

vav
i [n] = vi[n] +

n∑
t=0

∑
j∈Ni

aij
(
vav
j [t]− vav

i [t]
)
∆t, (27)

where ∆t is the step size. It has been proven in [4] that for
∀i = 1, 2, · · · , N , vav

i converges to a consensus value which
is the true global average voltage when the communication
network has a spanning tree and a balanced Laplacian matrix.

Since each agent will have its own estimate of h(v), it will
have its own µ. We denote the µ for agent i by µi. With vav

i

converging to the true global average voltage, from (19) it is
clear that the µi’s will achieve a consensus.

E. Coupled Reactive Power Inequality Constraints

In (18), the term related to the reactive power inequality
constraints (10c) is

∑N
j=1 B̃ji

(
ξj − ξ

j

)
. It is clear that it

depends on ξj and ξ
j

for all agents, mainly because the
reactive power inequality constraints are coupled. This will
make the distributed implementation very challenging.

In order to address this problem, we write the coupled
inequality constraints as g(v) ,

∑
i∈V gi(vi) ≤ 0, where

gi : Ωi → R2N can be written as

gi(vi) =

[
gL
i (vi)

gU
i (vi)

]
=



−B̃1ivi − G̃1iθi + a′1iλ
′
Q1

...
−B̃Nivi − G̃Niθi + a′Niλ

′
QN

B̃1ivi + G̃1iθi − a′1iλ
′
Q1

...
B̃Nivi + G̃Niθi − a′Niλ

′
QN


, (28)

where θi can be obtained locally by the installed phasor
measurement unit (PMU) and for j = 1, . . . , N there are

λ′Qj
=

{
λQj

|Nj | , if a′ji 6= 0

1, otherwise
and λ

′
Qj

=

{
λQj

|Nj | , if a′ji 6= 0

1, otherwise.

Note that for every i ∈ V agent i only has access to gi(vi) in
(28) rather than g(v), and gi(vi) only depends on the data of
agent i and the information from its neighbors.

To achieve the actual constraint of (9) based on the local
gi(vi) in (28), the dynamic consensus method can be used.
Specifically, the average

∑N
i=1 gi(vi)/N can be estimated as:

gav
i [n] = gi(vi[n]) +

n∑
t=0

∑
j∈Ni

aij
(
gav
j [t]− gav

i [t]
)
∆t, (29)

where gav
i [n] is the average value estimated by DG i. Thus

g(v[n]) can be obtained as Ngav
i [n]. Then for agent i we

replace g(v[n]) by g̃i[n] as:

g̃i[n]
∆
=

[
g̃L
i [n]

g̃U
i [n]

]
= Ngav

i [n]. (30)

F. Proposed Algorithm

Based on the above discussion, in order to solve the problem
in (10) fully distributedly we construct a modified Lagrangian
function for the problem in (10) as:

L̃(v, µ, ξ) , f̃(v) + µ|h(v)|+ ξ>
∑
i∈V

gL
i (vi) + ξ

>∑
i∈V

gU
i (vi).

Different from (20)–(21) in which agent i only updates the
Lagrangian multiplier ξi for its own reactive power inequality
constraint, here we let agent i maintain a collection of local
multipliers ξi , col(ξ

i
, ξi) ∈ R2N for all reactive power

inequality constraints. We develop the following primal-dual
gradient based algorithm utilizing the techniques in Sec-
tions IV-C–IV-E. For agent i, it can be written as:

v̂i[n+ 1] = PΩi

(
vi[n]− τ ∂L̃(v[n], µi[n], ξi[n])

∂vi

)

= PΩi

(
vi[n]− τ

(
ND̂i

i[n]

+ µi[n]Dvi |vav
i [n]− vr|+ b̃

>
∗,i
(
ξi[n]− ξ

i
[n]
)))

(31)

µi[n+ 1] = µi[n] + γ
∂L̃(v[n], µi[n], ξi[n])

∂µ

= µi[n] + γ|vav
i [n]− vr| (32)

ξ
i
[n+ 1] = PRN

+

(
ξ
i
[n] + ϕ∇ξL̃(v[n], µi[n], ξi[n])

)
= PRN

+

(
ξ
i
[n] + ϕ g̃L

i [n]
)

(33)

ξi[n+ 1] = PRN
+

(
ξi[n] + ϕ∇ξL̃(v[n], µi[n], ξi[n])

)
= PRN

+

(
ξi[n] + ϕ g̃U

i [n]
)
, (34)

where b̃∗,i is the ith column vector of the B̃ matrix. Then,
each agent i commits its own optimization variable by setting
the voltage magnitude reference for inverter i, vref

i [n+ 1], to
be v̂i[n + 1]. The zero-level control of inverter i will track
this reference and control the output voltage vi[n + 1] to be
v̂i[n+1], and vi[n+1] will be used for the next time step. Note
that in the proposed algorithm the number of DGs N is needed,
which may not be known to each DG. One potential approach
is to distributedly estimate it such as by a distributed L2-norm
estimation method based on dynamic average consensus [44].

The parameters τ , γ, and ϕ impact the convergence of the
proposed algorithm. Too large values may affect the stability
while too small values may make the convergence very slow.
In [30] a theoretical upper bound is presented for similar
parameters, which, however, are conservative. In [30] these
parameters actually still need to be selected using some trial
and error methods. Similar to [30] we have also selected these
parameters based on some numerical simulations and testing
to guarantee acceptable convergence performance.

The proposed algorithm is presented as Algorithm 1. The
information flow of the proposed control is shown in Fig.
1. Different from [37] for which there are only inequality
constraints, in (10) there is a coupled equality constraint which
requires global information about the average voltage of the
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ALGORITHM 1 Distributed solving algorithm

Initialization: Set vi[0] = vmeas
i , µi[0] = 0, ξi[0] = 0,

vav
i [0] = vi[0], D̂i

i[0] = ∂f̃i(v[0])/∂vi, gav
i [0] = gi(vi[0]),

g̃i[0] = Ngav
i [0] for ∀i = 1, . . . , N . Set n = 0.

(S.1) Each agent i updates its variables v̂i[n+ 1], µi[n+ 1],
ξ
i
[n+ 1], and ξi[n+ 1] based on (31)–(34);

(S.2) Each agent i sets voltage magnitude reference for
inverter i as vref

i = v̂i[n+1] and send it to zero-level control
which controls the voltage vi[n+ 1] to vref

i ;
(S.3) Each agent i updates D̂i

i[n] and π̃i[n] based on (25)–
(26);
(S.4) Each agent i updates gav

i [n] and g̃i[n] based on (29)–
(30);
(S.5) Increase n by 1 and go to (S.1)

Fig. 1. Information flow in the proposed control.

system. First, the method in Section IV-D is needed to obtain
the global information in a distributed manner. Second, in the
proposed algorithm both coupled inequality constraints and
coupled equality constraint are considered. Third, the proposed
algorithm uses a dynamic consensus based approach to deal
with the coupled inequality constraints, which is different from
the nonsmooth penalty function based approach in [37].

The parameters in G̃ and B̃ (G̃ki and B̃ki for k = 1, . . . , N
and B̃jk for j ∈ Ni, k = 1, . . . , N ) are assumed to be
known to DG i. If they are not known, they can be estimated
distributedly by adapting the ADMM based distributed robust
estimation method in [45] or the data driven parameter esti-
mation method presented in [46].

V. RESULTS

The performance of the proposed optimal distributed control
is evaluated through simulations on the 4-DG microgrid test
system in [3] shown in Fig. 2 and the modified IEEE 34-bus
distribution test system shown in Fig. 3. Real-time simulations
for the 4-DG system are performed on OPAL-RT OP4510
at 50 µs fixed time step using the ODE-5 (Dormand-Prince)
solver. Real-time simulators help perform dynamic simula-
tions efficiently and thus enable us to observe the detailed
controller performances when both Q − V and P − ω loops
run simultaneously. The updates of the distributed algorithm

Fig. 2. Schematic diagram of the 4-DG test network.

Fig. 3. Modified IEEE 34-bus distribution test system. The stars
indicate DGs and the triangles indicate loads.

Fig. 4. Communication networks of the 4-DG test system and the
IEEE 34-bus test system.

are also performed at 50 µs time step and we consider only a
single consensus iteration at each time step. We use the 2-level
power electronic switching model for the inverters [47]. The
switching frequencies of the PWM generators are considered
as 16200 Hz. To damp out the undesired low-frequency
harmonics the cut-off frequencies of the measurement filters
are selected as low as 3 Hz.

For the IEEE 34-bus test system, we have implemented the
proposed control and the control in [9] in Matlab without
detailed zero-level control loops. The Matlab simulations
are performed as phasor simulation without consideration of
detailed electromagnetic transients of the system [48].

A. Parameters Setup

The parameters τ , γ, and ϕ are selected as 0.0005, 0.005,
and 0.01. Different values of α and β are used for different
cases to provide flexibility. The reactive power limits are
selected as λQi

= 0.2 and λQi
= 0.8 for all DGs. vi and vi

for all DGs are chosen as 0.95 and 1.05. The communication
networks used for the 4-DG test system and the IEEE 34-
bus test systems are shown in Fig. 4 which both satisfy the
condition 3 in Assumption 1. For the nonzero elements in A
we choose aij = 0.25 for the 4-DG system and aij = 0.0625
for the IEEE 34-bus system based on our numerical tests.
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Fig. 5. Performance evaluation of the proposed control under different
α and β. Load change is applied at 5 s.
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(a) Proposed Control

(b) Control in [3]

(c) Control in [9]

Fig. 6. Comparison between the proposed control and the controls in
[3] and [9]. Load change is applied at 5 s.

B. 4-DG System

Real-time simulations on OPAL-RT OP4510 are performed
for a 4-DG islanded microgrid test system as shown in Fig. 2.
The parameters of this system are adopted from [3]. For the
implementation of the proposed algorithm we have used DG
output voltage and phase angle measurements from Simulink
measurement blocks. The (λ̃Qi

−λ̃Qj
) term in (12) is replaced

by (λQi − λQj ) which can be obtained from the Simulink
reactive power measurement blocks.

1) Performance under different α and β: The controller
performance under normal loading conditions with different
α and β are demonstrated in Fig. 5. The uniqueness of the
proposed control is that it allows flexibility in coordinating
voltage regulation and reactive power sharing by adjusting
these two parameters. From the left-hand side of Fig. 5 it can
be seen that the controller can almost achieve proportional
reactive power sharing with small α. When α is increased,
the voltage bounds become tighter at the cost of increased
deviations in reactive power sharing which is clear from the
right-hand side subfigures of Fig. 5.

2) Performance under heavy load scenario: The distributed
control in [3] guarantees admissible voltage profile at the
cost of relaxed reactive power sharing for one special DG

(a)
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(b)

Fig. 7. Controller performance when source 4 is disconnected at 5 s.
(a) Communication network after source 4 disconnection and (b)
Controller performance.

and the control in [9] achieves proportional reactive power
sharing without imposing bounds on voltages. By contrast, the
proposed optimal control achieves a trade-off between voltage
regulation and reactive power sharing objectives. In Fig. 6, we
have considered an extreme scenario where at 5 s a large load
is connected to the bus close to DG1. α and β are chosen as 1
and 0.065, respectively. For the proposed control, the voltages
range between 0.95 and 1.042, while for the control in [3] the
voltages range between 0.955 and 1.023 and for the control
in [9] between 0.927–1.06 which violates the IEEE standard
acceptable limits (0.95–1.05). In the case of reactive power
sharing, the reactive power under proposed control ranges
between 0.218 and 0.738 whereas for the control in [3] it
ranges between −0.165 and 0.747.

3) Performance under source loss: Plug and play is an
important feature of a microgrid system. The microgrid needs
to accommodate the disconnection/addition of a source/load.
Fig. 7 shows the performance of the proposed control when
source 4 is intentionally unplugged at 5 s. Due to the discon-
nection of this source, the communication links connected to
DG4 becomes unavailable. The proposed control can still work
well as long as the communication network remains connected
and balanced [3], [9]. After the disconnection, the active and
reactive power injection from the DG4 goes to zero. It is seen
that the proposed control effectively coordinates the voltage
regulation and reactive power sharing of the remaining DGs
and also guarantees that the constraints on reactive power and
voltage are satisfied for the remaining DGs.

4) Performance under communication link loss: The per-
formance of the proposed distributed control is validated under
communication link loss. In Fig. 8 the communication link
between the DGs 3 and 4 is disconnected at 5 s. Despite the
loss of this communication link the communication network
remains connected and has a balanced Laplacian matrix. At
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Fig. 8. Controller performance when communication link 3–4 is
disconnected at 5 s. Load change is applied at 15 s. (a)
Communication network after the link loss and (b) Controller
performance.

15 s we apply a load change to demonstrate the controller
performance under the considered communication link loss. It
is seen that the proposed control can still work properly.

5) Performance under communication delay: The perfor-
mance of the proposed control is validated under different
communication delays. In Fig. 9 the communication delays
are activated at 5 s and a load change is applied at 25 s.
Due to the communication delay the most updated values are
unavailable and the controller only utilizes the available last
data point. From Fig. 9 it is seen that with the increase of
communication delay the controller performance deteriorates
and the oscillation increases, but with 9-ms of communication
delay the performance is still acceptable and both voltage and
reactive power can still stabilize.

C. IEEE 34-Bus System

The performance of the proposed control is validated by
Matlab simulations on the modified IEEE 34-bus distribution
test system as shown in Fig. 3. The line parameters are adopted
from [49] and the locations of DGs and loads are respectively
indicated by stars and triangles in Fig. 3. For the droop-free
control in [9], the α in (7) is set as 0 and the inequality
constraints are removed and then the standard gradient decent
algorithm [50] is used to solve the optimization problem.

1) Performance under load change: Fig. 10 shows the DG
output voltages and reactive power under the proposed control
with load change at 10 s. Fig. 11 shows the performance of
the control in [9] for the same case. For the control in [9] the
voltages range between 0.909 and 1.076 whereas the proposed
control can bound the voltages between 0.95 and 1.05 and the
normalized reactive power between 0.2 and 0.8.
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Fig. 9. Performance evaluation under communication delays.
Communication delay is applied at 5 s and load change is applied at
25 s. (a) 5-ms delay; (b) 9-ms delay.
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Fig. 10. Performance evaluation on the IEEE 34-bus test system for
the proposed control. Load change is applied at 10 s.
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Fig. 11. Performance evaluation on the IEEE 34-bus test system for
the control in [9]. Load change is applied at 10 s.

2) Performance under a wide range of load scenarios: The
performance of the proposed control and the distributed con-
trol in [9] is compared under a wide range of load scenarios.
We have generated 100 test cases in which each load is added
a random change that follows a normal distribution with zero
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Fig. 12. Mean absolute deviations and maximum absolute deviations
of DG output voltages for the proposed control and the control in [9].
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Fig. 13. RMSE of voltage and reactive power between centralized and
distributed solution for 100 test cases under different load scenarios.

mean and a standard deviation as 10% of the initial load. The
performance of the proposed controller and the controller in
[9] is tested under these scenarios.

We have calculated the mean absolute deviation
∑N
i=1 |vi−

1|/N and the maximum absolute deviation max(|v − 1|) of
the DG output voltages for each case, which are shown in Fig.
12. For all test scenarios the mean and maximum absolute
deviations with the proposed control are much less than those
for the control in [9]. With the control in [9] the maximum
voltage deviations for many cases are greater than 0.05 while
the proposed control can always guarantee that the maximum
voltage deviation is less than 0.05. This implies the proposed
control can achieve better voltage profiles thanks to explicitly
considering technical constraints and the proper coordination
between voltage regulation and reactive power sharing.

3) Optimality comparison: The final steady-state obtained
from the proposed distributed control is compared with a cen-
tralized optimization approach for different load scenarios. For
the centralized approach we solve the optimization problem
(10) using CPLEX [51] in Matlab YALMIP toolbox [52]. The
root mean square error (RMSE) of the final steady-states for
voltage and reactive power obtained from the proposed and
the centralized approach under 100 load scenarios is shown in
Fig. 13. In Fig. 14, the voltage and reactive power obtained
from the proposed control and the centralized optimization
approach are given respectively for case 43 and case 58 in Fig.
13 for which the voltage and reactive power RMSEs have the
highest values. The results obtained from the proposed control
are almost identical to those from the centralized approach.

4) Performance under line parameter uncertainty: In real
power systems the line parameters may not be obtained
accurately. Thus the performance of the proposed distributed
control needs to be investigated under uncertainty in the
line parameters. To validate robustness against line parameter
uncertainty we consider 20 different load scenarios. For each
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Fig. 14. DG output voltage and reactive power comparison between
the centralized optimization and the proposed distributed control
respectively for case 43 and case 58 in Fig. 13.
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Fig. 15. RMSE of voltage and reactive power with 10 percent
decrease or increase in line parameters under different loading
conditions. (a) Voltage RMSE with 10 percent parameter decrease; (b)
Reactive power RMSE with 10 percent parameter decrease; (c)
Voltage RMSE with 10 percent parameter increase; and (d) Reactive
power RMSE with 10 percent parameter decrease.
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Fig. 16. RMSE of voltage and reactive power with 20 percent decrease
or increase in line parameters under different loading conditions. (a)
Voltage RMSE with 20 percent decrease; (b) Reactive power RMSE
with 20 percent decrease; (c) Voltage RMSE with 20 percent increase;
and (d) Reactive power RMSE with 20 percent decrease.

of the test cases we increase/decrease the true line parameters
by 10% or 20% and compare with the actual solution without
line parameter uncertainty. In Figs. 15 and 16, the RMSE of
the steady-state voltage and reactive power respectively under
10% and 20% changes in the line parameters is shown. It can
be seen that with higher line parameter uncertainty the RMSE
will increase but is still small, indicating that the proposed
control has robustness against line parameter uncertainties.
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VI. CONCLUSION

In this paper, we propose an optimal distributed voltage
control for grid-forming inverters in AC microgrids. The
proposed control achieves an optimal trade-off between volt-
age regulation and reactive power sharing while obeying
technical constraints on voltage and reactive power capacity.
A distributed primal-dual gradient algorithm is developed to
solve the formulated optimization problem. The proposed
control and distributed solving algorithm are validated through
simulations on the 4-DG and IEEE 34-bus systems.

Note that the existence and convergence analysis of the
integrated optimization and dynamic consensus parts is a
challenging problem and has not been provided in this paper.
We will address this in our future work.

APPENDIX

The distributed estimator in (25) can be equivalently written
in continuous time domain as [3], [4], [9]:

D̂j
i (t) =

∂f̃j(v(t))

∂vi
+

∫ t

0

∑
k∈Nj

ajk
(
D̂k
i (τ)− D̂j

i (τ)
)
dτ,

j = 1, . . . , N. (35)

By differentiating (35) we have the following equation for
DG j:

˙̂
Dj
i = ˙̃Dj

i +
∑
k∈Nj

ajk
(
D̂k
i − D̂

j
i

)
= ˙̃Dj

i +
∑
k∈Nj

ajkD̂
k
i − din

j D̂
j
i , (36)

where D̃j
i = ∂f̃i(v(t))/∂vi and din

j =
∑
k∈Nj

ajk is the in-
degree of DG j. Accordingly, the global dynamics for DG i
estimator D̂i

i can be written as:

˙̂
Di = ˙̃Di + AD̂i −DinD̂i = ˙̃Di − LD̂i, (37)

where D̂i = [D̂1
i , D̂

2
i , · · · , D̂N

i ], D̃i =
[∂f̃1(v(t))/∂vi, ∂f̃2(v(t))/∂vi, · · · , ∂f̃N (v(t))/∂vi], Din is
the in-degree matrix, and L is the Laplacian matrix of the
communication network. Then in frequency domain (37) can
be represented as:

sD̂i − D̂i(0) = sD̃i − D̃i(0)− LD̂i, (38)

where D̂i and D̃i represent the Laplace transform of D̂i and
D̃i. Also from (35) we have D̂i(0) = D̃i(0). Then (38) can
be rewritten as:

D̂i = s(sIN + L)−1D̃i, (39)

where IN ∈ RN×N is an identity matrix.
Applying the final value theorem to (39), we have

lim
t→∞

D̂i(t) = lim
s→0

sD̂i = lim
s→0

s2(sIN + L)−1D̃i. (40)

According to the Lemma A.2 of [4], if the communication
network has an spanning tree and a balanced Laplacian matrix
then we have

lim
s→0

s(sIN + L)−1 = M, (41)

where M ∈ RN×N is an averaging matrix with all the
elements as (1/N). Then Eq. (40) becomes:

lim
t→∞

D̂i(t) = M lim
s→0

sD̃i = M lim
t→∞

D̃i(t)

= lim
t→∞

1

N

N∑
j=1

∂f̃j(v(t))

∂vi
1, (42)

which implies that the estimated D̂j
i for j = 1, . . . , N in (35)

will converge to the true average value.
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