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Abstract

In this paper, we propose a new semiparametric method to simultaneously select
important variables, identify the model structure and estimate covariate effects in the
additive AFT model, for which the dimension of covariates is allowed to increase with
sample size. Instead of directly approximating the non-parametric effects as in most
existing studies, we take a linear effect out to weak the condition required for model
identifiability. To compute the proposed estimates numerically, we use an alternating
direction method of multipliers algorithm so that it can be implemented easily and
achieve fast convergence rate. Our method is proved to be selection consistent and
possess an asymptotic oracle property. The performance of the proposed methods is
illustrated through simulations and the real data analysis.
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1 Introduction

The rapid development of technology and information drives high dimensional data
collection in practical study areas such as genomic and health sciences. Under the spar-
sity assumption, various variable selection methods have been proposed to improve
the accuracy of the estimation. Among them, penalized methods have been studied
extensively for uncensored response. Examples include LASSO (Tibshirani 1996),
adaptive LASSO (Zou 2006), SCAD (Fan and Li 2001), the Dantizg selector (Candes
and Tao 2007) and MCP (Zhang 2010). Some of these methods have been adapted to
analyze censored data based on classical Cox model. For example, Tibshirani (1997)
and Fan and Li (2002) extended the LASSO and nonconcave penalized likelihood
methods to the Cox model, respectively. Zhang and Lu (2007) developed the adaptive
LASSO for Cox model. In the literature of survival analysis, a useful alternative to the
Cox model is the accelerated failure time (AFT) model (Wei 1992), which assumes
the linear relationship between the logarithm of survival time and covariates of inter-
est. Compared with the Cox model, estimated parameters in the AFT model can be
easily interpreted in practice. Inference procedures for the AFT model include the
inverse probability weighting (IPW) method (Stute 1993, 1996), Buckley—James iter-
ative method (BJ) and rank-based method (Buckley and James 1979; Zeng and Lin
2007). Some researchers developed variable selection methods for fitting semipara-
metric AFT models in high dimensional data settings (e.g. Wang et al. 2008; Huang
and Ma 2010 etc.). These studies are based on the assumption that the underlying
covariate structure is linear. In practice, it is unclear about the adequacy of this lin-
ear structure assumption and the impact of model misspecification on the analysis.
Therefore, some authors considered more flexible models where nonlinear structure
of covariate was considered, e. g. Chen et al. (2005) and Antoniadis et al. (2014). All of
these works pre-specified which covariate effects are linear and which are nonlinear.

However, generally it is unknown which covariates have linear effects and which
have nonlinear effects in advance for real data. This has driven studies on simulta-
neously identify and estimate the linear and nonlinear components, which is referred
as model pursuit problem. For instance, Zhang et al. (2011) developed a two-step
regularization method under the framework of partial linear model. However, they
did not prove the selection consistency and their method is difficult to realize. Huang
et al. (2012) transformed the model pursuit problem into a group variable selection
problem and proposed an easy implement approach. Another important issue in model
construction is variable selection especially when the number of covariates is large.
Simultaneous model pursuit and variable selection has gained popularity in recent
years. Specifically, Wang and Lin (2019) proposed a robust and efficient method to
simultaneous identify model structure and select important variables for generalized
partial linear varying coefficient models with longitudinal data. This problem was con-
sidered for high dimensional data under different models, e.g. additive models (Wu
and Stefanski 2015), varying-coefficient models (Chen et al. 2018).

For censored failure time data, the corresponding studies on simultaneously model
pursuit and variable selection are limited. Cao et al. (2016) proposed a semiparametric
pursuit method based on B-spline expansions through a penalized group selection
method with concave penalties. Lian et al. (2013) utilized a double-penalized method
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to identify the model structure, select the relevant covariates and estimate the covariate
effects for censored data under Cox models with varying coefficients. However, The
methods mentioned above are not designed for high dimensional censored data. Our
goal is to develop a new approach for high-dimensional right censored data not only
to select the important variables, but also to identify which variable have nonlinear
effects based on AFT models. We first embed the partial linear AFT model into a
nonparametric additive AFT model as existing methods. Our method is different from
those exiting methods in the way of decomposing the additive component g(X) to
reflect the effect of covariate X. In the existing method (e.g. Zhang et al. 2011, Huang
etal. 2012), g(X) is assumed to be the sum of linear and nonlinear components, i.e.

g(X) = fo + p1X + ¢ (X), D

where ¢ (x) is nonparametric function which can be approximated by a linear com-

bination of some basis functions, i.e. ¢ (x) = Z”: 1 Ok ¥ (x). Then the estimation
of g(X) is transformed into estimation of By, 1 and Ox(k = 1, ..., ¢,). To ensure

the parameter identifiability, additional assumptions is needed for the basis functions
(such as the linear function can not be included as basis function). Instead of assum-
ing g(X) to be the sum of linear and nonlinear components directly as did in many
existing researches, we take the linear effect out, i.e. write the covariate effect as
g(X) = X¢(X). Then the important variables can be selected out if and only if
¢(-) # 0, and the linearity of g(X) can be also identified according to whether the
derivative of ¢ (-) to be zero or not. We adopt B-spline expansion techniques to approx-
imate the nonparametric function ¢ (-) and no additional assumptions are needed to the
basis functions. We then simultaneously determine the linear and nonlinear compo-
nents and select important variables with a double penalized approach. We show that,
under the assumption of non-informative censoring and other suitable conditions, the
proposed approach is both model pursuit and variable selection consistent, meaning
that it can correctly identify the linear and nonlinear components and select important
covariates with high probability. We also show that the proposed estimators enjoy an
asymptotic oracle property.

The merits of our approach mainly concentrate on the following points. Firstly,
the model is identifiable under a mild condition. Secondly, our approach is easy-
to-implement. We apply the alternative direction method of multipliers (ADMM)
algorithm (Boyd et al. 2011) to overcome the computing difficulties caused by the
inseparability of unknown parameters. Simulation studies show that the proposed
method can select the true model with high probability, while linear and nonlinear
discoverer (LAND) suggested by Zhang et al. (2011) identifies sparser models. Finally,
as the considerable difficulties brought by the high dimensional data, we restrict our
researches on the case that the covariate dimension diverses with sample size, i.e.,
d, = O(nl/ 4), and draw the theoretical conclusions of the model pursuit and variable
selection consistency. By combining the SIS techniques (e.g. Zhang et al. 2018), the
two-step selection procedure adopted in Neykov et al. (2014) and Ma et al. (2006)
makes it feasible analyzing the ultra-high dimensional data, i.e., d, = o(exp(n%))
with some 0 < o < 1.
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The remainder of the paper is organized as follows. In Sect. 2 we propose a
double-penalized procedure for simultaneously selecting variables and model struc-
ture. ADMM algorithm for computation is presented in Sect. 3. We evaluate the
performance of proposed procedure through simulations studies in Sect. 4. In Sect.
5 we apply the proposed procedure to analyze the real data set. Some remarks are
provided in Sect. 6. The proofs of the theoretical results are relegated to the Appendix.

2 Estimation procedures

Suppose that there are n i.i.d. observations in the study. Let 7;,i = 1, ..., n be the
logarithm of the survival time following an additive AFT model

Tr= > &ojXi)+ Y BojXij+ Y 0-Xij +ei, 2

jeM, jeM; jeMs

where go; is a nonzero non-linear function and X;; is the observation for the j-th
covariate in the i-th subject. The effects of the covariates to the survival time in model
(2) are split into three types: nonzero non-linear effect, nonzero linear effect and null
effect, whose index sets correspond to M1, M> and M3 respectively. We suppose that
the density function of the covariate X = (X1, ..., X4,)7 has a positive support on
[a1, a2)%, where d,, is the dimension of X being allowed to increase with sample size
n and o1 and « are two finite real numbers. Let C; (i = 1, ..., n) be the logarithm of
the censoring time for subject i. With censoring, one observes ¥; = min(7;, C;) and
6; = I(T; < Cy), where I(-) is the indicator function. The observed data consists of
{(Y:,6i, X;i) :i =1,2,...,n}. However, it is usually unknown in advance to which
part the covariates belong to for real data. To specify the structure of the covariate
effects and select important variables, or equivalently, to identify the index sets M|,
M, and M3, we note that Eq (2) is a special case that

dn

T, =) goj(Xij) +&i 3)
j=1

with go;j(x;) = Pojx; + &oj(x;). Thus, we define in model (3) that go;(x;) =
Xj¢oj(x;), and suppose that go;(x;) = quf)oj(xj) for j = 1,...,d,, where ¢y,
is an unknown function with the convention that 0/0 = 1 and ¢y j 1S a non-constant
function. This kind of model is an economic way for modeling the structure of the
covariate effects in the context of partially linear models. It is also a convenient way
to achieve the goal of model structure identification and variable selection simulta-
neously. In fact, the j—th covariate X ; is an unimportant variable if and only if the
nonparametric part ¢; takes 0. Otherwise, the corresponding covariate X ; has a lin-
ear effect or nonlinear effect according to the derivative of ¢g; takes 0 or not. Define
H = Laj,a2], H = {(5]‘ : fo(lez ¢~>j(x)dx =0, qu € H} for some constant C,
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H& =H x ... x Hand H% = T x ... x H. This definition shows that ¢; is either
— —
d}‘l d}‘l
a non-constant function or zero-valued function. The identifiability of model (3) is
guaranteed by the following proposition.

Proposition 1 (Identifiability) We suppose that the covariates are not linearly depen-
dent. For d,—dimensional function vector (¢1, ..., ¢a,) € Hn | there exists unique
Bis-..,Ba,) €R¥ and (¢, ..., ¢a) € H™ such that

dn d}’l dn
Yoxibi) =D Bixj+ Y xidix)) “
j=1 j=1 j=1

with E(Xj¢;(X;)) = E(B;X; + X(/(];A/(X./))for each j =1,...,d,.

The proposition shows that Z‘;”: 1 80j (X ;) in model (3) can be uniquely written as
a sum of non-linear component and linear component as

dn

Zng(Xj) = Z Xdo; (X)) + Z X jPoj- ®)

Jj=1 JEM jeM>

In the following, we further assume that E(8;g0;(X;;)) = 0. As pointed by Huang
(1999), centering E(8;80;(X;;)) instead of E(go;(X;;)) simplifies information cal-
culation and asymptotic analysis. For simplicity, we write go(x) = Z?”: 1 807 (),
$0=(Poj, j =1,....d)", o = (doj. j € MD)" and By = (Boj. j € M2)""

We then establish a regularization procedure by constructing a penalized loss func-
tion. Let k£ be a nonnegative integer, and some « € (0, 1] such that p =k + o > 0.5.
Define q);k) as the k—th derivative of function ¢; and let

G =1g) : 16j(x) — ¢ (x2)| < Clxi —xal*, x1, %2 € [, 2], ¢ € L2 a1, o]} € H.

We suppose that the first derivative ¢, j exists and ¢, € G%.

As astart, we use the B-splines to approximate the unknown nonparametric function
¢oj,j =1,...,d, in (3). The interval [oy, o] is split into K, subintervals I,; =
(&, 8+1), t=0,1,..., Ky, —2and Ig,k,—1 = [6k,-1, 8k, ], wherea; = §p < & <

- < €k, =azand K,, = O(n”) with 0 < v < 0.5 being a positive integer such
that max <<k, 1§; —&j—11 = O(n™"). Let Q, be the space of polynomial splines
of order m > 1 consisting of functions h’s, where & is a polynomial of order m on
interval Ig,; fort =0,1,..., K, — 1, and & is my times continuously differentiable
on [og, ap] form > 2 and 0 < my < m — 2. According to Schumaker (1981), there
exists a local basis {Yx n», Kk = 1,2, ..., gy} with the basis number g, = K,, + m for
2,,. Thus, the function ¢,;(-) in £2,, can be approximated by a basis expansion as

Guj () =079, ,(x), j=1.2,....d. (6)
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where 0 = (0)1.....0jq)  and ¥, () = WG1mC)s .o Vgm(DT
In the sequel, we assume that censoring is completely non-informative. Let
8
w; (i = 1,...,n) be the Kaplan-Meier weight computed as w1 = 2D and
n

, i1 —_ i N\
w; = n—éiﬁ l_[jzl <ni]—]—i—l) fori =2,...,n, where Y(1), ..., Y are
the order statistics of ¥;’s and §(1), ..., §(,) are the associated censoring indicators.
Similarly, let X (1), ..., X() be the associated covariates of the ordered Y;’s. Inspired
by Stute (1993), we introduce the weighted least square loss function

2
dn 4qn

1 n
a(0) = 5 D owi | Yoy =D Xy Y 0ik¥em Xy |
i=1 j=1 k=1

ford = (0,4, ..., Odn)T with @ ;’s are defined as below (6). Define

7 (B X1) = YiciwiXa$iXo) § _ Xiciwite
£ - E) w — £
JwEE Do Wi Z?:l Wi

_ T _ T
Y* = (Y(*l), e Y<*,‘1)) and gl’; = (gz‘l)j, e gz‘n)j) , where
8 B X)) = (w2 (X )9 (X)) = (), X)), Yy = (nw) (Y — V).
Then the weighted least squares loss function is equivalent to

2

d,

1 n
() = 2 |Y* =35 u X))

j=1

where || - || is L norm.

We then impose two penalty functions to the loss function to solve a regulariztion
problem

min 0, (6) = min £, (8) + Py, (8) + P, (6),

where the penalty Pll1 () aims to specify the model structure and sz (6) is for vari-
able selection with tuning parameters A and X,. It is convenient to take sz (@) as

Z?”:  P2(110;1: A2) with P(-) being a penalty function. To decide P)}] (#), we note
by de Boor (1978) that

i) = (Ce0) Wy, | (1)),
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where C¢ is defined as in Appendix. The problem of structure identification is then
transformed into that of group selection. As a result, we can take

dll
Pl ©®) =" Pi(IC0;ll; 1)

j=1

with Pj () being a penalty function. Thus, we obtainan , the estimator of #, by minimiz-
ing the following objective function for suitable selected tuning parameters A1, A > 0,

dy dy
0n(0) = £,0) + Y _ Pr(ICe0; 1 A) + Y Pa(l6,1]; 12). @

j=1 j=1

Remark 1 Instead of using RKHS norm in penalty function as in Zhang et al. (2011), we
transform the regularization problem into double group selection procedure through
approximating the nonparametric part by spline expansions, which makes the calcu-
lation implement easier.

In our implement, we consider the following penalties:

(1) group SCAD penalty (y = 3.7)

161, 161 <,
P(l6;l; ) = %, < 116,1 < v,
(y*— l)xz/(zw—l)) 161 > yA.

(2) group MCP penalty (y = — )

l—Ilrlij(xl.Tx]-/n
0
A6 — 190 “ 1651 < ya,

22
2, 1611 > yA.

P61 1) =

3 Computational algorithm
3.1 ADMM algorithm

Noting that the regularization problem is equivalent to the following constrained opti-
mization problem:

dy dn
min £,(0) + Y Pi(llic;l; ki) + Y Pa(llll; 22),
j=1 j=1
subject to kj—Ce0; =0,
T;—0; =0 forany j=1,...,d,,
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ADMM algorithm is a natural way to easy the calculation complexity. In the ADMM
algorithm, the original regularization problem is transformed to minimize the follow-
ing augmented Lagrange function with respect to (@, k, ) for given (7, 72).

dy dn

Lo@, 1, tim1,m0) = ik, T, w1, w2) + Y Pilllcslls A1) + ) Palllzlls 1),
j=1 j=1

where o is a given constant and

dy
fnaxrnlng_ewy+zj1ﬂm—cwm?+gngw,—qm)

d}l
Z%m—ou+2nﬂq 0)).

The ADMM algorithm is described as follows.

Step 1 Initialize 0(0), k@ 7O nﬁo), and th)).

Step 2 Compute the parameter values at the (k 4+ 1)th step. For j =1, ..., dp,

(i) take the ridge solution as the initial point and use Newton-Raphson algorithm
to solve the following optimization problem.

0§k+1) = aré;min f1(6; k®, 7 ® nﬁk), T, ))
j
(ii) update K; "D and ‘r(k+1) by

+ 1
Pl k+1 k
(+1) argm1n{P1(||lc]|| A1)+—||x] (1505. )+_nij)||2},

J
Kj

k+1 ISRV
o0 = angmin | Pl 22) + She; 070 + P,

Tj

(iii) update Jl'(k+1) and ng}H) with

Step 3 Repeat Step 2 until [0%+D — 9®) . is small enough, where || - || is the
supremum norm.

This ADMM algorithm is efficient and easily implemented. In fact, for some widely
used penalties such as the group MCP and the group SCAD, K§k+]) and r;kH) have
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closed forms. We list them as follows with the notations d; = CEG(/.kH) — nglj.) /0,

SWj; 2) = (1= A1/Ildjl)+d; and e = 0D~z /0.
(1) For the group SCAD penalty,

SWdj; ri/0), ld;1l < A1+ A1/,
k+1) _ ) (ey=D=yr1/lld;1)d;
=1 reaT M 34+ fe < ;1 < v,
dj, Il > A

(2) For the group MCP penalty,

odj . _a .
K§k+l) _ 1S5 o=5im)s il < v,
d;, djll > yAir.
(k+1) (k+1)

For both penalties, T i can be updated using the same closed form as « i except

replacing dj by e;.

3.2 Tuning parameter selection

The selection of the tuning parameters has great influence on the performance of
the algorithm. Commonly used selection criteria include AIC (Akaike 1973), BIC
(Schwartz 1978) and GCV (Craven and Wahba 1979). As our proposed method has
double penalty functions, we adopt the generalized cross validation (GCV) criterion
combining the ideas suggested by Robert and Gray (1992) to calculate the degree of
freedom. The GCV value is defined as

£a(0)

GCV (A1, Ap) =
G2 = TG

®)

where the degree of freedom d(A1, A2) includes two tuning parameters. By Robert
and Gray (1992), d(A1, X2) is taken as

dy dy
A1, 22) = (g2 —2) Y ICeBujllo + D _ 102 l0,
j=1 j=1
where || - ||o means O—norm. And the optimal value of (A1, A2) is given by

(A1, 22) = argmin GCV (A1, A2).
(A1,A2)

4 Asymptotic properties

To describe the theoretical results, we first introduce some notations. Let H and G be
the distribution functions of Y and C. Define ty, 77 and t¢ to be the end points of the
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support of Y, T and C. Denote

~0 FO(x, 1), t <1y,
Fen= { FOe 1y =) + FOGe, [y D 1y € A), 1t = 17,
where FY is the joint distribution of (X, T') and A represents the set of atoms of H.
We use the notation X, to represent a vector or a matrix consisting of (X;, j € M)
with M being an index set. Let Apin(-) and Amax(-) be the minimal and maximal
eigenvalues of a matrix respectively.

The following conditions are required technically in the process of theoretical
derivation.

(C1) The covariate X is bounded and the true regression parameter f8; belongs to an
open subset of RIM2!

(C2) E(¢|X) =0and E(T?) < o0;

(C3) T and C are conditional independent given X and P(T < C|T, X) = P(T <
C|T);

(C4) There exists a small positive constant € such that P(§ = 1|X) > € and P(t¢c >
77|X) > € almost surely with respect to the probability measure of X;

(C5) Forall (t,x) € [0, t7] x [a1, az]d",thejointdensity ft,x,8)of (T, X,6=1)
satisfies ¢; < f(t,x,8) < c2, where 0 < ¢ < ¢y < 00 are two constants;

(C6) Let ; = E[XLI_XMI.] and define p; = Amin(Z;) for i = 1, 2. There exists a
positive constant r > O such that0 < r < min{p1, p2} < max{p1, p2} = O(1);

(C7) Denote that p; = Amax(E(X Ty )). We suppose that the concave penalty
functions P1([|0]; 1) and Pa(|0]; 22) satisfy —P; (I01l; 41) = cA{0]~"
and —PZ//(||0 ;A1) = cAsll0 | =% near original point for some given constants
aeR,0<b<2andc >0, P{(0+; 1) = O(r1), P;(0+; A1) = O(%2), and

24 24
1 2
— 00, N
pE(d2(n=(=v) 4 p=2vp))b/2 pE(d2(n=(=v) 4 p=2vp))b/2

Q.

(C8) Let e(y,x) = y — go(x) for x = (x1,...,xg,). Suppose that
E[8*(Y, X)X}, Xp,] < 00 and [ le(y, x)x;| [C(1]'/?FO(dx.,dy) < oo
for j € M, where C(y) = [ [(1 — H(2))(1 — G(2))]"' G (d2).

Condition (C1) gives the support set of the true parameter. (C2) allows the distribution
of ¢ to depend on convariates and allows the heteroscedastic error terms, which is
weaker than Buckley—James method (Buckley and James 1979) and the rank based
method (Jin et al., 2003). (C3) shows that the censoring indicator § is conditionally
independent of the covariate X given the failure time 7 and the censoring time is
considered noninformative, which is the same as that for the Kanplan-Meier estimtor.
(C4) and (CS5) are regularity conditions for additive survival models. (C6) and (C8)
are quite mild for theoretical justification of the Stute estimator. It deserves to note
that when the dimension of non-zero effect covariate is finite, Condition (C6) holds
trivially if {X;, j € M; U M>} is linearly uncorrelated. Condition (C7) determines
the order of tuning parameters A and X,. In addition, (C7) makes the assumption
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on the maximum eigenvalue of the correlation matrix E(X T'X). This condition has
been used in many literatures (e.g. Joseph 2013) to ensure some near-orthogonality
between important and non-important covariates. The requirement for penalties in
(C7) is satisfied by most general used penalty functions, such as the group SCAD and
group MCP penalty.

For example, for the group SCAD penalty P(||0]]; An).

” b )»b

— L <ibn=yay > y—_"l

—101”P"(11]; 1) =

Then there exists constant ¢ such that —P" (||0]]; A,) > Al 107 if AZ“’ — oo; for
the group MCP penalty P(||0]]; 1,), we have

. 161°
n =10 P (N0 A) = == Liioi=yi)-

So there exists constant ¢ such that —P”(||0||; An) = Al [0]/~" as long as YAl — 0
and y A, — o0.

Define qﬁn j(xj) = 0 wq m(xj) to be the estimator of ¢ (x;), and we write the

correspondmg estlmators for ¢0 ; and non-zero valued fBy; in (5) as ¢n (¢>,, j.J €
M 1)T and ﬂn (qbn j.J € M2)T respectively. In the main results, we consider the case
that d4 /n — 0. Recalling that p > 0.5 is a smoothness parameter for ¢;, Theorem
1 presents the convergence rate of the estimators /3 , and an

Theorem 1 Suppose Conditions (C1)~(C7) hold. If the tuning parameters iy =
o(d,n7") and ry = o(d,n™") with 0.25/p < v < 0.5, then ||ﬁn ,30||2 =
0p(dr(n= =" 4 n=27)) and |, — bol> = Op(d] (1=~ +n=2'7)).

Theorem 2 Suppose Conditions (C1)—(C8) hold. If the tuning parameters satisfy that
A =o(dyn™") and hy = o(dyn™"), then for 0.25/p < v < 0.5and v(p +¢q) > 0.5,

(i) lim P8, =0:j € M3)=1and lim P(Cg8,; =0:j € M) =1;
n—0oo n—0oo

(ii) For any u € RIM2 with u|y = 1, /auT =128, — By) 4 N(0, 1), where
2 =538, B3 = Var@n@)(Y —go(X)) X, + (1= 8)y1(¥) —ya(Y))
with y; (y)’si = 0, 1, 2 defined as in Appendix.

Theorem 2 shows that the proposed estimators enjoy an asymptotic oracle property.
Specifically, result (i) implies that the estimators are consistent in terms of variable
selection and structure identification, i.e., they can select important variables and iden-
tify the important non-parametric components simultaneously with high probability;
result (ii) states that the estimator of regression coefficient for important linear vari-
ables is asymptotically distributed as normal with mean zero and variance-covariance
matrix as discribed in the theorem.
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5 Simulation studies

In this section, we conduct some simulation studies to evaluate the performance of
our proposed method by using different penalties including group SCAD and group

MCP. The parameter y is set to 3.7 in group SCAD and y = 2(1 — mﬁx xiij /n)_1 in
i#]

group MCP according to Fan and Li (2001) and Zhang (2010) , respectively. The tuning
parameters A1 and A, are selected using the GCV criterion given by (9). The sample
size is taken as n = 400 and all the simulation results are based on 100 replications
using R software. We compare the proposed method with two competeing approaches
in terms of the model selection accuracy as well as estimation accuracy. The first one
is the LAND method by Zhang et al. (2011) and the second is the oracle estimate
which is obtained by assuming the true model structure is known.

To evaluate the estimation accuracy of the estimator ft, we report the relative model
error defined by Fan and Li (2002). We first define the model error of the estimator

a(x) as
ME(2) = E{fi(x) — u(x)}* = E{exp(3(x)) — exp(go(x))}?,

where (x) = E(Y|x) and g is the proposed estimator of go. The relative model error
(RME) of the proposed model to the linear AFT model is defined as

_ MEG
ME()’

RME(i, it)

where ME(11) represents the model error under the linear AFT model. We present
the median of the relative model error (MRME) over 100 replications. To evaluate
performance of the compared methods in structure selection, we report the true positive
rate that an important variable is correctly selected.

The survival time is generated from AFT model (3). The covariates are generated as
follows. We first generate the covariates X1, ..., X, from an AR(1) structure model
with X1 ~ N(0, 1) and Cov(X;,, X},) = 0.4l =2l for j1, jo=1,..., p, and then
we trim X to the range [—1, 1]. The error ¢ is distributed by N (0, 1). The censoring
times are independently generated from the uniform distribution U[O, c], where c is
chosen to yield about 20% censoring rate. We use cubic splines to select the important
variables and to identify the structure.

Example 1 We set p = 15 and g takes the form
go(x) = 2x1 — 2x2 + 2 f1(x3),

where f1(x) = 2 sin(27x). In this model, the first three variables are important, among
which the first two have linear effect and the third has nonlinear effect.

Example 2 We set p = 15 and g takes the form
g0(x) = x1 + 1.5xp — 0.8x3 + 0.5 1 (x4) + 2 fr(x5) — 0.3 f3(x6),
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where f1(x) = 9x% — 6x, fr(x) = sin(Qrx), f3(x) = 2exp(2x) —31log(2 + x). In
this model, the first six variables are important with the first three having linear effect
and others having non-linear effect.

Tables 1, 2, 3, and 4 summarize the simulation results. Tables 1 and 3 report the rate
of of each component being selected as an important variable and the MRME over 100
replications in Examples 1 and 2, respectively. It can be seen that the proposed methods
performs better than LAND in terms of correctly selecting the important variables and
smaller MRME. The MRME’s are less than 1 for all the considered methods, which
suggests that the proposed methods and LAND perform better than the classical AFT
regression method which omits the nonlinear effect. Tables 2 and 4 report the rates of
each important variable being identified as having a nonlinear effect in Examples 1
and 2, respectively. It can be seen that the proposed method can correctly identify the
nonlinear effects with higher probability than LAND method. Tables 1-4 reveal that
LAND rules out unimportant variables with higher rate and selects important variables
with less rates. Hence, LAND selects sparser model compared with proposed method,
while the selected model by using the latter method includes true important linear
effect and non-linear effect variables with higher rate.

Figure 1 displays the functional estimates of g;(x;), j = 1,2, 3 and their 95%
confidence intervals in Example 1 by using group SCAD. The pointwise standard errors
are calculated based on 200 bootstrap replications. Figure 2 shows the fitted functions
of gj(x;),j =1,...,6in Example 2 by using group SCAD selector. In these figures,
the fitted functions are close to the real ones, and the pointwise confidence intervals
cover the real value of the functions perfectly. So our proposed method by using two
kinds of comparable penalties can efficiently estimate the regression coefficients of
linear effect covariates, the nonparametric functions of non-linear effects and their
pointwise standard errors.

Our proposed method works for high-dimensional data. However, it is often that the
dimension of covariates is ultrahigh. The two-step selection procedure for ultrahigh
dimensional data has been extensively used in the existing studies (Neykov et al.
2014, Ma et al. (2006). Therefore, we recommend a two-step methods when applying
our proposed method to the ultrahigh dimensional censored data. We first adapt the
SIS procedure (e.g. Zhang et al. 2018) to reduce the ultrahigh dimension model to
a moderate scale n/(31og(n)) and then apply our proposed method to analysis the
reduced model. We evaluate the performance of proposed two-step method via the
following example.

Example 3 The data is generated following the same model as in Example 2 but an
ultra-high dimensional case with p = 2500, where the first six variables are important.
The screening procedure by Zhang et al. (2018) is used to screening out the unrelated
variables in the first step. Tables 5 reports the simulation results including the average
of selected model size, MRME and the true positive rate (TPR) which is defined as
the rate that the all the important variables are selected over 100 replications. 6 show
the rate of each important variables being selected. It can be seen that the two-step
methods works well for ultra-high dimensional data.

The theoretical results of proposed method is obtained under completely non-
informative censoring assumption, which may be violated in practice. We conduct
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Table 2 The rate that important

Method X1 X2 X3
components are selected as
nonlinear effect in Example 1 GSCAD 09 15 94
GMCP .10 .14 91
LAND .03 .02 .56
TRUE 0 0 1

GSCAD, GMCP: the proposed method with the group SCAD and
group MCP respectively, TRUE: the oracle method with the model
structure known, LAND: linear and nonlinear discoverer in Zhang
etal. (2011)

additional simulations to examine the robustness of proposed method when this
assumption is violated.

Example 4 We generate the data similar to Example 1, but the error ¢ is distributed by
N, 02), and the censoring time is generated from the uniform distribution U [0, c]
with ¢ = (2 + exp(e))cy if X1 < 0 and ¢ = (3 + exp(e€))c; otherwise, where c; is
taken such that the censoring rate is 20% around. Thus the censoring time is correlated
with the failure time via the covariate X and the residual €, where o is chosen as 0.3,
0.5 and 1 to control the correlation between failure and censoring time.

Table 7 reports the rate of each component being selected as an important variable
and MRME. Table 8 reports the structure identification results. It can be found that
both the proposed methods and LAND method are robust when the assumption of the
completely non-informative censoring is violated.

6 Applications

DLBCL s the gene-expression data set from diffuse large B-cell lymphomas published
in Rosenwald (2002). There includes 3583 gene expression data from 112 tumors with
the germinal center B-like phenotype and from 82 tumors with the activated B-like
phenotype in R package DLBCL. In addition, survival information is available from
190 patients. To identify genes whose expression levels are significantly associated
with survival, we first delete two samples with missing data and apply global normal-
ization to gene expression levels so that they are comparable for different patients. To
avoid the instability caused by a high dimensional matrix, we adapt SIS procedure to
reduce the model to a moderate scale n /4.

We then apply the proposed method and competing LAND approach to identify
model structure and select important variables using 188 patients data with 47 gene
expressions. The analysis results are summarized in Fig. 3. All selectors identify that
the gene expressions have only linear effects on the survival time, where group MCP
selects 16 important linear effect gene expressions, group SCAD selects 23 important
variables, and LAND identifies only one variable as important variable. Thus, LAND
identifies much more sparser models than the proposed method, which is consistent
with our simulation results.
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Table 4 The rate that important

components are selected as
nonlinear effect in Example 2

Method X1 X2 X3 X4 X5 X6
GSCAD 37 34 35 1 1 71
GMCP .35 37 32 1 1 .68
LAND .05 .08 .01 90 23 .85
TRUE 0 0 0 1 1 1

GSCAD, GMCP: the proposed method with the group SCAD and
group MCP respectively, TRUE: the oracle method with the model
structure known, LAND: linear and nonlinear discoverer in Zhang
etal. (2011) respectively

g1(x4)
2

-3 -2 -1

gz(xz)
ga(xs)

Fig. 1 Estimates of functions g;(x;), j = 1,..., 3 by group SCAD selector in Example 1. The solid line
is the true function, the dot and dash line is the pointwise mean estimate, and the dotted lines are the 95%

pointwise confidence intervals

g1( x1)

gz(xz)
0

gs(xs)

T
-10 -05 0.0 05
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-1.0 -05 0.0 05 1.0 -1.0 -05 00 05 1.0
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g 4( X4)
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Xs Xe

Fig.2 Estimates of functions g;(x;), j = I,..., 6 in Example 2 by group SCAD selector. The solid line
is the true function, the dot and dash line is the pointwise mean estimate, and the dotted lines are the 95%

pointwise confidence intervals
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Table 5 The results of variable

selection in Example 3 Method #S TPR MRME
GSCAD 8.69 .992 .871
GMCP 8.32 .987 .856
TRUE 6 1 -

GSCAD, GMCP: the proposed method with the group SCAD and
group MCP respectively. #S: the number of selected important vari-
ables; TPR: the true positive rate; MRME: the median of the relative
model error;

Table 6 The rate that important Method

X1 X2 X3 X4 x5 X6

components are selected as

nonlinear effect in Example 3 GSCAD 39 34 39 1 1 73
GMCP A5 .36 43 1 1 75
TRUE 0 0 0 1 1 1

GSCAD, GMCP: the proposed method with the group SCAD and
group MCP respectively

7 Concluding remarks

In this paper, we have developed a double penalized weighted least square procedure
to automatically eliminate the coefficients associated with inactive variables, pursuit
model structure, and estimate the nonzero effects simultaneously in additive AFT
model. We show that the proposed approach can consistently identify the true model
under mild assumptions and the estimates of the coefficients have the oracle property.
An ADMM algorithm is applied to solve the optimization problem. Numerical calcu-
lations show that the proposed method performs well in selecting important variables,
identifying the model structure and estimating the effects. We have a couple of cau-
tionary notes on the limitations of the proposed method. Firstly, our method is based
on Stute’s weighted least square loss function. The validity of the proposed method
relies on the assumption that the failure time and censoring time are independent. In
the Buckey—James and rank based estimators, it requires only some conditional inde-
pendent assumption. It is worthy to extend our proposed method to Buckey—James
and rank based method. Secondly, to deal with more practical data sets, we can further
consider a partially linear model

p d
T,=Y BZij+ Y gi(Xij)+ei. ©)

j=1 j=1

where the covariates Z;’s are pre-known to have linear effects (e.g. the categorical
variables). The proposed method is readily extended to this kind of model. Thirdly, our
theoretical results are obtained under the assumption of non-informative censoring,
which may not be true in most of practices. Extension of the proposed method to
non-informative censoring assumption is worth of future studies. Finally, this paper
tackles the theoretical problems under the scenario that the covariate dimension is the
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2646 L. Liuetal.
Table 8 The rate that important Method o X X 3
components are selected as
nonlinear effect in Example 4 GSCAD 0.3 03 13 88
0.5 .05 A1 .89
1 11 .10 .93
GMCP 0.3 .06 15 .89
0.5 .07 A2 .93
1 .07 15 .93
LAND 0.3 11 A2 .58
0.5 .14 11 43
1 17 17 37
TRUE — 0 0 1

GSCAD, GMCP: the proposed method with the group SCAD and
group MCP respectively, LAND: linear and nonlinear discoverer in
Zhang et al. (2011)

4.5+

o GMCP I
35| & GSCAD ° o
w ] < LAND o A
8 A o
T 25— o A
o a a
S 154 8
ha:) PN a o
Q a a
S o5+
c [-W-Walolyalpay [-W-We} W% & ooao (=} F-W-yay a o [ely-W-W-ypay [-W-\a-¥ o
S -05 A
1% AN 8 a
0 154 a °
5 aa N
oy =3 ~ °
o« -25- °
a
-3.5 | 4
°
-4.5 | >
L L L L L L L L U e N N N A A R N B B |
N N OO N O CTI ORI, DD NN BON NIV DD ONDNOMNODCTDOOON N DD
O R I D R e B O T NO T, RO RAN PN e OR R T ROON T RADB N DO
OCODOWOFTOWONNMNNIOTONTOLANNTDOONDT - - NO T NDONOODOIWOLNN—-SANNO
R R R g R e R A A g R R TR R R B R R AR A R RN T
O == =N = w FoO AN JdJor-rONQL v~ Y o = TANNJde X O Tk =ocWw
Q(_)(N‘—Si—wzmézgsgm<wugom4mu_<‘——<ux(mgguow<<gg<<‘—mr~
PO 0L TN FGIR2noaSradoUOl80Xn0d0ds< 058302 g0
SCEFORALEAT 535 SESL §5Z03 Bo=4L3Q - 340L ot gx
ZZ-CLNFOao @ = z = 8°F x> a9 o < w T oF
I ZO@ < & = =8 @ s s 9
(6] )
[ Sl 2 @
»

Fig.3 The results of selection and estimation for the DLBCL data by using group MCP, group SCAD and

LAND selectors

polynomial order of sample

size. For ultrahigh dimensional data, we recommend a

two-step method, i.e., reducing the dimension to moderate scale first by using of the
existing screening methods (e.g. Liu et al. 2018; Zhang et al. 2018) and then applying

our proposed method. The fu
in progress.

rther research for the ultrahigh dimensional data is still
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Appendix: Proofs
Proof of Proposition 1. First, the fact that ¢; (x) = B, +¢;(x) with B; = fo‘flz ¢ (x)dx
and qgj (x) = ¢j(x) — B; for j = 1,..., p implies that the decomposition (4)

holds. To show the uniqueness of the decomposition, we assume that there exist
B DY eRéand @(”, ..., 3Y)) € Fd 1 = 1,2 such that

dn dn
Y oxBY + 6V e =Y X8 + 8 (). (10)
Jj=1 j=1

It suffices to prove that /3](.1) = ,3](.2) and q}ﬁl)(x) = q}ﬁ.z) (x) foreach j =1,...,d,. To
the end, we note that (10) implies that

S ([0 - 2] [50 -7 =0
j=1

When the covariates are not linearly dependent, by the Fubini’s theorem, there exists
(x(l), e, x?_l,x;)H, .. .,xgn) € [y, @219~ such that

3 (188 = BP1+18 ) = 6P eepl) = = 3187 = 81416 6D - 67 D).
i

Writing — 3, x?(wi(l) _ ,3,'(2)] + [q;[(l)(x?) — J)lﬁz)(x?)]> as C; and using the con-
dition that E(ﬂ](.’)xj + qu3§l>(xj)) = E(Xj¢ (X)) forl = 1,2, we have

B =B+ 180 - P (01 =0 (1)

for each j = 1, ..., d,. Noting that 435.1)()5) € H, integrating two sides of (11) on
variable x from o to oy gives that

B = 2.
Combining with (11), we get that
6 (0) = P (),
O

Let P, be the empirical measure of {(Y;,6;,X;) : i = 1,2,...,n}, and
P be the probability measure of (Y, §, X). Define gj;j(Xj) = g;f(gb,,j, X;) and

@ Springer



2648 L. Liuetal.

g5;(X) = g5(doj. X;) for ¢j € Q2. Then denote g,(X) = Y9, X (X)),
gh(X) = Y9 g (X)) and gi(X) = Y9, g (X ;). Define

m m
Ul —UT U] —U] 0 0
. m m . 0
U2 —U2  Um42—U2
C; =
0 0 " m
Ugp+m—1—"Ugp—1 Ugp+m—1—HUgy—1 (gn—1)Xxqn,
forup = -+ = um = &0, Umt1 =8&1,...,ug,—1 =&k, 1, Ug, = -+ = Ugytm =

&k, Let L and 4 represent convergence in probability and in distribution, respec-
tively, as n — oo unless otherwise stated. Similar to Lemma A5 in Huang (1999), the
following lemma can be established first.

Lemma 1 Assume that Conditions (C1)—(C4) hold for any 1 < j < d,,. Then there
exists a function ¢,; € 2, such that

gk — gilloo = llgn — golloo = Op(dn(n™"P 4+ n=172)/2y)

with P,8g,; = 0.
Proof According to Corollary 6.21 of Schumaker (1981), for any 1 < j < d,
there exists ¢,; € €2, such that [[¢,j — ¢ojllec = O(m™"F). We define g,;(X;) =
Xj¢nj(Xj) and

8nj = §nj - ngl]P’nngnj,

where ng = Z?:l d;/n. Then it is easy to see that IP,8g,; = Oforany 1 < j < d,.
Furthermore, we note that

||gnj - ng”oo =< ”gnj - gnj“oo + ||§nj - ng”oo = Ly + Dy, (12)
where
I, = ”gnj - Enj”oo = Cllpizagnj”oo = C(”(]Pn - P)8§n1||oo + ||P(8§nj - 8g0j)||00)7
with ¢ being a constant independent of #. By Lemma 3.4.2 in van der Vaart and Wellner
(1996), we have (P, —P)8g,; = O,(n~"/?n"/?). And the definition of ¢, ; shows that
IP(88nj — 880)lloc < E(8)lI8nj — 80jlloc = O(n~"7). Hence we have

Iy = Op(n™"P 4+ n~(17V)/2), (13)

In addition,
Dy =X jnj — Xjdojlloc = Op(n"7). (14)
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Plugging (13) and (14) into (12), we can get [|g,j — 80 lloc = Op(n~"F +n=17"/2),
By using the property of Kaplan—-Meier weights (Stute 1993) and Lemma 3.4.2 in van
der Vaart and Wellner (1996), we have

lign; = 80;llc0 < c1l(Xj@nj — Xj¢0;) — @ ju(Bnjs Xj) — & (0> X)) lloo

n
< c1llgnj — gojlloo + Cz” Zwix(i)j¢nj(X(i)j) — 88nj
izl

o0

n
+e3 H > Wi X0 (Xij) — 880 lloo + call8Znj — 8g0; HOO
i=1

=0, + 0,(n" ") 1 0,07V + 0,(nP)
=0, 40~ U7V

where ¢;’si =1, ..., 4 are finite constants. Thus, we have

gk — gilloo = llgn — golloo = Op(dn(n™"P 4+ n~(17)/2)),

m}

Define ’gjj(X.,') = g;f(anj, X;) and g}(X) = Z;{”:] fg;“j(Xj), then we have the
following lemma.

Lemma 2 Assume that Conditions (C1)~(C7) hold. If0.25/p < v < 0.5, then ||g} —

gilI> = 0,(d2qy ") and =0,(1).

1
—@&n — &)
n

o0

Proof Let 1,; € Q, such that n,;(x) = 0Z].T1//qmm(x) and [|n,;(0)|1> = O0(g; Y.
1

Denote A (X) = Zf-”:l &7 (nnj, X j), then we have ||d—h:(X)||2 = 0,(q;"). Define

n
Hy(a) = Qn(0, + af}). To prove this lemma, it is sufficient to show that for any
ap > 0, H) (ag) > 0 and H,,(—ap) < 0 with probability tending to one.
Note that

dn

1
Hy(co) = 5 1Y" — (g, +aoh)X)|* + > Pi(ICe(Bnj + 00 : A1)
j=1
dy
+ ) Pa(ll0j + @08} 1 22).
=1

Then

Hy (o) = —Pu 5 (Y = g5 = coh}) |

d, $ \T *

" (C«g-gn‘) C,;(o,,j + 05()0,,‘)
+ > Pl(IC O + 0} )1z 11) / ’

T R G 0+ o )

@ Springer



2650 L. Liuetal.

d, *T *
n 0" (onj -+ a00n~)
+ > P10 + 081 ho) j
o " 16,1j + 08

£ H) + H, + Hj.

We consider the first part

Hy = =P, [hi(Y* — g + aoPu(h}; - h})
—P, [H5(Y* — g9)] + aoPllhi (X)) + ao (B — P) () - 1))
—P, [R5 (Y* — gh)] + coaodin™" + 0, (n""2dD),

where ¢y > 0 is a constant and the first term

Py (Y* —gn)] = Bp = P) [y (Y* — g)] + Pl (Y — g3)]
£ Jln + J2n-

In Jin, [Y* = gilloo = 1Y* =85+ 85 — 8 lloo < Op(1)+0p(dn(n™"P +n~ 17112,
1
Since d}/n — 0, 0.25/p < v < 0.5, we have ||ﬁh:(Y* — g)lloe < My with a

n
)

Then similar to Lemma A2 and Corollary A1 in Huang (1999), we have

constant M. Let

=n,

1
2

n

1 1
po(n) = {ﬁh?(Y*—g,*,): ‘ d—(gZ—gS)
n n

log Ny (e, po(n), L2(P)) < cogn log(n/e),
for any ¢ < n with a constant c¢g and

1/2
Ja@. po. La(P)) < cogn’*n.

Here we can take n = ¢, 172, Combining the results of Lemma 3.4.2 in van der Vaart
and Wellner (1996) and Lemma A1 in Huang (1999), we get

T = 0p(1)-d7 - n ™ (g0 + L) = 0,(n712a5).

NG

We then consider J,, as

hZ_gE';—gZ]

Ton = B[ &) — )] = dy B[
n n
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which gives that

2l < 0p(1) - dyt - | go & | = 0p(dy (=121 4 n=112)).

By

Therefore,
Hi > coapd2n™ + 0,(d2n='2) + 0,(d2(n=V/>FPV 4 n=1/2)),

Next we focus on H; and H3. Let B;(X;) = (¥, n(X1j), ..., llfqmm(an))T. By

Lemma 3 of Huang and Ma (2010), it follows that there are constants 0 < ¢3 < ¢4 < 00

such that

B;(X;)"B;(X)) B;(X)"B;(X)) -
jtaj J/)SAmax(// /J>SC461,11

-1
aq, = Amin( "

n

with probability tending to one. Then we have ||0,U|| = 0,(1)and ||C§0;j|| = 0,(1)

by using of the fact that ||0nj VomXil = O(qn l/2). Observing that

d, T *

ud (C E n ) Cé(an/ +a00n')
|Hol = |~ P{(ICs (B + b )ll: 1) — 72 :

; T 1Cs 60 +aob)

|(C£0; )T Ce (8, + a0} )|
1Ce (01 + c00},))l

IA

’

> P{(ICE B, + 005 )5 1)
j=1

by using of Condition (C9) and A; = o(d,n""), we have
dy
|Ha| < P{(0+:21) ) [ICeb5 1 < O(M)Op(dy) = 0p(din™).
j=1
The same arguments as above give that |H3| < o0, (d,%n’”) if Ay = o(d,n™").
Consequently, H, (o) > coaod,%n_” +o0p (d,%n_”) > 0 with probability tending

to one. Similarly, we can prove that H, (—«p) < 0 with probability tending to one.
Therefore, the boundness of covariate X in Condition (C2) ensures that

I12; — gnll* = 0p(dyg, ") = 0p(dyn™).
1
Subsequently, Lemma 7 of Stone (1986) yields that || d—(?n" — 8l =0,(1). O
n

To verify the consistency of parameter estimation, we need the following lemma.
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Lemma 3 Define my(x, y*; g*) = (y* — g*(x))z/d,%. Denote My = Pmg and M, =
1

P,mg = —||Y* — g*(X)||2/d,%. Under the conditions of Lemma 1, for any function
n

g(+) satisfying E[5g(X)] = O, there exists a constant ¢ > 0 such that

2

Pmo(-; g*) — Pmo(; g5) = ¢ + 0, a7 1),

1
d_(g* — &)
n
Proof Let h* = g* — g and

L(s) = Pmo(-; g5 + sh™) — Pmo(-; g5)

1
= [P = (g5 +sh™)? = PO = g)’]
n
1 %7 % * 7 % 27 %2
Zd_ZP(_ZSY h* +2sgoh™ + s°h™).

n

Since L'(0) = 0 and L"(0) = 2P(h*?)/d?, there exists a constant ¢ > 0, such that
2

. Similarly, we have

1
Pmo(-; %) — Pmo(-; g5) = ¢ d—(g* - 80)
n

2

Pmo(-; ) — Pmo(-; g5) = Op(1) ’

d—ln(g,’i - 80)
By Lemma 1, Pmo(-; g;) — Pmo(; g5) = Op(n_2”p + n~U=Y)), Combining the
following equality
P (5 g*) — Pmo( g5) = (ProC: g% — Po(: g9)) + (ProC: ) — Pmo(-: ¢7))
with the triangle inequality
g™ — &xl* = llgy — &311” < llg" — &51* < llg" — &x1* + llgs — &3,

we have

1 ? - (-
Prmo(; 8%) = Pmo(; g) = c | (" =g | + Op(n 27+ 017",
n

where ¢ > 0 is a finite constant. |

Proof of Theorem 1. Let

V = M,(g") — M,(gy) — (Mo(g¥) — Mo(g,))
=Pumo(:; &%) — Pumo(; &) — Pmo(-; g¥) — Pmo(-; &)
= (Pp — P)(mo(; g*) —mo(-; g1)),
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By Lemma 3.4.2 of van der Vaart and Wellner (1996),

_ 1/2
E  sup  |[VI=n""2ng %
(& =gy

=n

Then by Theorem 3.4.1 of van der Vaart and Wellner (1996), choosing the distance
d(gy, gy) = —[Pmo(; g5) — Pmo(-; g5)] there, we have

—ri, [Pmo (5 5) — Pmo(; g)] = 0, (1),
where r1, = 0(n'2g, "*) = 0(m1="/2). Therefore, Pm(-; ) —Pmo(; g8 =
0,(n~1="). Thus Lemma 3 gives that ||%(g7; —gHlI> = 0,(n2"P + n=(I=M),
Combining the result in Lemma 1 that || g — g ||go = OP(d,%(n_z”f’ +n=07)) we
have

12 — g511> = 0p(d; ("7 +n=(177)).
By Conditions (C2)—(C4), it follows that

ES|| X u, @, (Xa1,) — S0 (X 1)) + Xt By — Bo)||* = O@2(n™27 4= (1=,

Denoting the projection of X y7, on X s, as W, we have

ES||(Xy, — W)B, — Bo) + WB, — Bo) + X s, B, — 60)|
= E8]|(Xas, — W)B, — Bo) | + ES|W B, — Bo) + Xur, @, — b0) |
= 0@ d>(n= 2P +n~ 7)),

By Condition (C6), we obtain
1B, = Boll* = Op(dZ(n=17") 4+ n=2P)).

This in turn implies E8| Xy, (B, — $o) | = 0, (@217 4+ n=27)). Therefore,
16, — doll* = Op(@Zn="17" 4+ n=2'7)).

This completes the proof of Theorem 1. O

Proof of Theorem 2. (i) First, we prove the selection consistency of the variables.
Let8, = @y, ..., 00, )7 with

nls -

g |0t ¢ M,
" 0, ifje Ms.
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Note that 79\,, satisfies Q”é n) = 0. By the definition of /0\,1 and 5n, we have
0n(0,) = 01 (8)
= 3Q”8(0”) @, —6,) — ,((, -4, >T%@ —8,)
= —%@ -9 >T%<o 0,)

g7 @) 5 C:0,)7 (P (ICeO;1I: 1)(Ce,
~ 3O g T nM3—5 > (Cebu))" (P ICEB; 11 21) + 0, (1)) (Cibr)
M3 M3

JEM3

1 ~T —~ —~
=5 2 00 (P30 22) + 05 (D)8,
JEM3

where 07 is between 0 and 0
Since 0 is the minimizer of Q(#), we have Q(0 ) < Q(0,,) which implies that

Loy 320,(07) ~ 1 e p N
30ny 5Oty = =5 D (Ceb,))" (P UICEB11; 11) + 0, (1)) (CeB.,))
M3 M3

JEM3
1 -~T ~ -~
=5 2= 00 (P11 22) + 0p (1) 8. (15)
JEM3

Note that the left hand of Eq (15)

AT -~ o~
Iy < 0, E(X 3, X013)0nnty < o 10015117
for some constant ¢ by the continuity of the B-spline functions and the definition
of py¥. And using Condition (C9), there exist constants a, b and ¢ such that the
right hand of Eq (15)
b = e+ 2 10 177

Thus, by the results of Theorem 1, we obtain that

Ay + A9

0, (@2 (=17 4 02PN = 8,0 11° = 0, (1)

I’l

A

PR @0 ¢ s 2

This shows that under the condition that

A3
P d2(n=(1=") +n

S TNGE goes to infinity,

_ PURY;
P(“onMa” >0) = P(,o;f(d,%(n*(lfv) + n=2vp))b/2 = OP(I)) —0
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Next, we prove the structure selection consistency. Assume that § =

n

@7 ,...,07 HT with
~nl ~ndy
. if j ¢ Ma,
“nMs an, s.t. ngﬂj =0, if j € M>.
Then we have
1/~ T 920,09 /~
(B =0 ) ——Jé—él(mmh-—a )
2 ~nMy/ 00y, 80M2 ~nMa

1 ~ —~ —~
> =5 D (Cebu))T (P (ICeBn 11 1) +0p(1))(CeBi)
JEM)

—% > (@j—an)T(Pé’u@,-n;x2>+op<1))(5nj—g ). ae)

JEM) "

where 02 is between /0\,1 and @ . The left hand of equation (16)

n

~ T 92,07 ~
= 0,0(Ceu =0, ) g gt (CeOmn =t )
~ 320,(0°) ~
=0,()(Cel,,)T - — 212 . (C:0,
»(D(Ceburry) MMM&(s M)
< 0,(D P10, 1%

Similarly, we can obtain that the right hand of equation (16)
a a\im 2—b
I = c(A7 + 2) 10,1777

Therefore,

A9+ 24 o)
@ == 1 a2 = Or ) -

P8 > 0) < P(
The selection consistency of variable and structure is concluded.
(i1) Let the column and row vectors of covariate matrix X™* are X ’1“ e, X;n and

X{1ys - -+ X{,)» respectively. Define

_ r'z_ w; X i _
Xy = iz @, X5 = (nw)' (X — Xu).

Z?:] Wi
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UW: 8.8, 2 X3 (Y = 3 &0 - Xip.8).

JEM;

~ e ~
Un(B) = ~ 3 UWi: B. 6y,
i=1

with W £ (w, X, Y). Then ﬂn satisfies the estimating equation U (/3) = 0 by
the definition of ﬂ ,, and ¢,,

1 n - ~
Let U, (B) 2 - Zi:l U(W;; B, ¢o) and B, be the root of U,(B) = 0. We

then show that Eﬂ has the same distribution with ﬁn. The Fréchet derivative of
U(W; By, ¢) at ¢ in the direction h is given as

DW, h) = lim UW: By, ¢ + ah) — U(W: By, ¢p)
o—> o
= X’,@X’Llh,

withhe{h1+ +h|M||,h EH Jj € My}

The relation |[(§, — ¢o)/dnll = Op(n~=/2 4 n=P) = 0,(n~/*) ensures
that the linear assumption 5.1 in Newey (1994) is satisfied. Then by Lemma 3.4.2
of van der Vaart and Wellner (1996), we have

(B, — B){D(W: $, — o)} - 0.

It follows that the stochastic equicontinuity assumption 5.2 holds. For ¢ close
enough to ti)o, a straightforward calculation yields that ED(W; ¢ — t})o) =0
by using Condition (C8). Then the mean square continuity assumption 5.3 holds
with «(W) = 0. By Lemma 5.1 of Newey (1994), B8,, and $,, have the same
distribution. ~

Next, we seek for the asymptotic distribution of B,,,,. Lett, = n12 Vi(a) =
0 (Bo+in(@, 01", $0) — 0u(Bo, $o), Wherea = (ai, ... ap,) " isa|Mal-
dimensional constant vector and 0 is a | M3|-dimensional zero vector. By part (i)
of Theorem 2, ﬂ n—Bo =t (an , 01T with probability converging to one, where
an = argmin{V},(a) : a € RM2I} Letting 0 be the estimator corresponding
to /3,,, then similar to Theorem 2 (i), we also have C§0 nj = 0 (j € M) with
probability converging to one.

Note that

Vin(@) = Qu(Bo +ta@’, 017, ¢g) — 0,(Bo. do)
2
= (wa"Un(Bo) + 3 a" Uy (Bo)a)
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+[ 2 PiC 1) = Y Pi(ICeB0; 11 M)
JEM) JEM)

+{ D2 P28l 220) = D PaCllB0;11z A2n)
JEM) JEM;
£ An(a) + Az (a) + Aszq(a).
Since ﬁan —Bo=ta= npqmm(XMz)T(o*an — 0ou,), we have

00 —00j = Wy XDV XNy W (XDtmaj, j=s1+1,....5.

It follows that

Azy(a) = E PZ(”anj”;)Qn)_ E Py(1001; 224)
jeEM> JEM?
/ ogj
= E Py(10011; A2n) —— + 0, (1)
. 160l
JEM)

(W XY g XD T, (X ina]-

By Condition (C7), we have

|Asn(@)] < dy PYO+: 22 [, X, , (X)T) ne

= 0,dn™)0,(n" 172 = 0,(1).
Similarly, we can get that Ay, (a) Zo.
Hence, @, = argmin{V},(a) : @ € RI™2l} = argmin{A,(a) : a € RI"2l} and
so we only care about the minimum of n A1, (a). Similar to Huang et al. (2010),
we have

1
nAi(@) = a’ (VnU,(By)) + 50" U, (Bo)a
2477 + a” Da.

It can be seen that 73 L ¥ and uXy 2T, 1 is distributed asymptotically by

N(0, 1) for any u € RI™2| with ||u| = 1, where £3 = Vary(Y)(Y —
80(X) Xy, + (1 = 8)y1(Y) — y2(Y)) with the following notations that

A'(x,y)=P(X <x,Y <y, 6=1), H =P(¥ <y,§=0),
or-en( [ )
o =exp( | T )
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1 -
mJ@>=TjE65/1@>yk@xnnmmH“undm

10 < 3,0 < D@ OGNE 7o,
ro = [[ S I B ' dx, ),

() =W jeM), =12

Let @ = argmin{Vi(a) = al Ty + %aTZga s a e RIM2Iy, According to the
continuous mapping theorem of Kim and Pollard (1990), /nuX =2 (8, m>—Bo)

has the same asymptotical distribution as u % ~!/%a 4 N, 1) for any u € RIMal
with [lu|| = 1, where £ = ¥, ! 3%, ' This completes the proof of Theorem 2.
O
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