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Magneto-optical measurements of the negatively charged 2s exciton in WSe2
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Monolayer transition metal dichalcogenides (TMDs) host a variety of optically excited quasiparticle species
that stem from two-dimensional confinement combined with relatively large carrier effective masses and reduced
dielectric screening. The magnetic response of these quasiparticles gives information on their spin and valley
configurations, nuanced carrier interactions, and insight into the underlying band structure. Recently, there have
been several reports of 2s/3s charged excitons in TMDs, but very little is still known about their response to
external magnetic fields. Using photoluminescence excitation spectroscopy, we observe the presence of the 2s
charged exciton and report its response to an applied magnetic field. We benchmark this response against the
neutral exciton and find that both the 2s neutral and charged excitons exhibit similar behavior with g factors of
gX 2s

0
= −5.20 ± 0.11 and gX 2s− = −4.98 ± 0.11, respectively.

DOI: 10.1103/PhysRevB.106.L081409

Monolayer semiconductor transition metal dichalco-
genides (TMDs) have attracted significant attention in the
last decade due to their unique optical properties. Similar
to graphene, but with a three-layer (staggered) honeycomb
lattice, TMDs host direct-gap transitions at their ±K valleys
and exhibit circular dichroism due to their finite Berry cur-
vature [1–3]. The reduced dimensionality of materials in this
system, coupled with techniques such as hexagonal boron
nitride (hBN) encapsulation, lead to an enhanced Coulomb
interaction and excitons with large binding energies (EB ≈
150–500 meV) [4–6].

When there is excess charge present in the system dur-
ing exciton formation, the exciton may lower its energy by
capturing an electron or hole and form a bound, charged
three-body state referred to as a charged exciton [7,8].
Charged excitons are a ubiquitous feature of semiconductors,
but are difficult to observe in traditional systems—such as
GaAs/AlGaAs quantum wells—due to their small binding
energies (1–2 meV) [9–11]. In TMDs, however, both singlet
and triplet charged species have been discovered with EB ≈
20–40 meV [8,12–15]. In the high carrier density regime,
these resonances have been alternatively interpreted as many-
body polaron states [16–19].

In analogy to the hydrogen atom, excitons are known to
form a Rydberg series of higher-energy states [20]. In TMDs,

*These authors contributed equally to this work.
†Present address: Naval Research Laboratory, Washington, DC

20375, USA.

they have been observed through a variety of different optical
techniques up to principal quantum number n = 11 [4,5,21–
24]. However, even in the presence of excess charge, a corre-
sponding series for the charged exciton has remained elusive.
The lack of experimental observations of these states has
been thought of analogously to the H− ion, for which there
exists no bound excited state [25]. More recent theoretical
work [26–29] has detailed scenarios in which these higher n
charged excitons could exist, but that work does not match
with a series of compelling experimental reports of metastable
2s/3s charged excitons in TMDs [30–33]. Significant work
remains to reconcile experimental results with theoretical un-
derstanding.

The difficulty in observing these higher n states is twofold:
(I) The weak radiative decay rate of excitons with higher
n makes them increasingly dim in typical photolumines-
cence (PL) measurements [34] and (II) even once the state is
observed optically, further carrier density and magnetic-field-
dependent measurements are needed to correctly identify the
exciton species. In particular, the magneto-optical characteri-
zation of exciton species has proven to be an important tool
for distinguishing between particle configurations [35,36].
It also gives valuable information about the spin-valley
character of each excitation [13,14,37–39], many-body inter-
action [16,40,41], and the underlying band structure of the
materials themselves [42–46].

In this Letter, we confirm the presence of negatively
charged 2s exciton (X 2s

− ) in WSe2 via photoluminescence
excitation (PLE) measurements. In PLE, we monitor the emis-
sion from the 1s (lowest-energy) exciton species while the
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FIG. 1. (a) Schematic of the hBN encapsulated WSe2 with a graphite (Gr) back gate and electrodes. (b) Optical image of device after
full fabrication. The compressed area in the center indicates the region of the sample that underwent nanosqueegeeing. (c) Schematic of the
PLE process highlighting the higher n states (e.g., X 2s

0 ) and emission monitored channels (e.g., X0, X t
−, or X s

−). (d) σ−σ− PLE spectra taken
at Vg = 0 V and sample temperature of <300 mK. The monitored emission channels are marked with arrows (X0, X t

−, and X s
−) [47,48]. Two

Raman modes are identified as diagonal dashed lines [ZO(hBN) and ZO(hBN) + A1g(WSe2)] (see Refs. [49–51]). The resonances of the
excited states are marked with horizontal dashed lines (X 2s

0 , X 3s
0 ) [22].

excitation laser’s energy was swept in the energy regime
needed to resonantly probe higher n states. This provides a
superior signal-to-noise ratio compared to PL. Additionally,
we report on the response of X 2s

− to an applied magnetic field.
We measure the valley-dependent Zeeman splitting for both
the 2s neutral (X 2s

0 ) and charged (X 2s
− ) excitons in the carrier

density regime in which they coexist. From this, we extract
similar g factors for X 2s

0 /X 2s
− , gX 2s

0
= −5.20 ± 0.11 and gX 2s− =

−4.98 ± 0.11, and discuss the possible physical origins of this
result.

In our experiment, a monolayer of chemical vapor deposi-
tion (CVD) grown WSe2 is encapsulated in hBN along with
few-layer graphite (Gr) contacts and a bottom gate electrode.
Encapsulation was performed via the wet capillary action
method and interlayer contamination was removed via the
nanosqueegee method [52] [see Fig. 1(a) for a schematic of
the sample and Fig. 1(b) for an image of the final device].
The full fabrication details are reported in the Supplemental
Material (SM [49], which includes Refs. [53–70]). The joint
hBN and Gr encapsulation allows for a high-quality device
with electrostatic control over the carriers in the system via
the applied gate voltage Vg [71].

Throughout our work, we utilize PLE to resonantly probe
the 2s exciton states. In PLE, the energy of the input pho-
tons is varied and when their energy resonantly matches a 2s
exciton state, electrons are excited from the valence band to
form these excitons (e.g., X 2s

0 ). There, the 2s excitons undergo
nonradiative relaxation to a 1s state (e.g., the neutral exci-
ton X0) where they radiatively recombine and emit photons.
An illustration of this process is shown in Fig. 1(c). For
these measurements, the excitation beam is generated using
a dye laser with a dynamic excitation range of 1.77–1.99 eV.
We use a confocal configuration with circular polarization
resolution in both excitation and detection. Throughout this
Letter, we denote the excitation/emission polarization in the
format σ excitationσ emission. The sample was placed in a dilution
refrigerator equipped with a 12-T superconducting magnet in
a Faraday geometry. We estimate that with residual heating
from the laser and magnet, the ambient temperature of the
sample is <300 mK.

Figure 1(d) shows a baseline PLE spectrum taken with
σ−σ− (−K-valley selective) at Vg = 0 V and B = 0 T. We
identify the 2s and 3s neutral Rydberg excitons (X 2s

0 , X 3s
0 )

by their binding energies [24,72] and labeled them with
white dashed lines at 1.859 and 1.887 eV, respectively. The
1s neutral (X0) exciton’s emission channel and the triplet
(X t

−)/singlet (X s
−) charged excitons’ emission channels were

identified by their binding energies [48,73] and PL gate volt-
age dependence [74] (see SM [49]).

Next, we tune Vg to ne-dope the system and look for signs
of an emerging charged 2s exciton in our PLE spectra. Fig-
ure 2 highlights the results of this while monitoring the X0

emission channel; Fig. 2(a) shows the full PLE spectra at
selected Vg, while Fig. 2(b) is the integrated vertical cross
section of the emission spectrum around the X0 signal. The
integration region used for all gate voltages is denoted in the
Vg = 0.6 V panel of Fig. 2(a) by the vertical dashed lines. As
in Fig. 1, we identify the resonance at 1.859 eV as X 2s

0 .
At Vg = 0.3 V, a lower-energy resonance begins to emerge

at 1.838 eV. We label this state as the 2s charged exci-
ton X 2s

− and base this identification on two observations:
(I) Vg = 0.3 V corresponds to the transition of the sample
from charge neutrality to ne doped and the emergence of
the negatively charged 1s excitons X t

−/X s
− (see SM [49] for

1s PL data). The X 2s
− resonance displays a similar onset at

Vg = 0.3 V indicating a similar negative charge character.
(II) When the X 2s

− resonance first appears at Vg = 0.3 V, we
find that �E(X 2s

0 −X 2s− ) = 21 meV while �E(X0−X t− ) = 29 meV
and �E(X0−X s− ) = 35 meV. This reduction indicates that the 2s
charged exciton is less tightly bound than its 1s state coun-
terpart. This is in accordance with other observations in the
literature [30–33] and consistent with the fact that Rydberg
states display a reduction in relative binding energy with each
increasing n.

Since the 2s charged exciton is expected to be a doublet, as
observed for the 1s charged excitons, the extracted position
of X 2s

− is an average. X t
− and X s

− have a narrow linewidth
and a strong intervalley exchange interaction that splits them
(≈6 meV [15,75]) which allows us to spectrally resolve them.
However, the broadness of the 2s states combined with a
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FIG. 2. (a) PLE data with increasing ne doping while monitoring the X0 recombination channel in the −K valley (σ−σ−). (b) Waterfall
plot of vertical cross sections from Vg = 0 to 0.9 V. The integration region is annotated in (a). The counts were summed over the emission
width for each excitation energy.

reduced intervalley exchange energy (theoretically predicted
to be ≈ 1 meV [32,75]) prevents us from resolving the doublet
of the 2s charged exciton. There is, however, indication of the
two states in the asymmetric line shape of the X 2s

− peak (see
SM [49]).

In Fig. 2(b), we see the spectral dependence of X 2s
0 and X 2s

−
with carrier density. As the ne doping increases with increas-
ing gate voltage, the X 2s

0 resonance broadens, decreases in
intensity, and spectrally blueshifts. The broadening and loss of
spectral intensity are consistent with more rapid decoherence
from an interaction with the Fermi sea. The blueshift results
from the competing effects of the band gap and binding energy
renormalization due to decreased e−-e− and e−-h+ interaction
from screening by the Fermi sea [33,76,77].

In contrast, the X 2s
− peak grows in intensity and experiences

minimal spectral drift with increased carrier density. In the
case of a three-body quasiparticle, one expects a redshift that
is linearly dependent on the charge concentration in the sys-
tem resulting from momentum conservation [12,19,76]. This
competes with the effects of band gap and binding energy
renormalization previously discussed for the neutral excitons
that favor a blueshift [76], and leads to the minimal spectral

drift observed. Both the increase in intensity and small spec-
tral shift are consistent with the behavior of 1s and 2s charged
excitons previously observed [33,76,77].

Since X 2s
− emerges in the ne-doped regime, we expect X t

−
and X s

− to be the most prominent emission channels for 2s
exciton species (see SM [49]). To verify this, we monitor the
X t

− emission channel in a similar manner to X0 and show the
results as a function of Vg in Fig. 3 (the results for X s

− can
be found in SM [49]). We confirm that the behavior (spectral
position, shift with gate, etc.) of X 2s

0 and X 2s
− is independent

of the monitored decay channel.
We turn our attention to extracting the behavior of the X 2s

0
and X 2s

− with applied magnetic field. We chose to take the data
at Vg = 0.6 V because both the neutral and charged exciton
have a similar intensity. Integrated vertical cross sections of
the X t

− emission channel presented in Figs. 4(a) and 4(b)
show the response of the −K (σ−σ−) and +K (σ+σ+) valleys,
respectively, with magnetic field. The extracted peak centers
from fitting are marked with black dots. Applying a magnetic
field breaks the time-reversal symmetry in the system, and
results in a redshift (blueshift) with positive field for the +K
(−K) valley and vice versa with applied negative field [13,16].

FIG. 3. (a) PLE data with increasing ne doping while monitoring the X t
− recombination channel (σ−σ−). (b) As in Fig. 2, the waterfall plot

corresponds to vertical cross sections from Vg = 0 to 0.9 V.
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FIG. 4. Vertical cross sections from the X t
− emission channel as a function of field for (a) (σ−σ−) and (b) (σ+σ+) marked with the

corresponding peak positions (black dots) for the X 2s
0 and X 2s

− states from fitting with the dashed line serving as a guide to the eye. (c) Extracted
g factors for X 2s

0 and X 2s
− states. The thickness of the fit line in (c) corresponds to the error in the fit.

Using the definition for the Zeeman splitting in terms of po-
larization components, �EZ = Eσ+σ+ − Eσ−σ− = gμBB, we
fit a linear model to our data and extract a g factor of −5.20 ±
0.11 and −4.98 ± 0.11 for X 2s

0 and X 2s
− , respectively. This fit

and extracted difference is shown in Fig. 4(c). Results that
agreed within experimental error were found for both X 2s

0 and
X 2s

− for a similar analysis of the X s
− emission channel (see

SM [49]).
Frequently, a single-particle model is used to interpret the

g factor for 1s excitons. In this model, the contributions to the
Zeeman splitting are defined as �EZ = −�μ · �B. The magnetic
moment �μ is composed of additive terms for the orbital and
spin contributions (intracellular components μO, μS) along
with a correction for the effects of the finite Berry curvature
in the system (intercellular component μV) [38,39,44,75,78]
in each relevant band. Within this interpretation, we ex-
pect gX0 ≈ −4.4 and −11 � gXt/s

−
� −4 (depending on the

method used to calculate μV, and whether the doublet is
resolved [13,14,47]).

To serve as a reference point between the literature and our
2s results, we also extracted the g factors for X0 and X t/s

− .
These values are gX0 = −4.22 ± 0.04, gX t− = −4.12 ± 0.04,
and gX s− = −3.86 ± 0.05 in our system at Vg = 0.6 V. They
are consistent with the results from the single-particle inter-
pretation, but highlight a distinct increase in our 2s g factors
with respect to the corresponding 1s states. We discuss two
possible contributions to this enhancement.

(I) Enhancement of the g factor for the 2s neutral
exciton has been observed in magnetic Rydberg measure-
ments in both intrinsic and electrostatically neutral sam-
ples [21,23,24]. Since the observation in neutral samples
rules out doping effects, the divergence from gX0 ≈ −4.4
has been attributed to enhanced intercellular contributions
arising from the increased k-space localization of the wave
functions with each subsequent n [24]. Extending this tech-
nique to charged excitons gives an intercellular component
that decreases as the Bohr radius increases. This is com-
pounded by an increased k-space localization of the charged
exciton (see SM [49]). While this model could explain
the results for X 2s

0 it would underestimate the g factor
for X 2s

− .
(II) A second possibility is the onset of a many-body

interaction (polaron picture) between the excitons and the
emerging Fermi sea from electrostatic gating. Many-body in-

teractions are expected to be very favorable in WSe2 which
has a Wigner-Seitz radius greater than 1 even at extremely
high densities [41,79]. The interaction strength will vary
with the Fermi sea’s population and the Bohr radius, and
induce Fermi sea polarization. A carrier-dependent enhance-
ment of the g factor in TMDs has been documented for many
materials/quasiparticles, with the strength of enhancement
dictated by the degree of the induced Fermi sea polariza-
tion [16,37,40,41].

In the many-body picture, it has been observed that as
doping levels are varied there is a convergence of the g factor
between competing quasiparticles (e.g., X0 and X−) in regions
in which they coexist. In analogy to the Kondo effect, the
impurity (exciton) is dressed with either an attractive or re-
pulsive interaction with the Fermi sea. As the carrier density
increases, the state dressing will become more similar for
all exciton species—regardless of the type of interaction—
resulting in a convergence of the g factors [40] for X0-like and
X−-like excitons. Such behavior is not expected to be limited
to the 1s state excitons and can explain the convergence of our
extracted values of g for the X 2s

0 and X 2s
− within experimental

error.
Our results serve as a marker in mapping the behavior

of the 2s charged state X 2s
− with magnetic field in TMDs.

Experimental quantification of the g factor serves as another
physical benchmark for future theoretical models of stable
2s charged states. Additionally, the stability of the X 2s

− state
offers a possible medium for studying the crossover from
exciton Rydberg physics to the quantum Hall regime for
charged species at high magnetic fields. Recent work by Klein
et al. used carrier-density-dependent g-factor measurements
to demonstrate tunable many-body physics through all 1s
exciton species in MoS2 [40]. Our initial results indicate
that it would be possible to produce this type of map for
2s species with access to higher magnetic fields and devices
with a larger dynamic carrier density range. This opens up a
unique opportunity to study many-body interactions in higher-
energy exciton species that is generally limited in traditional
semiconductors systems with smaller exciton binding, such as
GaAs quantum wells.
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D. R. Reichman, T. Taniguchi, K. Watanabe, D. Smirnov, and
J. Yan, Nano Lett. 19, 2464 (2019).

[25] R. N. Hill, Phys. Rev. Lett. 38, 643 (1977).
[26] C. Fey, P. Schmelcher, A. Imamoğlu, and R. Schmidt, Phys.
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