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Abstract

Iceberg calving, the process where icebergs detach from glaciers, remains poorly understood.
Moreover, few parameterizations of the calving process can easily be integrated into numerical
models to accurately capture observations, resulting in large uncertainties in projected sea level
rise. Recent efforts have focused on estimating crevasse depths assuming tensile failure occurs
when crevasses fully penetrate the glacier thickness. However, these approaches often ignore
the role of advecting crevasses on calculations of crevasse depth. Here, we examine a more general
crevasse depth calving model that includes crevasse advection. We apply this model to idealized
prograde and retrograde bed geometries as well as a prograde geometry with a sill. Neglecting
crevasse advection results in steady glacier advance and ice tongue formation for all ice tempera-
tures, sliding law coefficients and constant slope bed geometries considered. In contrast, crevasse
advection suppresses ice tongue formation and increases calving rates, leading to glacier retreat.
Furthermore, crevasse advection allows a grounded calving front to stabilize on top of sills. These
results suggest that crevasse advection can radically alter calving rates and hint that future para-
meterizations of fracture and failure need to more carefully consider the lifecycle of crevasses and
the role this plays in the calving process.

Introduction

Calving is one of the largest sources of uncertainty in projected mass loss from ice sheets and
glaciers (Stocker and others, 2013; Pértner and others, 2019; Pattyn and Morlighem, 2020) and
developing better models of the calving process is essential for accurate sea level projections.
Current parameterizations of calving, such as height above buoyancy (Vieli and others, 2001),
eigencalving (Levermann and others, 2012) or von Mises stress (Morlighem and others, 2016)
can replicate behavior of glacier advance and retreat in some cases, but the predictions made
by these parameterizations often have several tunable parameters and result in projections of
rates of mass loss that diverge over time (Choi and others, 2018).

The Nye zero stress criterion provides a simple method to introduce a physically motivated
parameterization of calving into glacier models (Nye, 1957; Nick and others, 2010; Todd and
Christoffersen, 2014; Ma and others, 2017; Ma and Bassis, 2019). This criterion assumes cre-
vasses penetrate to the depth in the glacier where the largest effective principle stress vanishes.
The Nye zero stress criterion has some disadvantages: it lacks coupling between flow and frac-
ture and assumes closely spaced crevasses, which is a good assumption for Greenland outlet
glaciers but less so for Antarctic ice shelves (Colgan and others, 2016). However, the method
is computationally cheap to incorporate into models and straightforward to implement com-
pared to other theories that can be cumbersome to include in ice-sheet models, such as linear
elastic fracture mechanics (Krug and others, 2014; Yu and others, 2017; Jiménez and Duddu,
2018).

However, with a few exceptions (Bassis and Ma, 2015; Sun and others, 2017), previous cre-
vasse depth studies omit the effect of crevasse advection despite the fact that observations show
advection is important in predicting the location and depth of crevasses (e.g. Mottram and
Benn, 2009; Hubbard and others, 2021; Enderlin and Bartholomaus, 2020). The omission
of crevasse advection and the assumption that crevasses immediately ‘heal’ makes modeled
calving solely dependent on the instantaneous stress within the glacier. Although instantan-
eous stress near the terminus may be diagnostic of criteria for calving in some cases, it may
not adequately predict calving events where ice near the terminus is highly crevassed due to
previous crevasse formation and advection.

An alternative approach to simulating fractures in ice uses damage mechanics, which can
easily incorporate crevasse advection of a scalar (or tensor) damage variable (Pralong and
Funk, 2005; Borstad and others, 2012; Duddu and others, 2013; Krug and others, 2014;
Jiménez and others, 2017). Damage mechanics is well suited to simulate the propagation of
crevasses within numerical models because it avoids complex remeshing of crevassed geom-
etries. However, damage mechanics can be computationally expensive to implement for
long timescale simulations. It also relies on empirical damage production criteria that are dif-
ficult to constrain with field or laboratory data, although model results may be relatively
insensitive to parameter tuning in some cases (Duddu and others, 2020).

Here, we formulate a calving model that combines elements of the Nye zero stress model
with damage mechanics. The basis of our model is the Nye zero stress crevasse criterion.
However, we generalize the Nye zero stress model to include advection of ‘damaged’ or
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Fig. 1. lllustration of the different processes in the calving model. Incompressible
flow with indicated boundary conditions determines the viscous evolution of the gla-
cier. Based on the Nye zero stress criterion, tensile crevasses form and advect with
the ice. A calving event occurs when surface and basal crevasses meet.

crevassed regions of ice. Our implementation is computationally
simple and has few tunable parameters. Although similar to dam-
age based models, our model assumes that brittle failure occurs
rapidly compared to the timescale of ice flow and thus portions
of the ice transition immediately from ‘intact’ to ‘fractured’. This
reflects the reality of the calving process: ice fractures near instant-
aneously compared to the time it takes for appreciable flow.

Flow model description

We include crevasse formation and advection in a 2-D flowline
glacier model. Choosing a 2-D representation reduces computa-
tional cost and simplifies the implementation of the calving cri-
teria. A schematic illustration of the model is shown in
Figure 1. The different elements are described in detail below.

Incompressible viscous flow

We use a modified version of the incompressible equations
describing slow, viscous flow, which can be written as:

V- (n(Vu+ (Vu)")) — Vp + pg = p22 in O )
V.-u=0in Q,
where Q indicates the entire glacier domain (Fig. 1). The effective
viscosity is denoted by 7, the ice density by p, the acceleration due
to gravity by g, the velocity vector by u(x, z, t) and the pressure
by p(x, z, t). We retain the acceleration term following Berg and
Bassis (2020) as a physically based regularization that avoids
unphysical time-step dependence of the velocity and stress fields.
The effective viscosity of ice is calculated using Glen’s flow law
using a temperature-dependent constant B and a flow law expo-
nent n=3:

B 1.
n:zeé/n 1, (2)

where the effective strain rate is related to the strain rate tensor by:

€ = /€;€;/2, (3
and we have used summation notation.
Boundary conditions

Denoting the ice divide boundary as I'; and the ice-bed interface
as I', (Fig. 1), the boundary conditions on velocity are given by:

(€]

where 71 is defined as the outward facing unit normal vector. The
velocity boundary condition on I'; represents zero inflow at the
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ice divide. The inequality condition on I', is a no-penetration
boundary condition for grounded ice.

For simplicity, we use a modified Weertman sliding law with
the drag force along the bed (I';) proportional to the cubed
root of the sliding velocity. Defining I'; as the portion of the ice
boundary beneath sea level (Fig. 1), the applied stresses for
basal drag and water pressure are thus given by:

T= —,B|u|_(2/3)(u -7 onl),

5
= —p,gzw on I's. ®)

F.
'y

>

(T.
0' .
Here, T denotes the unit vector tangential to the surface, § is the
sliding coefficient, p,, is the density of water, z,, is the ice depth
relative to sea leveland o is the Cauchy stress tensor.

Traction must also vanish at the ice divide (I';) and on the
ice-ocean boundary (I';). On the ice-atmosphere boundary I,
there are no external stresses. These conditions are expressed as:
T.0-T=0only, I'sand I'y

T 0on I'y.

(6)

Model implementation details
Flow solver

We implement our model using the open source finite-element
solver FEniCS with an arbitrary Lagrangian-Eulerian formulation
using mixed Taylor-Hood elements with the second-order con-
tinuous Galerkin elements for velocity and first-order continuous
Galerkin elements for pressure (Alnaes and others, 2015; Helanow
and Ahlkrona, 2018). We solve the incompressible flow equations
(Eqn (1)) using Picard iterations with a linear solver and calculate
the acceleration term in the momentum balance using a backward
Euler step with a zero velocity initial condition to avoid an unphys-
ical dependence of results on time-step size (Berg and Bassis, 2020).
For all simulations we use a maximum time step of 3 days and
restrict to a shorter time step if necessary based on the
CFL (Courant-Friedrichs-Lewy) criterion with a Courant number
of 0.5. Decreasing the time step does not affect results, indicating
numerical convergence.

Boundary forces

We implement the no-penetration boundary condition (Eqn (4))
on grounded ice (I';) by adding an additional force on grounded
ice. This force represents the elastic properties of subglacial rock
and sediment and is numerically equivalent to a penalty method.
This boundary condition is given by:

o-f=ar,—r)on . (7)

The elastic force is directly proportional to the distance under
the bed that the ice has penetrated in the normal direction, where
the location of the bed is denoted by =, the location of the ice is r
and o is the elastic coefficient. We use a value of 100 kPam™! for
the elastic coefficient. Our results are insensitive to the value of o
over a wide range, and our chosen value agrees broadly with mea-
surements of the Young’s modulus of glacial till. Taking the
Young’s modulus of a loose glacial till to be 10 MPa (Bowles,
1996), our value for the elastic coefficient corresponds to a plaus-
ible glacial till thickness of 100 m (Walter and others, 2014).

For implementation of the elastic bed force and force due to
water pressure (Eqns (5 and 7)), we introduce a damping term
for vertical velocities to ensure that the ice displacement during
flotation or rebounding from the bed is numerically stable.
These damping terms are those of the form derived in Durand
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and others (2009), which result from a Taylor expansion in the
vertical position dependence of the elastic and water pressure
forces and includes dependence on the time step At and the
unit vector in the vertical direction z:

= —p,gAt(u-2)zon T
i ’ (8)

a'.
o-n=—alAt(u-2)z on I';.

Crevasse advection and calving

For crevasses to form, we assume that the local stress field must
satisfy the Nye’s zero stress criterion (Nye, 1957). The largest
effective principle stress ONye is defined using the greatest prin-
ciple stress o, as:

ONye = 01+ Py&ew- 9

We model crevasse formation and advection as a binary scalar
field of ‘crevasses’ in the ice. To advect crevasses in the model, we
use massless tracers in a ‘particle-in-cell’ method and store the
binary crevasse field independently from the finite-element
mesh. Using tracers to advect properties limits numerical diffu-
sion and allows us to resolve sharp changes separating regions
that are crevassed from those that are not. We use LEoPart
(Maljaars and others, 2020), an add-on to FEniCS that includes
this functionality, to implement the particle-in-cell crevasse
advection. Computational overhead using tracers is small and
the time required to run our model is dominated by the Stokes
flow solver. Additionally, our particle-in-cell implementation is
convenient using LEoPart, but any numerical advection method
can be used as long as results are not overly diffusive.

A set of tracers are randomly distributed throughout the
domain with 32 tracers initially in each finite-element cell as
shown in Figure 2. In general, more tracers increase the precision
of results and results are converged with 32 tracers per cell. At
each time step, the diagnostic stress is projected to a first-order
discontinuous Galerkin space and then evaluated at the tracer
locations to determine if new crevasses form. Similarly, the vel-
ocity solution on a second-order continuous Galerkin space is
evaluated at the tracer locations to advect their position.

Using coordinates (x; z;) to denote the position of the ith tracer
at time T, the crevasse field ¢;(t) at the nth time step is given by:

1 if onye(xis zis 7o) > 0 or ¢i(T,-1) =1

0 otherwise. (10)

Ci(Tn){

This implementation of the Nye’s zero stress criterion is
equivalent to the choice of a zero tensile yield strength for ice.
One limitation of our approach is that we do not resolve individ-
ual crevasses, but instead consider a macroscopic ‘field” where
regions are either fractured or intact. Moreover, our crevasse cri-
terion effectively introduces a binary damage parameter that is
zero or unity. This implies that the timescale of damage growth
is fast compared to the viscous timescale. For this study, we
assume crevasses are narrow brittle features that do not affect
the larger-scale rheology.

Once formed, crevasses persist indefinitely and, in our model,
are not allowed to heal. Extended time under compressive stress
may allow crevasses to close and refreeze. However, we assume
that even if crevasse do close, they remain weak planes that are
prone to reactivating under appropriate stress conditions.

After every time step, we analyze the stress field using a
method inspired by Todd and Christoffersen (2014). We generate
a contour of crevassed ice based on the binary scalar crevasse field
stored on the tracers. This contour indicates where the ice transi-
tions from crevassed to intact. In places where the contour

https://doi.org/10.1017/jog.2022.10 Published online by Cambridge University Press

979

R O

|

%
el
%’E@? ¥
PSP

ORI

i
¥

e S S o e N

R iy S ANt T
R A OO R S o Ko A
B A A G ATt e R G
AL i, va,.&,w ST, O S ERVANAR o G
AR A AR A A A AN SR

Fig. 2. Computational representation of the model glacier near the calving front. The
unstructured finite-element mesh is shown in black. Gray dots within the mesh show
the random distribution of tracers. Initially, tracers are distributed so that each
finite-element cell has 32 tracers. As tracers advect with the mesh, tracers are
added so that a minimum of 32 tracers are maintained in each cell.

indicates crevasses penetrate the entire glacier, we assume a verti-
cal fracture and remove all calved ice. We restrict calving to occur
along vertical planes of the glacier during tensile failure for sim-
plicity, but could specify non-vertical calving planes given an
appropriate criterion to determine the angle of the exposed calv-
ing face.

After a calving event we remesh and add tracers to the domain
randomly to maintain a minimum of 32 tracers per cell. Tracers
are initialized by interpolating existing tracers using LEoPart
functionality. Figure 3b shows a snapshot of the crevasse field
during a modeled calving event with crevasse advection and the
location of calving based on our criteria. In our implementation,
calved ice ‘vanishes’ and does not provide any back stress after
detachment from the glacier, neglecting the effect of mélange.

a 50 |
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Fig. 3. Snapshot of floating ice tongue with purple showing crevassed ice and vertical
calving indicated by a dashed white line. Model results shown without crevasse
advection (a) and with crevasse advection (b). Slippery bed parameters as given in
Table 1. Crevasses advecting from the grounding line to the calving front lead to a
calving event if advection is included. After a calving event occurs, all calved ice is
removed and is no longer present in the model.
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Meshing

We use the external remeshing package Gmsh (Geuzaine and
Remacle, 2009) for remeshing of the domain. Using Gmsh, we
have precise control over the meshing process and break the gla-
cier into high-resolution and low-resolution subdomains.
Dividing the glacier into high-resolution and low-resolution
regions allows us to simulate the entire glacier and maintain the
ice divide boundary condition (Eqn (4)) while avoiding excessive
computation time. We use an initial mesh size of 10 m in the
high-resolution region and a mesh size of 100m in the low-
resolution region, with the high resolution region starting five
ice thicknesses toward the ice divide from the grounding line.
Model results are insensitive to changes in the low-resolution
mesh size and converged with high resolution mesh size such
that sizes smaller than 10 m do not significantly change results.
We remesh after every calving event or when the ratio of min-
imum to maximum finite-element cell radii drops below a thresh-
old of 0.1 according to the built in FEniCS mesh quality class.

Suite of tests

To test the effects of crevasse advection on calving behavior in dif-
ferent environments, we first ran the model on a set of parameters
with different ice temperatures and sliding coefficients. This ini-
tial suite of simulations all have a constant prograde bed slope
of 0.01 broadly based on average bed slopes of Svalbard glaciers
(Dunse and others, 2012). Ice temperature and sliding tempera-
ture parameter sets are listed in Table I in four different combina-
tions: baseline, warm ice, slippery bed and warm ice and slippery
bed. A constant surface mass balance of 0.25ma™" is applied in
all cases, a moderate value broadly appropriate for, e.g. the
Austfonna Ice Cap (Schuler and others, 2007).

Ice temperature

We use a moderate temperature of —10°C as our baseline tem-
perature, roughly corresponding to near surface temperatures on
Jakobshavn Isbre (Iken and others, 1993; Liithi and others,
2002) and modeled ice temperatures of the Austfonna Ice Cap
(Dstby and others, 2013). To investigate the case of warmer ice
we use a temperature of —2°C, which agrees with modeled melt
season temperatures at Austfonna (Harrington and others,
2015). The Glen’s flow law coefficient B was taken for each tem-
perature from the values given by Hooke (2005).

Sliding coefficient

We use a baseline sliding coefficient of 7.6 x 10° Pam~1/3s!/3,
which is identical to the coefficient used for the modified
Weertman sliding law in the Marine Ice Sheet Intercomparison
Project (MISMIP) (Pattyn and others, 2012). Although previous
studies on Svalbard glaciers have a preference for a linear sliding
law, those studies obtain linear drag coefficients on the order of
10°-10" Pam~'s (Schifer and others, 2012; Vallot and others,
2017; Gong and others, 2017). The high end of that range is con-
sistent with the sliding coefficient of 7.2082 x 10 Pam™' s used
for linear sliding law tests in MISMIP to achieve similar sliding
velocities as the modified Weertman sliding law tests. Because
this is a fairly high sliding coefficient, we halve the coefficient
to see the effects of a more slippery bed.

Bed with a sill

In addition to the ice temperature and sliding coefficient tests, we
also perform tests on a prograde bed with an idealized sill to
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Table 1. Set of parameters used for model tests

Parameter set T°C

Pam~1/3s!/3
Baseline —-10 7.6 x10°
Warm ice -2 7.6 x 10°
Slippery bed —10 3.8 x10°
Warm ice and slippery bed -2 3.8 x10°

investigate the combination of varying bed topography and cre-
vasse advection on calving behavior. In this case, we superimpose
a Gaussian bump with amplitude 25 m and SD 50 m on the 0.01
slope constant prograde bed 250 m ahead of the initial calving
front. This is broadly consistent with spatial variation of bed
geometry near the calving front of some Svalbard glaciers
(Nuttall and others, 1997; Dunse and others, 2012; Dumais and
Bronner, 2020).

Variations on bed slope

To examine the effect of varying bed slope, we perform three add-
itional tests with our ‘baseline’ parameter set with different bed
geometries. Two tests are constant prograde slopes of 0.005 and
0.02, which correspond to half and double the previously used
slope, respectively. And third, we run the model on a bed geom-
etry with a retrograde slope near the calving front. This bed
geometry has a constant prograde slope of 0.01 from the ice divide
to 1 km from the initial glacier terminus. For the final 1 km, the
bed is retrograde with a slope of 0.0025.

Initial conditions

We initialize the ice surface to a constant slope identical to the
bed slope and constant thickness of 200 m from the ice divide
boundary to the terminus at 50 km, roughly consistent with
geometry of Svalbard outlet glaciers (Dunse and others, 2012).
From the initial ice configuration we run the model with the calv-
ing front held fixed at its initial location (assuming a calving rate
that exactly balances the velocity at the calving front) until the ice
relaxes to a steady state (2500 years). Once the glacier has reached
steady state, we allow the ice to flow and advance an additional 0.5
years before allowing crevasses to initiate using the Nye zero stress
criterion. The extra 0.5 year relaxation avoids any artifacts asso-
ciated with initializing the model with a vertical calving face.
We start all simulations without any crevasses and perform all
simulations with and without advection of crevasses.

Results
Crevasse advection increases calving

We first examined the effect of crevasse advection on terminus
position using a prograde bed without a sill and varying ice tem-
perature and sliding coefficient. Figure 3 shows snapshots illus-
trating initial ice tongue advance with and without crevasse
advection on a slippery bed. Without crevasse advection
(Fig. 3a), bending near the calving front results in a compressive
stress at the grounding line that prevents basal crevasse formation.
However, with crevasse advection (Fig. 3b), basal crevasses that
initiate before the grounding line advect past the grounding
line, resulting in a crevassed region that penetrates the entire
thickness 300 m from the calving front. This effect is shown
over time in Animation S1. Crevasse advection causes increased
calving frequency and decreased glacier length relative to when
advection is omitted.
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Fig. 4. Glacier length change over time relative to initial grounding line position without crevasse advection (a-d) and with crevasse advection (e-h) for baseline
parameters (a, e), slippery bed (b, f), warm ice (c, g) and both slippery bed and warm ice (d, h). Grounding line is plotted only when the glacier terminus is floating.
The inclusion of crevasse advection causes ice tongue disintegration for three of the parameter sets. The effect of crevasse advection on terminus position is most
pronounced for warmer ice, where we observe retreat and then stabilization of the calving front for approximately a decade before re-advance.

The cumulative effect of the increased calving frequency is illu-
strated in Figure 4, which shows the change in glacier length over
time relative to initial grounding line position for the suite of
scenarios. In the baseline parameter tests (Figs 4a, e), crevasse
advection makes little difference to glacier terminus position.
However, when we decrease the sliding coefficient (more slippery
bed) or increase ice temperature (warmer ice, Fig. 5), we see cre-
vasse advection has a larger effect on terminus position. For
example, in all tests that have warmer ice or a lower sliding coef-
ficient (Figs 4f-h), the ice tongue disintegrates, resulting in a
grounded calving cliff. The warmer ice and slippery bed condi-
tions are broadly representative of Greenland glaciers, few of
which form ice tongues (Rignot and Kanagaratnam, 2006; Hill
and others, 2018).

When the ice tongue disintegrates, we find that crevasses formed
before the grounding line when the ice tongue was intact persist,
resulting in transient calving behavior until these crevasses advect
out of the system. For example, Figure 6 shows crevasses and the
Ne stress after ice tongue disintegration for warm ice. The Nye stress
is insufficient to cause full penetration of crevasses near the calving
front. Uncrevassed regions exist at the base of the glacier and near
the surface. However, with crevasse advection, existing crevasses
take time to move through the domain resulting in a transient period
of increased calving that can last a few years to a decade.

Crucially, the contribution of crevasse advection is most pro-
nounced for our test with warm ice (Figs 4f, 5, Animation S2).
Glacier retreat continues after ice tongue disintegration and
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results in a stable grounded calving front position retreated
from the initial calving front for approximately a decade
(Fig. 5e) before the glacier starts to readvance (Fig. 5f). This tem-
porary retreat followed by re-advance is observed in the other tests
but is shorter: ~2 years with a slippery bed (Fig. 4g, Animation
S1) and under a year for warm ice with a slippery bed (Fig. 4h).
In the slippery bed simulations, increased flow velocity rapidly
exports transient basal crevasses away from the grounding line.
In the warm ice with a slippery bed case, the short ice tongue dis-
integrates quickly and is not able to form basal crevasses near the
grounding line. These results hint that glacier calving behavior is
not solely a consequence of immediate forcing and suggests gla-
cier advance or retreat could be dependent on earlier conditions.

Surprisingly, in no case do we observe sustained glacier
retreat regardless of ice temperature or sliding coefficient.
Instead, glaciers either advance or temporarily retreat before
re-advancing.

Stabilizing behavior of sill

Because several glaciers stabilize on sills near the terminus, we
performed simulations using our baseline parameter set with a
bump in the bed. In tests with and without crevasse advection,
when the ice tongue is forced over the sill, high bending stresses
at the grounding line cause a large calving event that removes the
ice tongue. The newly formed grounded ice cliff advances again
toward the sill. As shown in Figure 7, after a few large calving
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Fig. 5. Glacier evolving in time without crevasse advection (a—c) and with crevasse advection (d-f). Warm ice parameters as given in Table I. Without crevasse
advection, the ice tongue grows and advances over time. Crevasse advection increases calving, leading to ice tongue disintegration followed by stabilization of
calving front position for approximately a decade. At the end of simulation, the grounded calving cliff has started to re-advance.
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Fig. 6. Glacier crevasses (a) and Nye stress (b) after ice tongue collapse, 2 years after
start of simulation. Warm ice parameters as given in Table 1. The contour of zero Nye
stress is indicated by a dashed black line, indicating regions of newly crevassed ice.
Current Nye stress is insufficient for full penetration of crevasses. However, crevasses
developed when the glacier had an ice tongue are present and cause further calving.

events, both tests achieve steady behavior after ~30 years. Glacier
evolution for a total of 50 years is shown in Animation S3.

Without crevasse advection, Figure 7 shows that the glacier
advances over the sill and forms a short ice tongue. The tongue
periodically disintegrates from increasing stress at the top of the
calving front as the ice tongue advances. Thus, even in the
absence of crevasse advection, bed geometry can have a strong
effect on glacier advance. However, without crevasse advection,
the glacier retains a short floating ice tongue that may provide
some protection against perturbations in ocean forcing.
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In contrast, when crevasse advection is included, Figure 7
shows that the sill strongly inhibits advance and the glacier
forms a stable calving cliff at the location of the sill. As the glacier
advances over the bump in the bed, a higher cliff and the concave
bed shape increase stresses. Advected crevasses caused by these
higher stresses inhibit advance over the sill. We also observe
brief periods where the glacier temporarily retreats to the base
of the sill before re-advancing at ~37 years, 42 years and 47
years. This behavior is caused by slowly advecting surface cre-
vasses at the top of the calving cliff that eventually meet with
basal crevasses and cause a more significant calving event.

The resulting calving front is qualitatively similar to Store
Glacier in Greenland, which terminates at a bump in the bed
(Todd and Christoffersen, 2014). Store Glacier exhibits ice front
advance and retreat coinciding with the presence of seasonal ice
mélange (Howat and others, 2010), with our crevasse advection
results showing behavior similar to Store glacier in the absence
of additional mélange back stress.

In our simulations, glaciers advance on a prograde bed until
they reach a bump in the bed where they can stabilize. This is
analogous to the behavior of most stable glaciers that remain
perched on sills, but our model still fails to reproduce sustained
retreat. To explore if this is a general result indicating a failure
of the Nye zero stress model or a consequence of the particular
geometry, we explored a larger range of bed slopes.

Bed slope combined with crevasse advection changes calving
behavior

Finally, we examined the effect of increasing or decreasing the bed
slope. Adjusting the bed slope changes the flow velocity, but in the
absence of crevasse advection we see no change in calving behav-
ior (Figs 8a—c). All cases result in continuous glacier advance with
negligible calving for all slopes tested. This is consistent with
results in Figures 4a-d using a constant prograde slope of 0.01.
With a halved bed slope (Fig. 8d), the change in calving rate
due to crevasse advection is negligible as in the initial baseline
test (Fig. 4e). This test has reduced ice velocities and lower strain
rates that cause less crevasse formation. The percentage of time
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Fig. 7. Glacier length change over time relative to initial grounding line position without crevasse advection (a) and with crevasse advection (b) for a constant
prograde bed with a Gaussian bump 250 m ahead of the glacier starting position. Brown dashed line indicates location of the sill. Baseline parameters as
given in Table I. Grounding line is plotted only when the glacier terminus is floating. Both tests have a transient period characterized by large calving events before
settling into steady behavior after ~30 years. With crevasse advection, the sill strongly inhibits glacier advance, leading to a stable calving cliff. Without crevasse
advection, an ice tongue forms and periodically calves, giving a stable grounding line at the sill.
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Fig. 8. Glacier length change over time relative to initial grounding line position with crevasse advection (a-c) and with crevasse advection (d-f) for baseline para-
meters with a half prograde slope (a, d), double prograde slope (b, €) and retrograde slope (c, f). Grounding line is plotted only when the glacier terminus is float-
ing. With a lower bed slope, significant calving does not occur regardless of crevasse advection. However, including crevasse advection causes significant calving
with a higher prograde slope and with a retrograde slope. Both the double prograde slope and retrograde slope tests experience a period of relative steady-state
terminus position for ~2 years and then transition into a period of gradual retreat for the remainder of simulation.

that a grounding line is present is reduced over 10 years of simu-
lation, showing again that crevasse advection discourages ice ton-
gue formation. However, the overall rate of terminus advance
remains nearly identical.

With a doubled prograde slope (Fig. 8e) and a retrograde slope
(Fig. 8f), crevasse advection plays a critical role in calving behav-
ior and causes a significant retreat. Moreover, both tests show
similar calving behavior over the 10 years of simulation. For the
first 2 years, advance is stagnant and there is an approximately
steady terminus position. However, with crevasse advection, cre-
vasses form several hundred meters before the calving front and
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then advect, eventually allowing full crevasse penetration through
the glacier. After a period of crevasse accumulation, constant
retreat begins. This initially observed ‘steady-state’ behavior is
transient as crevasses initially form and advect through the
domain.

Discussion

In our suite of tests, advection of crevasses overall increases calv-
ing rates and reduces the rate of terminus advance. This effect is
pronounced and significant, given that without crevasse
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advection, only our test with a sill shows any significant calving
behavior. One of our most significant results is that when crevasse
advection is included, glacier behavior depends on the history of
crevasses in the glacier. This suggests some care in interpreting
observations of glacier retreat as calving and the crevasse distribu-
tion may include a transient response to events that occurred
years or even decades earlier.

The magnitude of the calving increase due to crevasse advec-
tion is dependent on a range of physical parameters including
ice temperature, sliding coefficient and bed geometry. All of
these parameters change the ice flow velocity and therefore also
affect the rate at which crevasse advect through the domain and
the ice geometry. Changing geometry, such as varying cliff height
at the calving front can significantly alter stresses within the ice
and affect crevasse formation.

In contrast to tests without crevasse advection, where we pri-
marily observe steadily advancing glaciers, results with crevasse
advection show a wide range of behavior depending on chosen
parameters: advance, temporary retreat, sustained retreat and
steady-state behavior. However, our model does not include
other mechanisms that would also change the rate of terminus
advance. One such omission is submarine melt. Submarine melt
rates vary over a wide range. For example, estimated values in
Hansbreen, Svalbard span the range from 0 to 15 m week™" (De
Andrés and others, 2018), which would strongly contribute to
total mass loss given that our model flow velocities are in the
range of 1-5mweek . The inclusion of submarine melt could
cause glacier retreat without crevasse advection, but we would
expect experiments with crevasse advection to experience a reduc-
tion in terminus velocity as well.

Furthermore, the reduction in terminus velocity with crevasse
advection would not necessarily be a simple superposition of pre-
vious calving rate and new melt rate. Calving rates for Svalbard
glaciers are strongly dependent on ocean temperature (Luckman
and others, 2015) and previous modeling has demonstrated that
relatively small melt rates can promote calving (Ma and Bassis,
2019) - an effect that could be magnified with the inclusion of
crevasse advection. A melt profile focused on the grounding
line reduces glacier thickness and promotes a buoyant transition.
This could increase the contribution of crevasse advection to calv-
ing rates given that the deepest advected crevasses are near the
grounding line where the ice transitions to flotation.

However, in addition to processes that may increases overall
mass loss, our model also lacks some mechanisms that may stabil-
ize calving retreat. For example, we do not include coupling
between crevasses and the ice rheology. Given that we treat cre-
vasses as a scalar field, it would be possible define a damage vari-
able as a function of the crevasse field and couple it to the ice
rheology in a similar manner to that of Sun and others (2017).
Coupling of crevasses with the rheology may decrease cliff
heights, reducing stress and the potential for retreat. However, a
different rheology could affect crevasse formation as well. If vis-
cosity decreases as ice becomes crevassed, ice may fail more easily
under tensile failure. This could increase the effect of crevasse
advection on calving behavior.

Another possible contributor to stabilization is backstress due
to calved mélange rather than instantaneously removing all calved
ice from the model domain. Back stress from mélange has been
shown to have significant effects on calving behavior (Joughin
and others, 2012; Todd and Christoffersen, 2014; Bassis and
others, 2021). For a rapidly retreating grounded ice cliff, the
rapid buildup of mélange could provide significant stabilizing
stress and potentially stop collapse.

Finally, the lack of crevasse healing is a key assumption in our
model. Crevasses in tests without advection instantaneously heal
while crevasses in tests with advection persist indefinitely.
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Allowing crevasse healing could produce calving rates between
those limiting cases. However, it remains unclear if healed cre-
vasses remain weak or regain their original strength. Moreover,
calving in our model is dominated by crevasses formed near the
grounding line or calving front and these crevasses do not have
significant time to heal. Nonetheless, by comparing model predic-
tions to field observations it may be possible to assess the role of
crevasse healing in calving.

Conclusion

Crevasse advection, which is easily included in existing Nye-based
crevasse parameterizations of calving, can play an important role
in controlling model (and perhaps glacier) behavior. This is espe-
cially important because phases of retreat and advance are not
necessarily instantaneously connected with climate forcing.
Instead, we anticipate a response time comparable to the time it
takes crevasses to advect through the domain. This may aid in
explaining some of the confusion in attributing glacier retreat to
atmospheric or oceanic forcing.

Our results also show that - at least for the geometries we con-
sidered - simulated glaciers rarely retreat in the absence of cre-
vasse advection. Including crevasse advection reduces the overall
rate of advance by increasing calving and also leads to transient
behavior. This effect is more pronounced with warmer ice.

Crevasse advection also increases the importance of basal top-
ography. When crevasse advection is included, we see a transition
to retreat when bed slope is increased. When approaching a sill in
the bed, crevasse advection contributes strongly to calving events
and prevents further advance, leading to a stable ice cliff rather
than a transient ice tongue.

Our study points to the important role that crevasse advection
can play in calving behavior. Future attempts to model the calving
process need to carefully disentangle the instantaneous effect of
crevasse opening versus the more subtle effect of the transport
of crevasses from regions of higher stress to regions of lower
stress.

Supplementary material. The supplementary material for this article can
be found at https:/doi.org/10.1017/jog.2022.10.
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