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Abstract

Dispersed computing is a new resource-centric computing paradigm, which makes
use of idle resources in the network to complete the tasks. Effectively allocating tasks
between task nodes and networked computation points (NCPs) is a critical factor for
maximizing the performance of dispersed computing. Due to the heterogeneity of
nodes and the priority requirements of tasks, it brings great challenges to the task
allocation in dispersed computing. In this paper, we propose a task allocation model
based on incomplete preference list. The requirements and permissions of task nodes
and NCPs are quantitatively measured through the preference list. In the model, the
task completion rate, response time, and communication distance are taken as three
optimizing parameters. To solve this NP-hard optimization problem, we develop a new
many-to-many matching algorithm based on incomplete preference list. The unilateral
optimal and stable solution of the model are obtained. Taking into account the needs
for location privacy-preserving, we use the planar Laplace mechanism to produce
obfuscated locations instead of real locations. The mechanism satisfies ¢-differential
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privacy. Finally, the efficacy of the proposed model is demonstrated through extensive
numerical analysis. Particularly, when the number of task nodes and NCPs reaches
1:2, the task completion rate can reach 99.33%.
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1 Introduction
1.1 Motivation

Dispersed computing describes a new computing paradigm that can perform compu-
tation in the most suitable location according to task requirements, which can greatly
reduce communication and computing costs [1]. A dispersed computing systems con-
sists of a group of highly heterogeneous networked computation points (NCPs) (such
as smart phones, tablets, internet of things terminal servers, base stations, and users
computers) that can provide computing services [2]. Compared with other computing
paradigms (cloud computing, fog computing, and edge computing), the advantage of
dispersed computing lies in the flexibility of choosing the most convenient location for
the mobile devices to carry out the computation [3—5], which relies on efficient task
allocation in dispersed computing. There are many challenges to the task allocation
of dispersed computing since the highly dynamic and unstable of dispersed comput-
ing environment(such as the heterogeneity in computation power and communication
bandwidth). Among them, one of the most important challenge for the task allocation
is how to quickly identify and deal with the instantaneous changes of the network.

In dispersed computing systems, the computing capabilities and types of compu-
tation that can be performed by different nodes are vary greatly. Strong nodes (such
as powerful servers and base stations) may be able to efficiently complete various
complex tasks, whereas weak nodes (such as smart phones and tablets) may perform
some simple tasks. The communication bandwidth between different nodes is limited
and heterogeneous. In addition, in many application scenarios of dispersed comput-
ing, tasks issued by task nodes are usually set with precedence requirements (captured
by a Directed Acyclic Graph), besides the requirements, such as computing power,
delay, and throughput [6—8]. Thus, the successful application of dispersed computing
depends closely on the design of efficient task allocation mechanisms, which requires
carefully consider the heterogeneity of computation and communication. To design
an effective task allocation mechanism suitable for dispersed computing environment,
the following three major challenges must be addressed:

e Heterogeneity The nodes and communication bandwidth in dispersed computing
are highly heterogeneous, and the tasks of different nodes are very different. To
establish a task allocation mechanism in a heterogeneous network, it must be con-
sidered that some NCPs are unable to complete all types of tasks. For example,
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high-throughput matrix operations have high requirements on the graphics pro-
cessing unit (GPU) of the computing device, and nodes with weak computing
power cannot complete such tasks. In the dispersed computing, some task nodes
require multiple NCPs to cooperate to complete their tasks, while some NCPs
can handle the tasks of multiple task nodes at the same time. In other words, task
allocation in this environment is a many-to-many relationship, not a one-to-one
relationship.

e Preference There is no fixed relationship between task nodes and the NCPs in the
dispersed computing environment. The task nodes and the NCPs that complete
the task establish a provisional cooperative relationship. Therefore, task nodes
need to explicitly attach some necessary conditions to ensure the quality of task
completion. Similarly, NCPs also have the right to choose their own preferred tasks
or reject some tasks. It is an important challenge that the designed task allocation
mechanism needs to have stronger compatibility and scalability. This mechanism
allows nodes to choose partners based on more objective needs and preferences,
thereby encouraging more NCPs to participate in computation.

e Location privacy-preserving The dispersed computing is a highly open comput-
ing paradigm that connects all devices in the word that can perform computing.
Location-based service and efficient task allocation usually requires the location
information of nodes. The increasing exposure of user location information raises
important privacy issues. Therefore, the location privacy protection of nodes is
a important factor that must be considered in task allocation for dispersed com-
puting. A novel task allocation mechanism is designed, which not only takes full
advantage of the convenience brought by location information, but also protects
the privacy information of nodes.

1.2 Related work
1.2.1 Dispersed computing

The conceptual roots and ideas of dispersed computing first came from Garcia-Valls’s
work [9], and the authors identified a new computing paradigm that was called
“social dispersed computing”. Dispersed computing has a unique advantage that it
can mission-aware and effectively use geographically dispersed and idle computing
resources, which called “dispersed mission-aware computation” [1]. Some preliminary
research results have been achieved, mainly on the discussion of architecture concepts
and task scheduling. Yang et al. [5] discussed in detail the four different computing
architectures (mobile cloud computing, fog computing, mobile edge computing, and
mobile ad hoc network) and pointed out the limitations of these computing paradigms
in the tactical environment, which implies the necessity of proposing dispersed com-
puting. As a new computing paradigm, related research is still in its infancy, and it
is necessary and urgent to carry out research on broader topics (i.e., data security,
privacy protection, task allocation, intrusion detection, etc.) in dispersed computing
environment.
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1.2.2 Task allocation in dispersed computing

Some preliminary explorations are made task allocation in dispersed computing envi-
ronment. Yang et al. [2] studied the task scheduling problem of heterogeneous network,
proposed a max-weighted scheduling strategy for dispersed computing, and proved
that the strategy is throughput-optimal by using Lyapunov method. Hu et al. [10] pro-
posed a task scheduler based on two techniques (task duplication and task splitting)
to improve the task throughput of dispersed computing systems. Zhou et al. [11] pro-
posed a task-resource joint management model with state feedback control capability
by using the advantages of resource awareness in dispersed computing, and proved
that the stability of the system can be guaranteed in the mechanism. Ghosh et al. [12]
proposed a container orchestration architecture, and used a directed acyclic graph
(DAG) to distribute computation tasks to a set of network NCPs.

However, all these works ignore the heterogeneity of dispersed computing envi-
ronment (i.e., differences of node’s computing power and tasks). The assumption that
each server can handle any type of task does not in line with the actual processing
power of nodes in a heterogeneous environment. In addition, compared to throughput,
task completion rate is insufficient studied in task allocation of dispersed computing.
Nonetheless, task completion rate is a critical metric for studying task allocation of
highly dynamic scenarios.

1.2.3 Task allocation in mobile crowdsensing scenarios

There are similarities for task allocation in dispersed computing scenarios and in
mobile crowdsensing scenarios (MCS) [13—-16]. They can all be attributed to a match-
ing relationship between the two groups (task publishers or task nodes, and workers
or NCPs). Two main modes of task allocation are proposed in MCS, namely, worker
selected task (WST) and server assigned task (SAT) [17-19]. WST model is user-
centric, and mobile users can choose tasks according to their location and preferences.
SAT model is platform-centric, the platform collects the tasks released by the task
requester and the information of all participants, which matches and distributes the
tasks and participants in order to maximize the benefits of the platform, such as max-
imizing the task completion rate and minimizing the platform cost [20, 21].

By contrast, task allocation in dispersed computing differs from MCS in three
aspects. First, the task allocation in MCS is mainly from the perspective of the plat-
form, with the goal of maximizing platform revenue. It lacks a task selection strategy
that considers the participants from the perspective of the participants. The dispersed
computing is a non-central distributed system designed to incentive all idle resources
to participate in computing. Second, the dispersed computing network is highly hetero-
geneous and dynamics. The computing power of nodes, the communication bandwidth
between nodes, and the types of tasks are very different. Third, tasks in MCS are usu-
ally offline tasks, and most of the tasks involved in dispersed computing are complex
online computing tasks (such tasks are more sensitive to network delay).
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1.3 Main contributions

In this paper, a task allocation model based on incomplete preference list in dispersed
computing is established, which is a multi-objective optimization model. The model
comprehensively consider the three optimization objectives of task completion rate,
response time, and communication distance. The incomplete preference list between
task nodes and NCPs is introduced to fully reflect the heterogeneity of nodes and the
difference of tasks, as well as the requirements and authority of both parties task nodes
and NCPs in task allocation. The coupling of the preference list and the optimization
problem induce great challenges for solving the task allocation model. We transform
a task allocation problem into a many-to-many matching with incomplete preference
list. In addition, the Planar Laplace mechanism is used to protect location privacy
information of nodes. The mechanism satisfies e-differential privacy protection and
e-geo-indistinguishability. The main contributions can be summarized as follows:

1. We establish a location privacy-preserving task allocation model is based on
incomplete preference list to tackle the challenge due to the heterogeneity of
nodes and the priority requirements of tasks. This model allows task nodes and
NCPs to actively make choices according to their own preferences, mobilizing
the enthusiasm of nodes to participate in joint computing.

2. We propose a many-to-many matching algorithm to solve the task allocation
problem that is a Mixed Integer Non-Linear Programming (MINLP) problem.
The algorithm is generalizable and can provide a new method for solving NP-
hard.

The remainder of this paper is organized as follows. An overview of system model
is presented in Sect. 2. The task allocation matching algorithm and relevant theoretical
analysis are presented in Sect. 3. Experimental simulations are discussed in Sect. 4.
Finally, the conclusion is made in Sect. 5.

2 System model and problem formulation
2.1 Problem description and mathematical formulation

We consider a task allocation process in dispersed computing scenario, which consists
of task nodes (allocating tasks) and NCPs (processing tasks), as shown in Fig. 1. In
this process, dispersed mission-aware computation and protocol stacks aims to jointly
manage computing and network resources, and share mission details through new
algorithms and protocols [1], which is the core in the dispersed computing architecture.
When computing tasks appear, the task allocation algorithm uses the idle computing
resources in the network to divide the tasks, and provides services to users in a way
of collaboration and sharing of NCPs. Generally, the arrival of task nodes and NCPs
obey a certain random process (such as a Poisson process [22-24]). The process of
task allocation is carried out in batches. When the number of task nodes and NCPs
reaches a certain threshold, the current batch of allocation will begin immediately. The
nodes that arrive later are boiled down to the next batch of task allocation.
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Fig. 1 Illustration of task allocation

The dispersed computing paradigm is suitable for applications in different scenar-
ios, including scientific research fields, military combat scenarios, daily life needs, etc.
The tasks involved range from complex mathematical or engineering problems (com-
pleting such tasks requires significant computing resources) to simple single-threaded
tasks. Thatis, tasks in a dispersed computing environment are very heterogeneous. Task
allocation in different scenarios can be attributed to the matching problem between
task nodes and NCPs. It may be that one task node needs multiple NCPs, or one NCP
may complete the tasks of multiple task nodes.

Assuming that the system records the arrival of m task nodes (the node that publishes
the task) in a batch and denoted by a set 2 £ {w1, w2, -+, 0y}, where w; represents
the serial number of the task node. The type and size of tasks may be very different
due to the heterogeneity of nodes. At the same time, the system perceives n NCPs (the
node that processes the task) during computing power the time period denoted by a
set C £ {c1,c2, -+, ca}, Where c¢; represents the serial number of the NCP. These
NCPs have different due to the heterogeneity of nodes.

The main purpose of our work is to allocate all tasks of m task nodes to n NCPs
reasonably and efficiently through the information exchange of middleware. Each task
node w; reports its own actual location /,,, a requirement of computing power ¢, ,
and the size of the task amount (denoted z,,, where z,, represents the total task of
task node w; divided into z,, indivisible small units (jobs)). Similarly, each NCP c;
reports its own actual location /¢, a feature of computing power c;, and the size of
the amount of calculation that can be provided (denoted zcj). In addition, each node
only reports the location privacy protection version during the task allocation process
to protect its location privacy information.

Figure 1 illustrates a decentralized architecture with direct communication between
task nodes and NCPs. The tasks refer to online computing tasks, and each task has
requirements for computing power, maximum allowable delay, and deadline. First,
the dispersed computing system records task nodes and NCPs within a period of time
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through a unique mission-aware computation algorithm [1]. The workflow of the task
allocation is summarized as follow:

e The task nodes and NCPs release information based on their actual needs, includ-
ing their additional conditions with preferences. Then, according to the released
information, each node can calculate the priority order of its partners, which is
called a preference list.

e Then, task nodes and NCPs start the task allocation process based on the incomplete
preference list.

The task allocation model needs to satisfy the following characteristics:

1. Task node can add deadline and completion progress as requirements for each
task.

2. The task node will reject the NCP whose distance exceeds its allowable range and
computing power does not meet its requirements.

3. The NCP will reject the task node whose computing power does not meet its
requirements.

These features guarantee the quality of task completion, even if there are a small
number of tasks that are not completed in the first batch allocation. This is the charac-
teristic of our task allocation scheme. In addition, the task allocation process is about
time continuity, even if there are unfinished tasks in one batch allocation, it will auto-
matically be returned to the next batch allocation. In this paper, the emphasis is laid on
the task allocation within one batch, and each batch task allocation process is called a
matching [25-27], denoted by . The percentage of the number of completed jobs in
the total number of jobs is called the task completion rate for the matching w, i.e.,

’

Z?;l Za)i
Z:‘nzl Zw; ’

F(p) = )]

where Z;),- represents the jobs successfully allocated by task node w;. Next, we will
establish a task allocation model. The optimization objectives include: task completion
rate, communication distance, and response time as follows, respectively

> Z;)-
h=Fn==—":
Z:n:l Ly
m n
2
B=Y"Y xydl,. I, @
i=1 j=1

J3 =Timey — Timey.

where Time; and Time, represent the start time and end time of the task allocation,
respectively. Then the task allocation model based on preference list is represented as
follows:
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maxJ = J; + Jz_l + J3_1

m
s.t. injgzcj, j=12,---n,
i=1
- (3)
Yoxy Sz, i=12m,
=1

xj;€{0, 1}, i=12,---m, j=12---,n,
if x;; =1, then w; € P(c;) and ¢; € P(w;),

where x;; = 1 represents the formation of the task allocation between w; and c¢;. The
last constraint P(c;) and P (w;) respectively represent the preference list of ¢; and
wj, and the calculation method will be given in detail in Sect. 2.2. A preference list
is more generic than a constraint which can combine additional qualitative measures
extracted from the objective requirement to task nodes and NCPs. Therefore, the task
allocation model (3) is called “a task allocation model based on preference list”. In the
task allocation model (3), the first and second constraints use symbols of less than or
equal to, which means that maybe some tasks that are not allocated, and the resources
of the NCPs are still idle. In fact, the efficiency of task allocation can be improved by
controlling the ratio of the number of task nodes and NCPs.

2.2 Preference list

Next, we establish a preferences list is between task nodes and NCPs, and then built a
task allocation model based on the list. Since the process involves some mathematical
symbols in matching theory, for convenience sake, throughout this paper, three symbols
are introduced in this paper, and their meanings are as follows:

1. ; — cj, which means that node w; sends a request to node c;;

2. fwi—c;» which represents the degree of preference of node w; to node ¢; under
rule f;

3. w; < cj, which means that node w; and c; form a cooperative relationship (or
form a matching pair).

A calculation rule of preference list (about task node w; to NCP c;) is defined as
follows:
07 lf Ca),- Z CC_,‘ or d(lw[7 le) Z ra)[’

fwi—>c,~ ((lwia Cw,', Zw,')a (ZC_/" CC_,‘a ZC_/')) == + (1 _ Ol)(ch _ Ca),-), else,

“)

Ay 1))

where r,,, represents the maximum allowable distance of task node w;, & € [0, 1]is a
positive constant, and d (/) , I j) represent the Euclidean distance between w; and c;.
In formula (4), task node w; give a preference value of 0 for NCPs whose computing
power is less than ¢, or distance exceeds r,, , which means that it will not assign tasks
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to such NCPs. The task node w; will be used to calculate a higher preference value for
NCPs with the distance closer to w; and has stronger computing power.

Similarly, a calculation rule of preference list (about NCP w; to task node c;) is
defined as follows:

f(,‘j—)(uj ((lw, ’ Cw,- ) Za)[ )a (le ’ CC_/' I ZC_/'))
0, if ¢y > Ce; and c,; < x(cj),
= B 1-p

+ ,if x(cj) < cw; < ce;s
d(lw,wlcj-) (Cc‘j _C(Ul') ! @ <

)

where 8 € [0, 1] is a positive constant, x (c;) represents preference of c; for tasks in
terms of computing power, ¢ rejects tasks with computing power requirements lower
than x (c;), the size of x(c;) can be adjusted according to the size of the task and its
own idle resources.

Compared with NCP, task nodes prefer computing nodes with shorter communica-
tion distance because they are more sensitive to delay. In order to improve the efficiency
of completing the task and reduce the delay, the task node will refuse to interact with
the NCP that exceeds the allowable distance. In addition, task nodes prefer NCP with
stronger computing power. On the contrary, the NCP prefers the task node which close
computing power requirements.

Algorithm 1 Preference list P(w;) of task nodes
Input: (o, , lw; > Zw;)> (lcj, Cejs Zcj ); Tw; » formula (4)
Output: Preference list P(w;)

1: fori = 1tom do
2: je{l,2,---,n}, computing fwiﬁcj based on formula (4)
3. if fw,-—n‘j =0, then
4: cj & Plw;)
5: else
6: record fo;—c;
7:

endif

8: end for

9: while compare the size of all fwi%(jj do
10:  sort by size P(w;)

11: end while

12: return P(w;)

Next, we can use computational rules (4) and (5) to calculate the strict preference
list corresponding for each node. For all task nodes and NCPs participating in this
batch of task allocation, the information between them is shared. The task node can
receive all NCPs data information (lcj, Ce;s zcj), and then calculate the preference
list. Specifically, executing Algorithm 1, then the preference lists of task nodes for all
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Algorithm 2 Preference list P(c;) of NCPs

Input: (o, . Lo+ 2w;), e €y 2ep), x (¢ ), and formula (5)
Output: Preference list P(c i)
1: for j = 1ton do

2:i€ef{l,2,---,m}, computing ffj%w,- based on formula (5)
3. if fcjﬁwl. =0, then

4: w; ¢ P(cj)

5: else

6: record fc,~—>w,-

7: endif

8: end for

9: while compare the size of all fc]»»w,- do
10:  sort by size P(c;)

11: end while

12: return P(c;)

NCPs can be expressed as follows:

Pw): cy>=scm>=--->cq,
Vl \)2 U(Sa)l

P@): co>=co>=-->co,
v vy v

6)

Pwp): cowv>cwy>>->¢Ccw ,
Ul Vz v

Swm

where §,, represents the number of NCPs that satisfied the requirements of task node
;. For any p and ¢, if fw,-—>cp > fw,-—>cqs then Cp) > Cyld in the preference list of
P(w;). For any i, {v{i), uéi), e Uéi))-} c{1,2,---,n}.

Executing Algorithm 2, the preference lists of NCPs for all task nodes is expressed
as follows:

P(cy): le(l) > a)Kél) ==,

acy

P): o op>wo>->w @,
9 Ky Koy )

P(cp) : CUK{n) > a)Kén) e > Cl)K(n) s

9cm

where o¢; represents the number of task node that satisfies the requirements of NCP
cj,and {/c](]), /céj) . ,/c,(,i;} c{l,2,--- ,m},forany j = 1,2, ---, n. Note that the

)

preference list (6) and (7) are incomplete, i.e., 8., < n and Oc; < m.
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2.3 Preserving location privacy

Note that the task nodes and NCPs in the model (3) provide actual locations. Obviously,
the location information belongs to the user’s private information. In fact, neither the
task node nor the NCP is willing to provide its actual locations. In order to prevent
the leakage of user privacy information, a privacy protection mechanism needs to be
established in the task allocation model. Both spatial cloaking and anonymity can
be used to protect the user’s location privacy information. However, if the adversary
possesses specific prior knowledge, the privacy guarantee can be easily lowered, which
is called an inference attack [28]. In contrast, the advantage of differential privacy is that
it does not require special attack assumptions and does not care about the background
knowledge possessed by the attacker. In this paper, we provide a differential privacy
protection method for nodes in task allocation.

The basic principle of the Planar Laplace mechanism is to generate obfuscated loca-
tions through probability distributions in place of real positions. Given the parameter
¢ € Ry, and the actual location [ € R2, for any other point / € R?, the probability
density function of the Planar Laplace mechanism is as follows [16]:

2
~ & 2
M) = Ee—“’“”), (8)

where % is a normalization factor, d(/, ) ) is the distance between [/ and [. Tt is assumed
that there are two actual positions /1 and />, and the farthest distance between them is
r. Further, it is assumed that the probabilities of these two actual locations producing
obfuscated locations /* by the Planar Laplace mechanism are Py and P,, respectively.
Then the Planar Laplace mechanism guarantees that the difference between P and P
is at most multiplied by a multiplier e #¢(1-22)

Bordenabe et al. [16] proved that the Planar Laplace mechanism satisfies satisfies
the (e, r)-geo-indistinguishability. Wang et al. [19] proved that the Planar Laplace
mechanism satisfies satisfies the e-differential-privacy, € is the privacy budget (the
smaller €, the higher privacy). In this paper, we use the the Planar Laplace mechanism
to protect the location privacy of task nodes and NCPs.

Under the privacy protection mechanism, the actual location is replaced with the
obfuscated locations of the participant, and then the model (3) can be rewritten as
follows:

maxJ = J; +J; '+ U5 !
m

S.t. Z'XUSZC]’ j:l72’...’n’
i=1

= )
injfzw;, i=12--m,
j=1

xjef0,1}, i=1,2,---m, j=12,---,n,
if Xij = 1, then w; € P(Cj) and cj € P(w;),
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where Jy = > 7iL 37y xijd (15, IF), 15, is the obfuscated position generated by /5,
under the Planar Laplace mechanism, and / ;“j is the obfuscated position generated by
l¢; under the Planar Laplace mechanism.

3 Algorithm design and theoretical analysis
3.1 Many-to-many matching algorithm

This task allocation problem (9) is classified as a Mixed Integer Non-Linear Program-
ming (MINLP) problem, which is NP-hard problem. Traditional heuristic algorithms
(such as centralized optimization techniques) generate significant overhead and com-
plexity when solving intensive network optimization problems with a huge number
of nodes [29]. As a promising task allocation technology, matching theory provides a
new method for task allocation between two disjoint sets of heterogeneous environ-
ments. Thus, in this paper, we developed a new many-to-many matching algorithm to
solve the task allocation model (9). The optimization problem is solved by solving the
many-to-many matching problem under incomplete preference list between the task
nodes and NCPs.

Aiming at the characteristics of dispersed computing scenarios, there are still some
major challenges in solving model (9) with matching algorithms. The number of nodes
involved in our task allocation is huge, and each node has explicit additional conditions,
which makes the structure of the matching relationship between task nodes and NCPs
complicated, and it is impossible to use enumeration or visualization methods for
reasoning. Thus, the many-to-many matching algorithm in paper [20] could not be
applied to our model. In addition, the preference list between model (9) nodes is
incomplete, and the matching relationship has a more complex topology than the
literature [30, 31]. Thus, it is necessary to expand on these works and propose a new
matching algorithm suitable for our model solving. To express the core idea of many-
to-many matching algorithm more clearly, the main matching process in the algorithm
3 is first introduced.

1. In order to improve the efficiency of matching, before performing matching, the
structure of the task node’s preference list is first optimized to reduce unnecessary
matching requests.

2. In the first matching, task nodes sends matching requests to NCPs in sequence
according to their preference list, and NCPs will choose to accept or reject accord-
ing to its preference list.

3. Inthe second matching, task nodes that have not formed a saturated matching pair
continue to send a second matching request to NCPs. The difference is that in
the second matching, NCPs need to compare with the first matching pairs when
making a decision, and it is possible to break the first match result.

4. Following this method, due to the limited number of nodes and the limited length
of the preference list, the algorithm will definitely end after a limited number of
matching.
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The specific formal algorithm steps are as follows.

Step 1: Update preference list (6). Note that this situation exists in the preference list
(6)and (7): ¢; € P(w;),butw; ¢ P(c;).In this situation, w; is not necessary to send a
matching request to ¢ j, which can also improve the efficiency of the algorithm. Because
task nodes cannot obtain the preference list of NCPs through direct observation, so
they must interact with each other to achieve the purpose of updating the preference
list.

Specifically, for each w; € T, sending a matching request to each NCP in set P (w;),
the NCP ¢; € P(w;) only needs to give back ‘Yes’ (when w; € P(c;)) or ‘No’ (when
w; ¢ P(cj)). When w; receives c;’s feedback message as ‘No’, w; removes c¢; from
its preference list. Perform this step for all elements in 7', and get the following new
preference list

Pw)): cay>=cay>--->c @,
vy Vy Vpl

P@): co>co>->co,
Vi V2 Voan

(10)

Pwp): coy>=cwy>->cw .
Vl Vz v

Pwm

Obviously, pe; < 84,

Step 2: Divide all task nodes into two categories according to the number of task
splitting, the task nodes with one job denoted by {w),, wp,, - - - , wp,}, and task nodes
with many job denoted by {wy,, @g,, - - , wg, }, where Loy = 1,G@ =1,2,---,0D),
and 2w, > ,(Gj=12,---,k),l +k = m. Make all task nodes send a matching
request to the NCPs for the first time based on the preference list as formulas (11) and
(12),

Wp; Wpy = Wp
o V], (11)
Cvim) Cvl(pz) to Cvfpl)
Wq Wg, T Wy
v v v . 1)
(Cuffm, e ’CV§ZJ,),) (Cuffm, e ,CU%;) (Cquw, e ’Cv;ikq)k)

where v;f) indicates that the position of NCP 0 in the preference list of task node

wj is j-th. Note that the matching request in thej formula (12) is only a special case,
which means that

Ze gy =2 gy = = e gy =L (13)
vy vy vaqi
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If the Eq. (13) does not hold, it can be further discussed based on the relationship
between oy, and z. (q )5 Zc (q ottt Ze @ f Zog, < Zc (q ),then the matching request

2wg

has the following form (ta.ke wy; as an example)

Wq,

\
Cuiq”’ CIICN Cyl(qi) N (14)

———
Zwg; th

where

Cqu[)’ R Cquj)
—_—
Zag; th
means there are oy, NCPs. If ZC,,(‘”) < 2o, = (zcv(q’_ )+ chwﬁ ), then the matching
1 1 2
request has the following form
Wq,

+

C . C ) C . C .
v;‘h)v s V}ql)’ Uéq,), s léq,)

Zc th
(g;)
1 ! (qui —Zc @) )th
v
1

Otherwise, we need to continue to discuss the relationship between Zo, and
1
(z¢ @) T2 ) 2 (q,)). For the convenience of discussion, we describe the matching
v t V. ! V. t

5)

request as formula (12) when it does not affect the design of the subsequent algorithm.

Step 3: Record the NCPs in the matching requests (11) and (12) as the set C. For
any ¢; € C1, we assume that K (¢;) represents the number of occurrences of ¢; in
the request (11) and (12). If K(¢;) =< z,, then all matching requests about ¢; form
matching pair. If K(c;) > z;, all requesters (K (c;) task nodes) have a sequence in
preference list of ¢;, and ¢; selects z., requesters with higher priority to form matching
pair. Specifically, in this case, we assume that the preference list of ¢; has the following
form

P(c,-)=a)(,-)>w<;)>~-~>w<1). (16)
K1 L5)

oc:
Ci

Defining a mapping ., (w;) = u, its meaning is that the u-th preference of ¢; is the
task node w;. We record the K (c;) task nodes that who sent the matching request
to the NCP ¢; in the matching request (11) and (12), are wy,, wy,, - -+, and Whgerys
respectively. Arrange 7., (wy,,), T¢; (@;,), - -+, and 7., (w3 K ) in ascending lists, and
take the top z;. If K(c¢;) < z(c;) is satisfied for all ¢; € Cy, then the algorithm ends
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and all matching pairs are output. Otherwise, there is ¢; € C such that K (¢;) > z;.
From Step 3, there is K (¢;) — z., matching requests was rejected.

Step 4: For task nodes that do not form a matching pair (i.e., in (11)) and task nodes
that do not form a saturated matching pair (i.e., in (12)) are recorded as a set €21. For
any w; € 21, we assume that the preference list of NCP that form a matching pair

with w; is: c](fl) > c,(,iz) = > cl(fy), (where y < z4,). We need to investigate whether

cffy) has formed a saturated matching pair, i.e., compareing the size of K (c\(fy)) and
(@)

2,00 - IfK (cl(fy)) <Z.0» then w; needs to Cvy and NCP whose preference is lower than
vy vy

cffy) send z,, — y matching requests. If K (cl(,iy)) =20, then w; needs to NCP whose
vy

preference is lower than c,(,'y) send z,, — Y matching requests.

According to the above method, a matching request is sent to all elements in 2
for the second time, then returns to Step 2. For task nodes that do not form a matching
pair or do not form a saturated matching pair, they are still recorded as a set 2.

Step 5: Repeat Step 4 and Step 3 for the set 2] until Q| = #, i.e., all elements
in 1 form a saturated matching pair, or a task node has sent a matching request to
all NCP in its preference list, but still has not form a saturated matching pair. The
algorithm is terminated and all formed pairs are output. The many-to-many matching
algorithm is outlined in Algorithm 3.

In order to clearly illustrate the implementation of the algorithm, an example is
taken as follows. Example The task node set is denoted as

Q= {(w1, D), (@2,3), (@3, 3), (4, 5), (w5, D}, 7)

The second coordinate in (w;, x) indicates that the task of task node w; can be divided
into x jobs. The NCP set is denoted as

C ={(c1,2),(c2,2), (e3, 1), (€4, 2), (¢5,2), (c6,5), (¢7, 1), (g, D} (18)

The second coordinate in (c;, y) indicates that the NCP c¢; can complete y jobs.
The preference of task nodes to NCP is as follows:

P(w)) =c5 > c3 =3, P(wn)=cr>c5>c7>cy,
P(w3) =c5>ce>cr>cq4>c3, Plwg) =c5>ce>c7>cg>c3>cq, (19)

P(ws) =c4 > c3>c1 > c2 > c5 > cg > C7 > Cé,
The preference of NCP to task nodes is as follows:

P(c)) =w3 > wy > w1 > wg, P(cr) = w3 > wg > w1 > w2,
P(c3) =wy > w3 > w1 > ws5, P(cy) = ws > wqg > w1 > w3, 20)
P(cs) =ws > wg > wy > w1 > w3, P(ce) = w1 > wr > w3 > ws,

P(c7) =w1 > w4 > w3 > wr, P(cg) = ws > w3 > wi.
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Algorithm 3 Many-to-many matching

Input: 7', C, P(w;), P(cj), zw;» e wherei € [1,m] and j € [1, n]
Output: All matching pairs w; <> c;

1: fori < m do

2: Update P(w;)

(95]

AN

7:

if w; € P(cj), where ¢; € P(w;), then
keep c; in the P(w;)

else

remove ¢; from the P(w;)

end if

8: end for
9: while For all w; € 2 send matching requests based on (10), and get (11) and (12) do

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24
25:
26:
27:
28:
29:
30:

if K(cj) < ;> then
cj accept all matching requests
else
c;j selects the top Zc; task nodes and forms a pair with them
end if
end while
while Build a set Q1, for all w; € Q1, send matching requests based on (10)
ifK(c_/-) < ) where cj € C|, then
cj accept all matching requests
else
cj selects the top Zc; task nodes and forms a pair with them,
end if
end while
while Update 21 do
if Q1 = ¢, then
output all matching pairs, the algorithm ends
Else
execution algorithm 16-22
end if
end while
return o; < c;

solve the above task allocation problem.

Next, we apply the many-to-many matching algorithm proposed in this paper to

Step 1 Update preference list (19). The node w; sends matching requests to cs,

c3, and ¢y, respectively, and gets feedback all is ‘Yes’, then keep cs, ¢3, and ¢ in the
preference list of w;. Perform this step on all task nodes to get a new preference list
as follows:

P(wi) =c5 > c3 = ¢y, P(w)=cr>c5>c7>cy,

P(w3) =c5 > c¢ > cp >cq4 >3, P(wg) =c5>c7 > cq,

P(ws) =c4 > c3 > ¢5 > ce.

Step 2 The first matching request is as follows:

W] ws ) w3 w4
VN \2 \2 J
C5 4 (c2, 2, ¢5) (cs5, ¢5, c6) (c5,C5, €7, C4, C4)
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Step 3 Since K(c2) < z¢,, K(c6) < Z¢q, and K(c7) < z5, it can initially form a
matching pair as follows:

w) w3 w4

¢ ¢ $ . (23)

(c2, €2, %) (%, %, Co) (k, *, €7, *, %)

For K (¢5) > z¢5, we need to find out the task nodes that send matching requests to
¢s, and then compare these task nodes in cs. In the type (22) there are w>, w3, and w4
sent a matching request to cs. Note that the preference list of ¢s5 are

P(cs): ws > wq > wr > w1 > w3, (24)
and z.; = 2, so ¢5 will reject wy, @y, w3 and accept w4, forming two matching pairs.

Similarly, ¢4 will accept w5 and reject a matching requests w4, forming two matching
pairs. In summary, the matching pair formed is as follows:

w1 w5 w2 w3 w4
O ¢ ¢ $ (25)
* C4 (c2, c2, %) (%, %, cg) (c5, C5, €7, C4, %)

Step 4 Note that neither of w1, wy, w3, and wy all form saturated matching pairs, i.e.,
Q1 = {w1, w2, w3, w4}. The last request in w, was rejected by cs, so wy sends requests
to NCP whose preference list is lower than cs, i.e., wp — c¢7. In the matching pairs
formed by w3, the last term NCP cg has not reached saturation. Therefore, w3 sends
requests to ce and NCP whose preference is lower than cg, i.e., w3 — cg. Since the
last request in w4 was rejected by c4, there is no more preferred NCP in the preference
list of w4. The task of w4 can only be temporarily put on hold and is unwilling to send
a matching request anymore. The second matching request is described as

w] w2 W3
Lol . (26)

c3 ¢7 (ce, o)

In matching request (26), note that K (¢7) = 2 > z.,, ¢7 will reject w;, and accept
wy to form a matching pairs because c7 prefers ws to w»>. c¢ did not reach saturation,
and formed two matching pairs with w3, i.e., w3 <> c¢. NCP c3 appears for the first
time and forms a matching pair with wy, i.e., w1 <> c3. Update matching pair (25),
we have

w] W5 w3 w3 w4
VR 3 ¢ ¢ . (27)
c3 4 (c2, c2, *) (ce, C6, C6) (C5, C5, €7, C4, %)

Updating set 21, we can get Q1 = {wa}.
Step 5 Similar to the discussion of Step 4, w> send the third matching request as
wy — c1. Since ¢ appears for the first time, it can form a matching pair with wy, i.e.,
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w2 <> c1. Node that w4 sends two matching requests to c4, and c4 only accepted one
and formed a matching pair, i.e., w4 <> c4. Updating matching pair (27), we get the
latest matching pair

w1 w5 w3 w3 w4
O ¢ 3 $ . (28)
c3 ¢4 (c2, 2, 1) (cs, Co, C6) (C5, C5, €7, C4, %)

Although w4 does not form a saturated matching pair, there is no NCP that can send
matching requests. Therefore, 2; = ¥ can be obtained, the algorithm ends, and outputs
matching pair (28).

Note that in the final matching pair (28), there is still a job in the task node w4 that
has not been allocated successfully. In order to describe the completion efficiency of
the matching algorithm, we need to calculate the task completion rate. In view of the
definition (1), we have

’

5
"1 Ze: 12
Fy = == 12 o310, (29)

Zi:l Loy 13

For the above example, the task nodes initiate a total of three matching requests
and formed three matching pairs in the example, respectively, i.e., (23), (26), and the
latest matching pair (27). Therefore, the number of iterations is G () = 3. To evaluate
the performance of a matching u, the task completion rate F' (i) and the number of
iterations G (p) are two important indicators.

3.2 Theoretical analysis

In this subsection, we mainly discuss the stability and time complexity of the many-
to-many matching Algorithm 3. According to the definition in Ref. [25]: a matching u
is stable if it is not blocked by any individual or any task-NCP pair; a stable matching
is called optimal if every test is at least as well off as under any other matching. For
the NP-hard problems, we weaken the requirement objective, do not search for the
global optimal solution, but only search for the unilateral optimal (about task nodes).
In the following theorem, we give the conclusion about the unilateral optimal solution
of the task node.

Theorem 1 For the matching problem (2, C , Po_.c, Pc—q .20, z2c), if the pref-
erence list (6) and (7) are strict, then the matching obtained by applying the
Many-to-many matching Algorithm 3 must be unique, stable, and optimal matching for
the task node. That is, the corresponding optimization model (9) to the matching prob-
lem (2, C, Po_.c, Pc—q, 29, zc) admits a unique, stable, and optimal solution for
the task node.

Proof The existence of solution is proved firstly. Note that the number of tasks €2 and
NCP C is limited, so the preference list (6) for each task must be limited. In the rules of
our algorithm, if the task w; is rejected by NCP c}, it is not allowed to send matching

@ Springer



Many-to-many matching based task allocation for dispersed...

requests repeatedly, and can only send requests to the NCP with lower preference list.
Therefore, it will be terminate the algorithm after a limited number of requests.

Next, the stability of matching u is proved. If the matching is unstable, then there

. . / / ! ’

are two matching pairs ; < ¢; and w; < Cj» although w; prefers c;toc; and ¢;

prefers w; to a);., but c;. ¢ u(w;). Since w; prefers c/j to ¢, w; must send a matching

/ . . / ’ /

request to ¢ | earlier than c;. In view of ¢ f prefers w; to w; and w; < ¢ i therefore,
/ . . . . . . /! .

¢; will inevitably accept w;’s matching request, a matching pair w; <> ¢ jis formed.

Note that the condition c;. ¢ u(w;), this is contradiction. Therefore, there is no such
unstable matching pair.

Finally, it is suggested that the matching result must be optimal for task nodes.
Each task node selects the favorite among all NCPs (in her preference list) that send
matching requests to it and forms a matching pair. For any w; € €2, the algorithm can
guarantee the following two properties

1) For any ¢; € P(w;), then w; prefers c;j to c;r, where ¢cj; € Q and c¢;r ¢ P(w;).
This is obvious, because the preference list P (w;) is calculated according to your
own preference.

2) For any cj» € u(w;), then w; prefers ¢ to cj», where cj» € P(w;) and cj» ¢
w(w;). Ifthereis cjx € P(w;) and w; preferscj,tocjr,butcjy ¢ pu(w;),thenthere
is only one situation that w; does not appear in preference list ¢ . According to
the preference list update rule in Algorithm 3, w; has no right to send a matching
request to ¢ . Otherwise, w; and ¢, will form a matching pair, which contradicts

Cjx ¢ m(w;).

According to the arbitrariness of ¢ jand ¢ s the desired conclusion can be obtained.

Remark 1 From the property i) and property ii) in the proof of the Theorem 1, it can
be known that the so-called task optimal is not an absolute optimal solution. Due to the
matching request sent by the task node, it has an advantage over NCPs in the matching
process. Of course, the algorithm also guarantees that NCP selects the best among all
available task nodes.

Theorem 2 The total time complexity of the many-to-many matching Algorithm 3 is
polynomial in the order of O(n* % m).

Proof During the first matching process (steps 9-15), m nodes send matching requests,
and the list length of each node does not exceed 7, so the algorithm has an O(n * m)
worst-case time bound. For any task node wj, it is rejected at most n times, that is, at
most n matches are performed (i.e., steps 16-22 at most cycles (n — 1) times). In steps
1-8, the list is updated so that the preference list of each task node becomes shorter,
which not only does not increase the total computational complexity, but optimizes
the computational structure. Thus, the many-to-many matching Algorithm 3 has an
On? xm).
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4 Numerical simulation
4.1 Simulation setup

The experimental data includes information the label of the node (i.e., w; or c;), the
coordinate position of the node (i.e., (xXe;, Yo;) OF (X¢ jo Ve /.)), the size of the task (z,
or z¢,), the additional requirements of the task node (including minimum computing
power requirement c,, and allowable distance r,,), the physical performance of the
NCP c,; and its requirements x (c;) for task screening (i.e., threshold).

Data set construction: The format of the data set we constructed is in Table 1 and
Table 2, respectively. Specifically, two types of nodes are generated from randomly
in the area 1000 x 1000, and then the coordinates of nodes are recored(the number
of nodes depends on the experimental requirements). Specifically, two types of nodes
are generated from certain construction methods in the area 1000 « 1000, and then
the coordinates of nodes are recored(the number of nodes depends on the experimen-
tal requirements). For example, in a 1000*1000 area, there is a 50*50 dense area
where 200 points are randomly generated, and 10 points are randomly generated in
the remaining area. By this method, the globally sparse and locally clustered node
distribution can be generated. As long as the node coordinates are determined, we
can always calculate the preference list for all nodes. For all z,, and z.;, integers are
randomly selected in interval [1, 5], and for all (¢, and c;), integers are randomly
selected in interval [1, 5]. As for our choice, r,, = 8, (for all i), x(c;) = O.SCCJ.,
a=0.7,and g = 0.4.

Calculate preference list and match tasks: the data is input in Table 1 as Algorithm
1 and the algorithm is executed to get the preference list of each task node about
all NCPs. Similarly, the data is input in Table 2 as Algorithm 2 and the algorithm is
executed to get the preference list of each NCP about all tesk nodes.

Finally, the obtained data set is input into Algorithm 3 to get our matching result.
Python has been used for validating the proposed approach experimentally. The input
of the program includes: data sets Table 1, Table 2, the output of the Algorithm 1 and
Algorithm 2. The output of the algorithm is a successful matching pair.

Next, two types of experiments are set up. In the first experiment, it mainly verifies
that the solution obtained by the many-to-many matching algorithm proposed in this
paper is stable and optimal for task nodes. In the second experiment, the performance
of the many-to-many matching algorithm is verified by setting different comparative
experiments.

Table 1 Distribution

. X Tags Location Computing power Jobs Threshold
information of task nodes g puting p

] (xwl > Yo ) Cwy 2wy Twy

w2 Xy Yarp) Can Zwn Twy

Wm Xy » Yo ) Caop Zwm Yoy,
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Table 2 Distribution

Tags Location Computing power Jobs Threshold
information of NCPs & putng p
cl (Xeps Yey) Cey ey x(c1)
2 (xcps Yeo) Cey Zen x(c2)
Cn (ch 5 ycn) Cep Zep x(cn)
5 . . -
—%— pu (Algorithm 3)
—O— - 1 (Random matching)
—&— p, (Random matching)
4 -
3 4

Deviation

Task nodes

Fig.2 Degree of deviation in different matching methods

4.2 Results and discussions

In order to verify the conclusion of Theorem 1, the degree of deviation is introduced
as a measure of the matching result. Assuming that c¢; has the highest priority among
the successfully matched results of w;, the position of ¢ j in P (w;) is called the deviation
degree of w;. Obviously, the smaller the deviation is, the higher the satisfaction of the
task node with the matching conclusion will be.

As Example 3.1 in Sect. 3 is taken as an illustration, and the deviation degree of task
nodes is shown by the black line in Fig. 2. The blue line and the red line respectively
indicate the degree of deviation under the two random matches, and y = 1 represents
the lowest degree of deviation. Since the degree of deviation of 1] is lower than that
of Algorithm 3 in this paper, the stability of 111 needs to be verified.

In @1, w3 forms a matching pair with at least c5, which will inevitably destroy the
matching pair ws <> c¢s. However, c¢s prefers w4 to w3, and w4 is the most preferred
position in P (c5). There is at least one unstable matching in 11, which means 1 is an
unstable matching. It can be further verified that the degrees of deviation lower than
Algorithm 3 are all unstable matching. This verifies the conclusion of Theorem 1 that
the solution obtained by Algorithm 3 is stable and optimal for task nodes.
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Fig.3 Task completion rate and number of iterations of the Example 1
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Number of iterations

0.2
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(a) (b)

Fig.4 Task completion rate and number of iterations of the Example 2

In more detail, among the three optimization objectives, minimizing response time
and communication distance are achieved in accordance with certain preference rules
during the matching process. Therefore, we only need to verify the task completion
rate of the model to test the optimality of the solution obtained in the Algorithm 3.
Next, two example are given to examine the task completion rate of the model.

Example 1 The task nodes and NCPs have the same number, which are increased from
20 to 100, respectively. An important parameter introduced to replace z,, and z.;, i.e.,
set k = maxi<i<m,1<j<n{Zw, Zc;}, Where k represents another topological property
of the network in addition to the number and location of nodes, which is called the
maximum task amount of nodes. The task completion rate is shown in Fig. 3(a), and
the number of iterations required for the matching process is shown in Fig. 3(b).
Note that when the number of nodes is equal, the task completion rate for each
matching is more than 70%, concentrated around 90%, and it does not show regularity
with the change in the number of nodes. The number of iterations increases as the
number of nodes increases, and as k increases, it also increases. However, it should
be noted that the increase mentioned here is not strictly a monotonic increase, but a
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0.995

0.99

0.985

Task completion rate

0.975

0.97 . . :
(100,200) (200,400) (300,600) (400,800) (500,1000)
Number of NCPs and tesk nodes

Fig.5 Task completion rate when the ratio of task node to NCP is 1: 2

description of a general trend, and individual inconsistencies are allowed. For example,
in terms of the number of nodes, 60 nodes (details such as (60 60 5)) are significantly
more than 50 (details such as (50 50 5)) nodes, but the number of iterations is smaller
than the latter. An important reason for this is that in addition to the number of nodes,
the key factors that determine the difficulty of matching are related to the network
topology of the nodes, which can be uniquely reflected in the preference list.

Example 2 The number of task nodes is fixed at 50, and the number of NCPs is
increased from 20 to 100. The task completion rate is shown in Fig. 4(a), and the
number of iterations required for the matching process is shown in Fig. 4(b). Obvi-
ously, as the number of NCPs increases, the task completion rate shows an increasing
trend. In particular, when the number of NCPs exceeds 60, the task completion rate
can reach more than 90%, and when the number of NCPs reaches 80, the task com-
pletion rate can reach 98.70%. This experimental group shows that an effective way
to improve the completion rate of each matching task is to increase the proportion
of NCPs. When the ratio of NCPs to task node reaches 50 : 80 = 1 : 1.6, the task
completion rate can reach 98.70%.

In order to get a more general and stable conclusion, five sets of data are established,
the ratio of task node to NCP in each set of data is 1:2, and the task completion rate
is shown in Fig. 5. After calculation, the task completion rate can reach an average of
99.33%.

Since the arrival of task nodes and NCPs obey a certain random process, so the
arrival rate can be controlled. It is only necessary to adjust the intensities to control
the ratio of task nodes to NCPs to achieve a higher task completion rate. An interest-
ing conclusion is that as the task completion rate increases, the number of iterations
decreases significantly, even if the number of nodes increases. In short, by increasing
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the ratio of NCPs to task nodes, the task completion rate can not only be improved,
but also the number of iterations can be reduced (i.e., increased efficiency).
Compared with the existing work [2, 10], the innovation of our work is that we
consider the heterogeneity of nodes and the difference of tasks, which are the most
important features of task allocation in dispersed computing scenarios. In terms of
performance indicators, Ref. [2, 10] mainly aims at maximizing network throughput,
while the model in this paper mainly aims to optimize the task completion rate. In other
scenarios, such as business process scenarios, the author also uses the task completion
rate as the research goal, and the conclusion reached is that the completion rate is
always around 85%, and the highest is around 90%. The task completion rate of this
paper can be stabilized at 99.33% when the ratio of task nodes to NCPs reaches 1:2.
Obviously, the conclusion of this paper is improved on the basis of Ref. [32].

5 Conclusion

In this paper, a task allocation model is studied in dispersed computing environment,
where the task node publish tasks as well as NCPs complete tasks in a collaborative
way. In the model, we aims at with maximizing task completion rate, minimizing
response time, and minimizing communication distance. Specifically, we first intro-
duced a incomplete preference list to quantitatively characterize complex requirements
between task nodes and NCPs. These requirements are usually difficult to formally
reflect, and the preference list just solves this problem. Secondly, we developed a
multi-objective optimization model is established based on an incomplete preference
list. In fact, the model can be transformed into a matching problem between two groups
(task nodes and NCPs). We then proposed a new many-to-many matching algorithm,
and obtained the stability and the unilateral optimal solution (for task nodes) of the
model. In addition, the location privacy-preserving of the node is realized by applying
the planar Laplace mechanism. Finally, we validated the performance of the task allo-
cation model and many-to-many matching algorithm in different scenarios through
theoretical proof as well as numerical simulation.
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