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Concentration of polynomial random matrices via Efron-Stein inequalities
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Abstract

Analyzing concentration of large random matrices is a common task in a wide variety of fields. Given
independent random variables, several tools are available to bound the norms of random matrices whose entries
are linear in the variables, such as the matrix-Bernstein inequality. However, for many recent applications, we
need to bound the norms of random matrices whose entries are polynomials in the variables. Such matrices
arise naturally in the analysis of spectral algorithms (e.g., Hopkins et al. [STOC 2016], Moitra and Wein [STOC
2019]), and in lower bounds for semidefinite programs based on the Sum-of-Squares (SoS) hierarchy (e.g. Barak
et al. [FOCS 2016], Jones et al. [FOCS 2021]).

In this work, we present a general framework to obtain such bounds, based on the beautiful matrix
Efron-Stein inequalities developed by Paulin, Mackey and Tropp [Annals of Probability 2016]. The Efron-
Stein inequality bounds the norm of a random matrix by the norm of another potentially simpler (but still
random) matrix. We view the latter matrix as arising by “differentiating” the starting matrix. By recursively
differentiating, our framework reduces the main task to bounding the norms of far simpler matrices. These
simpler matrices are in fact deterministic matrices in the case of Rademacher random variables and hence,
bounding their norm is a far easier task. In general for non-Rademacher random variables, the task reduces
to the much easier task of scalar concentration. Moreover, in the setting of polynomial matrices, our main result
also generalizes the work of Paulin, Mackey and Tropp.

As applications of our basic framework, we recover known bounds in the literature, especially for simple
“tensor networks” and “dense graph matrices”. As applications of our general framework, we derive bounds
for “sparse graph matrices”. The sparse graph matrix bounds were obtained only recently by Jones et al. [FOCS
2021] using a nontrivial application of the trace power method, and was a core component in their work.
We expect this framework will also be helpful for other applications involving concentration phenomena for
nonlinear random matrices.

1 Introduction

In optimization, statistics, and spectral algorithms, we often want to understand the concentration of various
random matrices. To do this, we can appeal to the powerful theory of matrix-deviation inequalities [Tro15]. For
example, the matrix-Bernstein inequality addresses random matrices of the form

M= x-Ci+ +xpCn

where x1, ..., x, are independent scalar random variables, and Cy, ..., Cy are fixed matrices. A large selection
of such inequalities are available when the random matrix (say) M is a linear function of independent random
variables. However, several recent works require us to understand random matrices which are non-linear
functions, and in particular low-degree polynomial functions, of scalar random variables. This forms the focus
of our work.

[ x|

As a motivating example, consider the random matrix M € R n? obtained as

M = A1®A1+"'+Am®Am/

where Aq,...,An € RMx[1] are independent random matrices, with ii.d. entries uniformly distributed in
{—1,1}. It is easy to see that the entries of the matrix M are degree-2 polynomial functions of the independent
random variables describing the entries of Aq,..., An. The concentration of such a matrix was analyzed by
Hopkins et al. [HSS15,[Hop18]|, who use it to design spectral algorithms for a variant of the principal components
analysis (PCA). This matrix is a special case of a more general setting that we study in this work.
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Matrix-valued polynomial functions. In the example above, the entries of the matrices are low-degree
polynomials in independent (Rademacher) random variables. In this work, we consider a general setting where
we take an n-tuple Z = (Zy,...,Z,) of independent and identically distributed random Variabl distributed
in ). We consider random matrices given by a matrix-valued function F(Z) taking values in R”*Y for arbitrary
index sets Z, J, where each entry F[I, J](Z) is a polynomial in Z, ..., Z,. We develop a general framework to
analyze concentration of such matrices. Our matrix concentration results are simpler to state in the case when
Zy,...,Z, are independent Rademacher variables uniformly distributed in {—1,1}, but apply for the general
case as well.

Special cases of such non-linear random matrices have been used in several applications in spectral
algorithms and lower bounds. We now briefly discuss a few examples below. Note that while the previous
methods used for these examples have been somewhat problem-specific, the goal of this work is to develop
a general method. While our techniques also apply for these examples (providing a proof of concept),
understanding these examples is not required to follow our results. A reader only interested in the techniques
for obtaining concentration, may also choose to skip ahead to the next section directly.

1. Tensor networks. Random matrices such as the above were viewed as a special case of “flattened tensor
networks” by Moitra and Wein [MW19], who also considered spectral algorithms obtained via somewhat
larger tensor networks. A tensor network is a graph with nodes corresponding to tensors (see the
figure below for an example). An edge between two nodes corresponds to shared indices for one of the
dimensions and the degree of each node is equal to the order of the corresponding tensor (the number of
dimensions). Such networks indicate how tensors of different orders can be multiplied to obtain larger
ones. For example, the first network in the figure below illustrates the network corresponding to simple
multiplication A - B of two matrices A € R"*" and B € R"*", where the red and blue edges indicate
the row and column indices respectively. Similarly, the second network in the figure below illustrates the
network corresponding to the application by Hopkins et al. [HSSS16], where T € R"*"*™ is a random
tensor with i.i.d. entries in {—1,1}. While the latter network yields an order-4 tensor, they obtain a matrix

in R"™ <" by “flattening” it, where the row is indicated by the indices in the red edges and the column is
indicated by the indices in the blue edges. In the figure, we also indicate the index sets corresponding to
each of the edges (though these are often supressed in the diagrams). Moitra and Wein [MW19] analyzed
a larger tensor network, with a graph consisting of 10 nodes, in their algorithm for the continuous multi-
reference alignment problem.

Figure 1: Tensor networks for matrix multiplication and the algorithm in [HSS516]

2. Graph matrices. Another setting of nonlinear concentration arises from the analysis of the so-called
“graph matrices” [MP16,|/AMP16]. Graph matrices play an important role in lower bounds for average-
case problems, against algorithms based on the powerful Sum-of-Squares (SoS) SDP hierarchy running in
polynomial time and even sub-exponential time [MPW15, DM15, HKP15|RS15, BHK ™19, IMRX20, (GJ] " 20,
JPR *21} [Raj22a, PR22) Jon22].

Let X be the {£1}-adjacency matrix of a random graph in G, 1, i.e., X[i, j] is uniform {—1,1} when i # j
and 0 when i = j. Graph matrices are random matrices corresponding to the occurences of a small graph
pattern called a “shape”. A shape 7 is a small, fixed graph with two ordered subsets U, V; of vertices. For
simplicity, let T be a shape of a fixed size, where the vertex set V(7) is partitioned into two ordered sets
V(1) = U, U Vy. For such a shape 7, the corresponding graph matrix M has rows and columns indexed

TOur framework also applies when the variables are not necessarily identically distributed, as long as they are independent.
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by [1]lU7! and [n]!V*| respectively, and we view the row and column indices I and | as defining a (unique
in this case) map ¢ : U; UV — [n]. The corresponding entry is given by

[T X[e(u), [v]] if ¢ is injective
ML ]] = Milp(Us), p(Ve)] = § “7<F0 .
0 otherwise

In the case of general graph matrices (defined formally in|Section 4.2), U, V- are arbitrary ordered subsets
of the vertex set of 7, and we sum over all feasible injective maps ¢. As an example, consider the case
shown in[Fig. 2} where 7 is a triangle on three vertices {u1,v1, v} with Uy = (u7) and Vr = (v1,v2). Then,
the corresponding matrix is given by

Mcliy, (ia,i3)] = X[i1,i2] - X[ip, i3] - X[i3, i1],
where X automatically enforces injectivity.

Graph matrices are closely related to tensor networks (ignoring the injectivity constraint on ¢). For
instance, the above matrix can be viewed as the flattened tensor network below, where the tensor I denotes
the “diagonal” tensor of order 3 with entries being 1 if all indices are equal and 0 otherwise.

/

|
X
-

N

Figure 2: The graph 7 and corresponding flattened tensor network

Analyzing concentration Recall that our objective is to analyze the concentration of polynomial random
matrices. To motivate our approach, consider first the problem of obtaining concentration bounds on a scalar
polynomial f(Z) with mean zero. To obtain such bounds, because of Markov’s inequality, it suffices to compute
moment estimates

Pf(Z)| = A] = P(f(2)* = A¥] < A2 -E|(f(2))"]

While in some cases E[(f(Z ))?*] can be computed by direct expansion, it often involves an intricate analysis of
the structure of terms with degrees growing with ¢, and therefore indirect methods may be more convenient.
One such method is based on hypercontractive inequalities. In particular for Rademacher variables, the
hypercontractive inequality [O'D08] gives that for a polynomial f of degree d),, we have

B[] < @-v¥t (B [(2)7])

Thus, for (scalar) polynomial functions, the hypercontractive inequality gives moment estimates using (f(Z ))2,

which is convenient because (f(Z) )2 is a polynomial of fixed degree and therefore is much easier to understand.
In fact, it can often be conveniently analyzed using the Fourier coefficients of f.

The matrix analog of the above argument involves the Schatten-2¢ norm ||.|,,, which is defined for a matrix
M with non-zero singular values 7, . .., 0; as |[M|[3; = Yiep] O'th. For a function F with E[F(Z)] = 0, we have
the following bound using Schatten norms.

Ploy(F) >A] < A2 E|F|¥ = A% . Etr [(F(Z)F(Z)T)f}
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Known norm bounds for tensor networks [MW19] (which involves Gaussian variables) and graph matri-
ces [AMP16, [[PR"21], start with the above inequality, and rely on direct expansion of the trace. They analyze
terms in the expansion as being formed by 2t copies of the network/shape, with possibly overlapping vertex
sets. To analyze such graphs, they both rely on intricate combinatorics, as well as arguments relying crucially on
the problem structure.

In terms of general techniques, while hypercontractive inequalities are also known for matrix-valued
functions of Rademacher variables [BARDWO8], their form involves Schatten-p norms for p € [1,2] and (to the
best of our knowledge) are not known to imply matrix concentration. To get around this, we consider another
indirect method based on Efron-Stein inequalities. In the scalar case, Efron-Stein inequalities give us a slight
weakening of the above scalar bound. Interestingly, it turns out that this can indeed be generalized to the matrix
case.

Efron-Stein inequalities. Efron-Stein inequalities bound the global variance of a function of independent
random variables, in terms of local variance estimates obtained by changing one variable at a time. For i € [n]
and tuple Z = (Zy,...,Zy), let 70 denote the tuple (Zy,...,Z;i_1, Z;, Zii1,---,2n), where Z;is an independent
copy of Z;. For a scalar function f(Z), the Efron-Stein inequality states that

var[£(2)] = E[(f(2)~EfY] < L. Z]E[(f(z)—f(z“)))z} — E(V(2)],

ie[n

AN\ 2
where V(Z) = Y, E [(f(Z) —f (Z(l)>> |Z] For Rademacher variables, E[V(Z)] is equal to the total
influence from boolean Fourier analysis and indeed, the above inequality can also be observed via Fourier
analysis. In fact, when f is a polynomial of degree d), the two sides are within a factor d),.

A moment version of the Efron-Stein inequality was developed by Boucheron et al. [BBLMO05], who obtain
bounds in terms of V(Z) (in fact, in terms of more refined quantities V. (Z) and V_(Z)) which serves as a proxy
for the variance. Their results imply that for a function f,

E[(f(2)-Ef"] < (Co-0"E[(v(2)].

A beautiful matrix generalization of the above inequality (Theorem [1.1/below) was obtained by Paulin, Mackey
and Tropp [PMT16], via the method of exchangeable pairs (see also [HT21a] for a different proof). Their
inequality is stated for Hermitian matrix valued functions H. But we can also use it for non-Hermitian functions

F, where we simply apply it to the Hermitian dilation H = L?T lg} instead.

THEOREM 1.1. ([PMT16]) Let H(Z) be a Hermitian matrix valued function of independent random variables Z =
(Z1,...,Zy) with E |H|| < oo. Then, for each natural number t > 1,

E tr {(H - IEH)Zt} < (4t-2)-Ewr [V1],
where V(Z) is the variance proxy defined as

V(Z)=5 ) E {(H(Z) ~H (z@))z | z] .

n
i=1

N =

A simple bound for Rademacher variables. The form of the variance proxy suggests a recursive approach
for polynomial functions (say of degree d,) of Rademacher variables. Consider the scalar case again, where we
assume without loss of generality that f is multi-linear. In particular, consider the Efron-Stein inequality by
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Boucheron et al. [BBLMO05], where the variance proxy can be written as

V(z) = 3 Z]E[(f(z)—f(z@))ﬂz} - % Y E

i€(n]

(Zi— Z))?- (@;(Z?f | z}

!
2
af(Z)) = |62,

where f;(Z) is a vector-valued function given by f;[i](Z) = %. Thus, to estimate E (f(Z))*, we just need

to estimate E ||f;(Z) H%t, where f1(Z) is now a vector valued function. The key observation is that f;(Z) has
entries of degree at most d,, — 1. This suggests that we can apply this inequality recursively until we end up with
constant polynomials, which we fully understand. We can do a similar computation for matrix-valued functions
F(Z) usingTheorem This yields two matrices Fy; and F; g of partial derivatives, where an extra index i is
added either to the row or column indices. Iterating this yields the following result, which we state in terms of

the partial derivative operators V,(f) = (Hmizl aiz,.) (f) for & € {0,1}" (extended entry-wise to matrices).

THEOREM 1.2. (RADEMACHER RECURSION) Let F : {—1,1}" — RZ*J be a matrix valued polynomial function of
degree at most d,. Then, for each natural number t > 1,

2t

E|F-EF[3 < Y (16tdy) " [[EF, 4l ,

1<a+b<d,
where F, }, is a matrix of partial derivatives indexed by the sets T x ([’;]) and J % (['Z]) with

vzx+,8(F) ifa-p=0

0 otherwise

Fopl(a), (- B)] = {

)

where , p € {0,1}" are indicator vectors of sets in ([ N

) and ([’;]) respectively.

REMARK 1.1. While we state our results in terms of polynomial moment bounds, it is also possible to obtain exponential
tails using these results. This can be done either using an appropriate (known) variant of Theorem (1.1} or by using a
sufficiently large value of t. These results can also recover (known) matrix Chernoff or Bernstein inequalities when the
function F is linear, but of course the much more interesting case is when F is a polynomial function.

We cover some applications of the above theorem in[Section 4. Similar to the hypercontractive bound for the
scalar case, the bound above is in terms of a small number (O(d};)) of matrices that arise from polynomials of
fixed degree (not growing with t), but importantly, they are deterministic matrices. Because they are deterministic,
analyzing them is considerably easier. Note that bounds depending on norms of a fixed number of deterministic
matrices, arise even in the study of concentration for scalar polynomial functions [AW15], and thus it is not
surprising that they are needed to control the much more challenging case of matrix-valued functions.

When we apply this theorem to the case F = M, the graph matrix of a shape 7, we obtain bounds in
terms of combinatorial objects known as “vertex separators” of the shape 7. This recovers the bounds by Ahn
et al. [AMP16] and perhaps surprisingly (to the authors), this gives an alternative and direct derivation of these
combinatorial structures such as vertex separators, compared to the ingenious observations made in Ahn et
al. [AMP16]. The important takeaway is that these norm bounds can be recovered by our more general technique
rather than relying on problem-specific methods.

Extending the framework to general product distributions. A key contribution of our work is to show
how the above framework can be extended to arbitrary product distributions (with bounded moments). A
motivating example of this is norm bounds for the so-called “sparse graph matrices”. In sparse graph matrices,

the variables Z; can be thought of as (normalized) edges of a G/ , graph, thatis, Z; = —/ 1_7” with probability
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pand Z; = ,/ % with probability 1 — p. These variables are standard in p-biased Fourier analysis [O’D14] and

are chosen to satisfy E Z; = 0 and E Z? = 1. Sparse graph matrices naturally arise when analyzing average case
problems on G, , graphs for p = 0(1), as opposed to G, 1/, graphs.

Until recently, little was known about norm bounds for sparse graph matrices. The difficulty stems partly
from the fact that when p = o(1), it is important that sparse graph matrix norm bounds have the right
dependence on p and not just on n. Such norm bounds were obtained recently by Jones et al. [JPR*21], via
the trace power method which involved a delicate combinatorial counting argument. On the other hand, we
obtain similar norm bounds using our framework but in a more mechanical fashion. We can also readily apply
our framework in the even more general case of sub-Gaussian random variables and our bounds will depend
on the sub-Gaussian norm of the distributions.

To extend our framework to general product distributions, we could take inspiration from the Rademacher
case and could attempt to simply recursively apply the Efron-Stein inequality. Unfortunately, this idea will fail.
The issue can be observed by again considering the scalar case. Assume that Z;,...,Z, areiid. with[EZ; =0
and EZ? = 1foralli € [n]. Also assume for simplicity that f(Z) is a multi-linear polynomial of degree d,.
Analyzing the variance proxy as before, we get

A (a{.fzz))z 1z

In the Rademacher case, we had [E[(Z; — Z;)?|Z] = 2. This left us with the polynomials corresponding to partial
derivatives but which importantly had a strictly lower degree. However, for a general product distribution, we

= % LE {(Z‘-Z‘)HZ} : (afa(;)>2 :

i€n]

V(Z) = % Z}]E

ieln

~ 2
instead have E[(Z; — Z;)?|Z] = 1+ Z?. This gives back a term (Zi : %) where the polynomial inside the square

could have degree possibly still equal to d,. This means that in the next step of the recursion, we may again have
to consider a derivative with respect to Z; and may again end up with the same polynomial f. Therefore, the
recursion is stalled! A similar issue occurs for matrices, which is elaborated in[Section 5. To get around this, we
generalize the work of [PMT16].

Generalizing [PMT16] via explicit inner kernels. To resolve the above issue, we modify the proof of
[PMT16] and our proof techniques may be of independent interest.

We first recall how the matrix Efron-Stein inequality, Theorem M was proved in [PMT16]. Their basic
strategy is to utilize the theory of exchangeable pairs [Ste72,[Ste86,|Cha05, (Cha06], in particular kernel Stein pairs.
A Kkernel Stein pair is an exchangeable pair of random matrices that has a “kernel”, a bivariate function that
“reproduces” the matrices in the pair. More concretely, consider an exchangeable pair of random variables
(Z,Z") (which means (Z’, Z) has the same distribution). For this exchangeable pair, a bivariate matrix-valued
function K(z,z’) is said to be a kernel for a matrix-valued function F if it satisfies

- Anti-symmetry: K(z/,z) = —K(z,2’) for all inputs (z,2’).
- Reproducing property: E[K(Z,Z') | Z] = F(Z).

If such a kernel K exists, then the pair of random variables (F(Z),F(Z')) is said to be a kernel Stein pair.

Building on ideas from [Ste86, [Cha05], Paulin, Mackey and Tropp [PMT16] first show the existence of a
kernel, by exhibiting it as a limit of coupled Markov Chains. By studying the evolution of this kernel coupling,
they prove analytic properties of the kernel. Then, using this kernel, they employ the powerful method of
exchangeable pairs to evaluate moments of the random matrix, which in turn will imply concentration.

For a Hermitian random matrix X, they introduce two matrices - the conditional variance Vx which measures
the squared fluctuations of X when resampling a coordinate of Z; and the kernel conditional variance VK which
measures the squared fluctation of the kernel when resampling a coordinate of Z. With these matrices in hand,
they bound the Schatten 2t-norm of X by the Schatten t-norm of sVx + s VX for any parameter s > 0. Finally,
they choose s appropriately to make these two quantities approximately equal, in which case it simplifies to the
variance proxy V, provingTheorem|L.1]
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In our setting, no such choice of s is feasible because for any choice of s, either the conditional variance term
sVx will dominate X? or the kernel conditional variance term s~ VK will dominate X2. This will make the main
inequalityTheorem|L.1]trivial.

To get around this, we will exploit the structure of the matrix we have, i.e. F = DGD where D is a diagonal
matrix that encodes all variables that have already been differentiated on and G is a polynomial matrix of the
remaining variables. Since D is a simple diagonal matrix with low degrees, most of the deviations exhibited by
F are in fact likely to be exhibited by G. To capture this intuition, we consider a kernel for only the inner matrix
G instead of F as a whole. We call this an inner kernel.

This helps us avoid the root cause of the issue, i.e. differentiating on variables we have already encountered
(which correspond to entries in D). Therefore, the recursion will not stall!

However, in general, this is not realizable since D and the kernel of G can interact in unexpected ways. To
study this interaction, we construct explicit polynomial kernels (Theorem|7.1) (compared to [PMT16] who show
the existence of the kernel but for all functions).

We study how this explicit inner kernel interacts with D (see Lemma|7.3) and use it to obtain a generalization
of the inequalities by [PMT16] (generalized because setting D = I will give back their result) stated in Lemma
2.5

A subtle issue is that the conditional variance of X may still have additional deviations due to the diagonal
matrices D (which still involve random variables). We control the additional deviations using Jensen’s operator
trace inequality (for non-commuting averages) [HP03] (stated in Lemma [2.1). Putting these ideas together lets
us obtain a version of the Efron-Stein inequality where the variance proxy only corresponds to the conditional
variance of the inner kernel. In the setting of polynomial functions, this inequality generalizes the work of
[PMT16].

With the modified Efron-Stein inequality from above, we cannot guarantee that the matrices F at interme-
diate steps are of lower degree, but on the other hand, the degree of the inner matrix G reduces at each step.
Therefore, we can recursively apply this inequality to obtain our final bounds. The final bounds are then stated
in terms of norm bounds for the simplified matrices of the form DGD where G are deterministic matrices and
D are diagonal matrices which are still functions of Z. While random, these matrices can be easily analyzed via
simple scalar concentration tools.

The main theorem is stated in [Section 6, in particularTheorem |6.1, with the proof following in [Section 7.
While our proof builds on the work by [PMT16], the argument here is self-contained.

Applications. Our framework is suitable for many nonlinear concentration results obtained in the literature
[BBH"12, (GM15, [HSS15| MP16, AMP16, [HSSS16, [SS17, Hop18, HSS19, MW19, [KP20, [PR20 JPR*21, BHKX22,
Raj22b, Jon22]. We show a few of these applications in [Section 4] and [Section 8| We expect similar future
applications to benefit from our framework because the task is mechanically reduced to analyzing considerably
simpler matrices.

In[Section 4.2} we derive norm bounds on dense graph matrices. In earlier works, dense graph matrices have
been used extensively in analysis of semidefinite programming hierarchies, especially the Sum-of-Squares (SoS)
hierarchy [MPW15)[DM15, HKP15,[RS15, BHK ™19, MRX20, |G]J] 20, PR22} [Raj22a]. For more applications and a
detailed treatment of graph matrices, see [AMP16, Jon22].

In[Section 8, we derive norm bounds for sparse graph matrices. Sparse graph matrices have been relatively
less understood until recently, when [JPR"21] obtained norm bounds for such matrices via the trace power
method. They use these bounds to prove SoS lower bounds for the maximum independent set problem on
sparse graphs.

Other related work Nonlinear concentration for the case of scalar-valued functions has been the subject
of an extensive body of work. In addition to the results of Schudy and Sviridenko [SS11] which we
use, strong concentration results have also been obtained (for example) in the results of Latata [Lat06],
Adamczak and Wolff [AW15], and Bobkov, Gotze, and Sambale [BGS19|]. In addition to the above results,
hypercontractive inequalities can also be used to obtain concentration inequalities for low-degree (scalar)
polynomial functions [O’D08] with possible sub-optimal exponents.
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For the case of matrix-valued functions, while we rely here on the work of Paulin, Mackey, and
Tropp [PMT16] for product distributions, later works have also extended these results to distributions sat-
isfying weaker assumptions. In particular, Aoun, Banna, and Youssef [ABY20] obtained matrix concentra-
tion for distributions satisfying matrix Poincaré inequalities, building on earlier work of Cheng, Hsieh, and
Tomamichel [CHT17, |[CH19]. It was later proved by Garg, Kathuria, and Srivastava [GKS21] that the matrix
Poincaré inequalities are implied by scalar Poincaré inequalities. Independently, matrix concentration based
on scalar Poincaré inequalities was also proved by Huang and Tropp [HI21a]. Another work of Huang and
Tropp [HT21b] also extablishes matrix concentration inequalities via semigroup methods. While some hyper-
contractive inequalities are also known for matrix-valued functions [BARDWO08,[AD21], to the best of our knowl-
edge, they do not imply concentration bounds for matrices with low-degree polynomial entries.

Potential extensions In this work, we assumed that the input forms a product distribution. In other words,
the variables Zy, ..., Z, are independent. A natural extension is the case when they are not independent. This
has important applications for many problems such as when the input is a uniform d-regular graph, or when
the input is sampled from a distribution with a global constraint, etc. In such cases, the input variables are not
independent but it may be possible to use similar ideas to analyze concentration.

More concretely, to study concentration in the non-independent setting, one can use the recent work of
Huang and Tropp [HT21a] on matrix concentration from Poincaré inequalities, together with our framework.
For this, we just need to exhibit a Markov process that converges to our desired distribution.

Organization of the paper and bibliographic note. We start with preliminaries in [Section 2} In [Section 3
we state and prove the Rademacher recursion. We illustrate some applications of this framework in [Section 4
In[Section 5, we explain why similar ideas may not be enough in the general case. We then propose our general
framework in [Section 6 and prove it in[Section 7, We end with an application of the general framework to sparse
graph matrices in [Section 8| An earlier version of this paper also appeared in the dissertation of the first author
[Raj22b].

2 Preliminaries

Notation We use boldface letters such as I, M, X.... ., to denote matrices. Entries of a matrix X € RZ*7 will
be denoted by X[I,]] for I € Z,] € J. Let H" denote the set of n x n real symmetric matrices. The trace of a
matrix X € H" equals };c, X[, i] and is denoted by tr X.

Multi-index notation For any pair of vectors a, § € IN" and scalar ¢ € IN, we define & + B, & - B, ca entrywise.
We also define the orderings « < B and « < 8 where we say a < B if for each i, a; < B;, and a < B if for each i, «;
is either 0 or B;. We denote by |a|p the number of nonzero entries of « and by |«|;, the sum of entries of . For a
boolean vector v € {0,1}", we define 1 — 7 the vector with all its bits flipped.

Derivatives For variables Z;,...,Z, and a € IN", define the monomial Z* := ]!, Z?i. This forms a standard
basis for polynomials.

For a € IN", we define the linear operator V, that acts on polynomials by defining its action on the elements
ZP as follows and then extend linearly to all polynomials.

Va(2P) = {Z’” ifa<p

0 0.W.

Informally, for a polynomial f written as a linear combination of the standard basis polynomials Zf, V4 (f)
isolates the terms that precisely contain the powers Z:" for all i such that a; # 0 and then truncates these powers.
In other words, it’s the coefficient of Z* in f. In particular, observe that V,(f) does not depend on Z; for any i
such that &; # 0.

Supose f is multilinear, as we can assume in the Rademacher case when we are working with Z; € {—1,1}.

For « € {0,1}" with nonzero indices iy, ...,ix € [n], we have V,(f) = % . %f So this linear operator
5 1

generalizes the partial derivative operator. But note that in general, V is not simply the standard partial
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derivative operator.

Matrix Analysis Linear operators that act on polynomials can also be naturally defined to act on matrices by
acting on each entry.

We define I, to be the m x m identity matrix. We drop the subscript when it’s clear. For matrices F, G, define

F & G to be the matrix For a matrix F, define its Hermitian dilation F as F ® FI. Denote by <X the

0 F
G 0
Loewner order, thatis, A < B for A,B € H" if and only if B — A is positive semi-definite.

DEFINITION 2.1. For a matrix F and an integer t > 0, define the Schatten 2t-norm as
15 = tr[(FET)’]
FACT 2.1. For real symmetric matrices Xy, . .., Xy, we have
Xi+.o X)) 2 n (X3 4. +X3)
FACT 2.2. For positive semidefinite matrices X, X1, . .., Xy, such that X < X1 + ... + X, and for any integer t > 1,
tr[Xf] < nf (e [XE] 4L+ ]XE))

Proof. By Holder’s inequality, n'~1(tr[X!] + ... + tr[X4]) > (|Xq||, + ... + [|[Xx|/,)!. By triangle inequality of
Schatten norms, this is at least || X1 + ...+ Xan. Finally, because X + ... +X;; = X > 0, we can use the
monotonicity of trace functions (see [Pet94, Proposition 1]) where we use the increasing function f(x) = x'
on x € [0,00). This proves the result. O

LEMMA 2.1. (JENSEN’S OPERATOR TRACE INEQUALITY) [HP03, Corollary 2.5] Let f be a convex, continuous func-
tion defined on an interval I and suppose that 0 € I and f(0) < 0. Then, for all integers m,n > 1, for every tuple
B1, ..., By of real symmetric m X m matrices with spectra contained in I and every tuple A4, ..., A, of m X m matrices
with Y14 AiTA,- =< 1, we have

n

(3 ATBA)] < tr])_ AT£(B))A/
i=1

i=1

3 The basic framework for Rademacher random variables

Let Z = (Z4,...,Z,) be sampled uniformly from {—1,1}". We will consider matrix-valued functions F :
{-1,1}" — R¥*J, with rows and columns indexed by arbitrary sets Z, J respectively such that for all
rei,jed,
F[L]] = fIJ(Z)

where f;; are polynomials of Zy,...,Z,. Since Z; € {—1,1}, we can assume without loss of generality that
f1,; are multilinear. Let d, be the maximum degree of any f;; in F. In this section, we will give a general
framework using which we can obtain bounds on E ||F — EF||3! for any integer ¢ > 1. We restate the theorem for
convenience.

THEOREM 3.1. (RADEMACHER RECURSION) Let F : {—1,1}" — RZ*J be a matrix valued polynomial function of
degree at most dy,. Then, for each natural number t > 1,

2t

E|F-EF|3 < Y (160d,) 0" | EF,|f% ,

1<atb<d,
where F, ;, is a matrix of partial derivatives indexed by the sets T x ([Z]) and J X ([Z]) with

Visp(F) ifa-p=0
0 otherwise

Fopl(a), (- B)] = {
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where , B € {0,1}" are indicator vectors of sets in ([Z]) and ([Z]) respectively.

REMARK 3.1. To obtain high probability norm bounds from moment estimates, we can set t = polylog(n) and invoke
Markov’s inequality. Since we do not attempt to optimize the dependence on the logarithmic factors, we do not attempt to
optimize the exponent of t in the main theorem.

To prove this, we will prove Lemma [3.1)and then recursively apply it. For each i < n, define the random

vector ' ~
zW = (Z4,...,Zi1,Zi, Zis1, - Zn)

where Z; is an independent copy of Z;, that is, is independently resampled from {—1,1}.

Let X := F — [EF. When the input is Z, we denote the matrices as F, X, etc and when the input is Z (), denote
the corresponding matrices as F{),X(?), etc. That is, for I € Z,] € J, we have FV[[,]] = f; ]( 9). Define
Xa,b = Fa,b - ]EFu,b'

LEMMA 3.1. For integers a,b > 0, we have
E [ Xapllar < (161p)" (B [ Xapiallyy + E [Xasp ] + [EFas a3 + [ EFar1,s]l3,)
Using this lemma, we can complete the proof of the main theorem.

Proof. [Proof of Theorem |_ﬂ Observing that X is a principal submatrix of X o with all other entries being 0, we
can apply Lemma B.T|repeatedly until X, , = 0, which will be the case if a b > d). O

In the rest of this section, we will prove Lemma We start with a basic fact. Let e; € {0,1}" be the vector
with a unique nonzero entry (e;); = 1.

PROPOSITION 3.1. For a multilinear polynomial f(Z) = f(Zy,...,Zy), we have
f(2) = f(20) = (Zi=Z;) - Ve f(2)

Proof. [Proof of Lemma | Consider the Hermitian dilation F,, = F,, ® F;b. Define X,, = F,, — EF,, =
Xop ® XuTb ByTheorem (1.1applied to X, j, E tr [ii,tb} < (22t —1))'Etr [Vfz b} where V, , is the variance proxy

<l . . o2t
b =3 Z]E ab — Xg},)z\Z]. By a simple computation, E tr [Xu,b} = Etr {(Xa,quT’b)t} + Etr [(x;{bxa,b)f] =

2E || X, HZt’ therefore
(Ko = Xy (X, p — XU)yT 0
a y = 2 E [ a, a,b a,b a,b (0 0) |Z:|
(Xa,h - Xﬂfb)T(Xa,b - Xa b)
1 [ El(Fap — FL)) (Fop — Fy)TIZ] 0 |
2 0 YUy E[(Fyp — F)T(F,, —FO)|Z]

We will use the following claim that we will prove later.

CLAIM 3.1. We have the following relations.

n

Y E[(Fyp — F))(Fop — FO)T|Z] = 2(b + 1)F,pFT
i=1

Y E[(Fap — BT (Fap — F)IZ) = 2(a+1)F],, For1y
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This gives E tr [V{tz,b} =+ 1) E|Fyps1 ||§i + (a+1)'E||Fosrp H;i Therefore, we get

2E [|Xap ||y = Et [X ]

(2(2t—1))]Etr[V }

= 22t = 1) ((b+1)'E [[Fapial3; + (a+ 1) B [|Farr )
(22t = 1)) (0 +1)'E || Xop41 + EFqpa |5 + (a +1)'E ||Xa+1b+]EF
< (16
<(

Zt)

166) (b + 1) (E | Xops1 |2 + [ EEapin ||2) + (a + 1) (E |[X +H1EF
16td (]E||Xa,h+lH +H]EFab+lH +]E||th+1bH +H]EF

)

2t)

O

It remains to prove the claim.

Proof. [Proof of Claim [3.1] We will prove the first equality. The second one is analogous. For I € Z,] € J,a, B €
{0,1}", we have

(Fop —FDI(La), (], B)] =

[OAY'A

{Va+ﬂ(fI,J(Z) — fiy(zD)) iflalo=a,|Blo=ba-p=0
0

By Proposition the first expression simplifies to (Z; — Zi)VeiV,Xﬂg f1,(Z). Define the matrix F,}; to be the
matrix with the same set of rows and columns as F, ;, and whose only nonzero entries are given by

Fopil(Lea), (J,B+e)] =VeVarpfr(Z)if lafo=a,[Blo=0bp e =0a-(B+e)=0

Then, it's easy to see that Y/ | F,,,;Fl .= = (b+ 1)Fﬂ,b+1FaT’b+1 and (F,, — ngZ)(Fa,b - F[(li,)j)T = (Z —
ZNi)zFﬂlb iF, ;- The latter equality implies

E[(F,p — Fif?,)(Fa,h - Fﬁf{,)TIZ] = E[(Zi — Zi)F,,F] | 2] = 2, F]
Therefore,

E[(F,p — ) (F,p —FO)T|Z) =2 Y oy FT Ty =20+ 1)FpFT,
1 i=1

=

O

4 Applications

To illustrate our framework, we apply it to obtain concentration bounds for nonlinear random matrices that
have been considered in the literature before. The first application is a simple tensor network that arose in the
analysis of spectral algorithms for a variant of principal components analysis (PCA) [HSS15,[Hop18]||. The second
application is to obtain norm bounds on dense graph matrices [MP16,/AMP16]. In the second application, the
norm bounds are governed by a combinatorial structure called the minimum vertex separator of a shape. We will
show how this notion arises naturally under our framework, whereas prior works that derived such bounds
used the trace power method and required nontrivial combinatorial insights.

41 A simple tensor network We consider the following result from [HSS15, [Hop18]. We remark that this
result could also be obtained via other standard techniques, but we showcase it as it serves as a simple warm-up
to familiarize the reader with our method.
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LEMMA 4.1. ([HOP18], THEOREM 6.7.1) Let ¢ € {1,2} and let d > 1 be an integer. Let Ay, ..., Ayc be i.i.d. random

matrices uniformly sampled from {—1,1}"" <" Then, with probability 1 — O(n=19),

Y A@A—E Y A ®A|| < CVdn ) 2 (1ogn)l/2

k<n¢ k<nc

for an absolute constant C > 0.

Using our framework, we will prove a slightly relaxed version of the inequality where v/d(logn)/? is
2d+¢)/2 We remark that we have not attempted
(2d+¢)/2 50 it’s plausible that a more careful

replaced by log 1, while not losing on the dominating term 7/
to optimize these extra factors in front of the dominating term n
analysis can obtain a slightly better bound.

Proof. [Proof of the relaxed bound] Let the i, j-th entry of Ay be ay; ;. Let F = }ic,c Ax @ Ay — E} e Ap @ Ay

be a random matrix on the variables ay ; ; for k < n°,i,j < n. So EF = 0 and we are looking for bounds on ||F]|.
The entries are given by

Y. ki jnkiny  if (i1, 1) # (12, 72)
F[(illiZ)/ (jl/jZ)] = k<n¢
0 if (i1, j1) = (i2, j2)

The nonzero entries are homogeneous polynomials of degree 2. UsingTheorem 1.2,

E [[F3 < (326)%( 2)

2+ IIEF1 |5

We will consider each of these terms. In the following arguments, we restrict attention to indices i1, iz, j1, j2
such that (i1, 1) # (i2,J2)-

1. [EF; has nonzero entries in row ((i1,12), {(k, i1, 1), (k,i2,j2)}) and column (j1, jo) and all these entries are
1. The Schatten norm does not change when we permute the rows and columns. So, we can group the
rows on k, i1, ip and within each group, we can sort ]1 ;1]2 in both rows and columns. We get a matrix having

n24+¢ jdentity matrices, each of dimensions n stacked on top of each other. Using the definition,

the Schatten-2¢ norm of this matrix is easily Computed to be | EF, Hgf = petddyt(2dte),

2. EF;; has nonzero entries in either row ((iy,72),{(k,i1,j1)}) and column ((j1,j2), {(k,i2,j2)}); or row
((i1,12), {(k,i2,j2)}) and column ((j1,j2), {(k,i1,j1)}) and all these entries are 1. So we can write EF;; =
A + B corresponding to the 2 sets of entries. Arguing just as in the previous case, we can obtain

|A]5 = net4yt2d+) where we group the rows on k, iz,jl and || B3 = nct4n!(24+c) where we group
the rows on k, i1, j. Therefore, |[EF; 1||3; < 2% (||A||5 4 ||B||3}) = 22+ 1pct4dpt2d+c),

3. The case EF is identical to [EF; .

Putting them together, I |[F|3 < (C't)%nct4pt(24+) for an absolute constant C' > 0. Now, we apply
Markov’s inequality to get

Pr[||F — EF|| > 6] < Pr[|F—EF|j3 > 6%] < 60 %E |F—EF||3 < 6% (C't)*nc+4dnt2d+c)
We now set § = e~ 1/ (20 (C/t)nlc+4d)/t;(24+¢)/2 o make this expression at most e. Plug in e = 1'% and set
= logn to obtain that ||[F — EF|| < Cn(2*+9)/2]ogn holds with probability 1 — 1719, where C > 0 is an
absolute constant. O
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4.2 Graph matrices In this section, we first define graph matrices and then show how to obtain norm bounds
for dense graph matrices, i.e. the case when G ~ G, 1/,, using our framework. Handling sparse graph matrices,
i.e. the case when G ~ G, for p = 0(1), may not work well with our basic framework as we will explain in
Section 5. Instead, our general framework in [Section 6 will handle this case well and we obtain sparse graph
matrix norm bounds in[Section 8.

4.2.1 Definitions Define by G, , the Erd6s-Rényi random graph on the vertex set [1n] with n vertices, where
each edge is present independently with probability p. Let the graph be encoded by variables G;; € O =

{—1/ 177’7, \/ %} where —,/ PTP indicates the presence of the edge {i,j} and ,/ % indicates absence, for all

1<i,j<n

So, each G;; for i < j is sampled from () where G; ; takes the value —,/ 177” with probability p and takes

the value /- otherwise. Here, Q) has been normalized so that E,.q[x] = 0, E,.q[x?] = 1. as is standard in

1=p
p-biased Fourier analysis.

When p = 1/2, we are in the setting of dense graph matrices. Then, G, 1/, can be thought of as a sampling of the
Gij,i < j independently and uniformly from Q) = {—1,1}. For a set of edges E C ([g}), define Gr := [I,cr Ge-
When p = 1/2, the Gg correspond to the Fourier basis for functions of the graph.

Define 7 to be the set of sub-tuples of [n], including the empty tuple. Graph matrices will have rows and
columns indexed by Z. Each graph matrix has a succinct representation as a graph with some extra information,
that is called a shape.

DEFINITION 4.1. (SHAPE) A shape is a tuple T = (V(7), E(T), Uz, Vi) where (V(7), E(T)) is a graph and Ux, Vy are
ordered subsets of the vertices.

DEFINITION 4.2. (REALIZATION) Given a shape T, a realization of T is an injective map ¢ : V(t) — [n].

DEFINITION 4.3. (GRAPH MATRICES) Let T be a shape. The graph matrix My : {£1}@) — RZ*T is defined to be the
matrix-valued function with I, J-th entry defined as follows.

MLJ:= ) Gyeapy= ) IT Gonew
Realization ¢ Realization ¢ (u,0)€E(T)
¢(Ur)=Lo(Vz)=] p(Ur)=Le(Ve)=]

In other words, we sum over all realizations of T that map Uz, Vz to 1, | respectively and for each such realization, we have
a term corresponding to the Fourier character that the realization gives.

The following examples illustrate some simple graph matrices.

EXAMPLE 4.1. (ADJACENCY MATRIX) Let T be the shape on the left in with two vertices V(1) = {u,v} and a
single edge E(T) = {{u,v}}. Uy, Vi are (u),(v) respectively where we use tuples to indicate ordering. Then My has
nonzero entries M<[(i), (j)](G) = G, foralli # j. IfG € {+1}@) is thought of as a graph, then My has as principal
submatrix the £1 adjacency matrix of G with zeros on the diagonal, and the other entries are 0.

EXAMPLE 4.2. In[Fig. 3, consider the shape T on the right. We have Uy = (uq,u2), Ve = (v1), V(1) = {uq, up, 01, w1 }
and E(t) = {{uy, w1}, {up, w1}, {w1,v1}}. My is a matrix with rows and columns indexed by sub-tuples of [n]. Its
nonzero entries are in rows I and columns | with |I| = |U¢| = 2 and |J| = |V¢| = 1 respectively. Specifically, for all
distinct ay,a, by, the entry corresponding to row (a1, az) and column (b1) is Yc, c(u]\{ay,a0,b1} Garc1 Gagey Gey by Here,
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Shape 7 for adjacency matrix Example shape ©

Figure 3: Left: Shape corresponding to adjacency matrix, Right: Example of a more complicated shape

each term is obtained via the realization ¢ that maps uy,up, wy,v1 to aq,ay, c1, by respectively. Succinctly,

column (by)

M, = '
T row (al/ a2) N che[n]\{al,az,bl} Gal/cl G”Zrcl Gcllbl .........

Intuitively, graph matrices are symmetrizations of the Fourier basis, where the symmetry is incorporated
by summing over all realizations of “free” vertices V(1) \ U \ V¢ of the shape 7. For more examples of graph
matrices and why they can be a useful tool to work with, see [AMP16].

4.2.2 Norm bounds for dense graph matrices In this section, we study the concentration of the so-called
“dense graph matrices” which is a term that refers to graph matrices M; in the setting p = 1/2. Since the
edges of a random graph sampled from §G,, 1/, can be viewed as independent Rademacher random variables, we
can apply our framework in this setting.

In particular, we will obtain bounds on E [|[M; — ]EMT||§§ The G;; € {—1,1} correspond to the Z;s in
Section 3 and for a fixed shape 7, M; will be the matrix F we are interested in analyzing. For I, ] € Z, M([[, ]] is
a nonzero polynomial only when there exists at least one realization of T that maps U, V; to I, ] respectively. In
particular, we must have |I| = |U¢| and |J| = |V«|. In this case, M([], J] is a homogenous polynomial of degree
|E(T)|. ByTheorem (1.2, we have

E||M: — EMc|3 < Y (16HE(T))) "0 [EMy [

a+b>1
a,b>0

where for integers a,b > 0, M , ; is defined to be the matrix with rows and columns each indexed by Z x {0,1} (2)
such that for all I, ] € Z, we have
Va_;,_lgMT[I,” if|a|0:a,|/3|0:b,o<-/3:0

0 O.W.

Measl(L0), (,B)] = {

For any multilinear homogenous polynomial f of degree d, since E[G;;] = 0 for all i,j, we have V,f = 0
whenever |a|g < d. Therefore, EM,,;, = 0 for all a+b < |E(7)|. Moreover, EM.,, = 0 whenever
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a+b # |E(G)| otherwise EM, ,, = M, ;. So, we can further simplify the above expression to

2t
E|M:—EMc[3 < ) (16{E(0))) O My,

a+b=|E(1)|
a,b>0

It remains to analyze | M 4 H;i fora+b = |E(7)|. We will see that analyzing these matrices is much simpler
since they are deterministic matrices and simple computations using the Frobenius norm bound will work well.
To state our final bounds, we need to define the notion of vertex separators of shapes.

REMARK 4.1. As we will see, when analyzing the Frobenius norms for these deterministic matrices, the notion of the
minimum vertex separator arises naturally. In prior trace method calculations (e.g. [MP16], IAMP16]), this required
ingenious combinatorial observations.

DEFINITION 4.4. (VERTEX SEPARATOR) For a shape T, define a vertex separator to be a subset of vertices S C V(1)
such that there is no path from Uy to V. in T \ S, which is the shape obtained by deleting all the vertices of S (including all
edges they’re incident on).

For a shape 7, denote by S; a vertex separator of the smallest size. Also, let I be the set of isolated vertices
(vertices with degree 0) in V(7) \ Uz \ V%, so the presence of these vertices essentially scale the matrix by a scalar
factor.

THEOREM 4.1. For a shape T and any integer t > 1,
E M, — EM. |2 < (CﬂE(r)nwﬂttE(rnE(T)|2tE<r>|)nt<V<r>—sf|+|zf>

for an absolute constant C > 0.

Up to lower order terms, the same result has been shown before in [MP16,/AMP16]. To interpret this bound,
assume that 7 has a constant number of vertices. By setting t =~ polylog(n), we get

[M:|| =0 (\/z\V(T)If\ST\HIT\)

with high probability, where O hides logarithmic factors. This is obtained by applying Markov’s inequality on
the bound on E | M+ H%i If T has at least one edge, then EM; = 0 andTheorem4.1|yields such bounds. If T has no
edges, then it’s quite simple to obtain such a bound and we include it in Lemma@4.2|for the sake of completeness.

Corollary 4.1)makes precise the high probability bound above. Therefore, this power of 7 is essentially what
controls the norm bound and this is utilized heavily in applications (e.g. [BHK19,|G]J*20, PR20]).

Proof. [Proof of Theorem 4.1] We first argue that we can assume I; = @. This is because of the following reason.
Each distinct vertex in 7 of degree 0 essentially scales the matrix by a factor of at most n. And in the right hand
side of the inequality, each vertex in I contributes a factor of n% accordingly, from n!lV(9l and from ntl*l, and
the other changes only weaken the inequality.

Now, fix a,b > 0 such that a +b = |E(7)| and consider M ;. For I,] € Z,a,B € {0,1}(3) such that
lalo = a,|Blo = b,a - B =0, by definition,

Mo p[(La), (J,B)] = Vaip Y IT SGetew
@:9(Ur)=19(Vr)=] u,0€E(7)

= e lo(Ur) =1 ¢(Vr) = ], ¢(E(7)) = Supp(« + B) }|
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where Supp(.) denotes the support. We will now obtain norm bounds on these deterministic matrices by
reinterpreting them as graph matrices for different shapes. Let P = (Ej, E;) denote the partition of E(7) =
Ej U E; into two ordered sets Eq, Ep, where Ul denotes disjoint union. Let the set of ordered partitions P be P.
Then, we can write M, = Y pep My, p where

Moo p[(La), (J,B)] = Ko | ¢(Uz) = Lo(Vz) = ], ¢(E1) = Supp(a), ¢(E2) = Supp(p)}|
Also, |P| < (4|E(1)])E@I and so, by Fact

||MTﬂh|| 4|E( t‘E(T)‘ Z HMT,ﬂ,b,PH;i
peP

Each M, p can be interpreted as a graph matrix for a different shape 7p, with the same vertex set and no
edges. Let V(tp) = V(7),E(1p) = @ and set Uy, = U UV(Ey), V(tp) = Ve UV(E;) using a canomcal ordering.
Then, M, , , is equal to My, up to renaming of the rows and columns. For an illustration, see

Figure 4: An example illustrating how 7p is defined. In this example, P constraints the blue and red edges to go to « and B
respectively. Ur,, Vz, have an ordering on the vertices (not shown here).

This graph matrix has a block diagonal structure indexed by the realizations of the set of common vertices
S = Uy, N Vi, Indeed, for K € [n]°, let My, x be the block of My, with ¢(S) = K. Then, My, xM!

MI M, = 0for K # K’ and so,

TK’_

TpK
E Mo < GE@NDIED Y [Mq 3 = GE@DIEDN Y. Y Mg, 1|
peP PeP Ten]s
t
< GE@NTEON Y ¥ (Mg r |)
PeP Teln]s

where we bounded the Schatten norm by the appropriate power of the Frobenius norm. For any fixed K € [n]°,
the entries of My, x take values in {0,1} and the number of nonzero entries is at most nlV(OI=I8| because
the realizations of vertices in S are fixed and the other vertices have at most n choices each. Therefore,
Moy < 1

Finally, we bound |S| to estimate how large this term can be over all possibilities of P. We argue that S blocks
all paths from U, to V;. To see this, consider any path from U to Vz, it must contain an edge (u,v) € E(7) such
that u € Uy, v € Vi,. We must either have (1,v) € Ej, in which case u,v € Uy, and v € S, or (1,v) € Ep, in
which case u,v € V, and u € S. In either case, S must contain either u or v. This argument implies S must be a
vertex separator of T, giving |S| > |S¢|. For a proof by picture, see[Fig. 5|

We also have the trivial upper bound |S| < |V(7)|. Ultimately, this gives

||Mrah|| (4|E(t |HE( \Z Z ntVOI=ISD) < (4|E () HEOI (4] E(r )‘) E(D)], V(D) t(IV (D) =[S<])
PeP Teln]s
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Figure 5: Proof by picture that |S| > |S¢|. Green edges can occur in T, orange edges cannot, so S blocks all paths from Uz to
Vr.

Along with our prior discussion, we get

2t
E|M:—EMc[3< Y (16HE(0))EON [ My a5
a+b=|E(7)|

< Y (16t E(T) ) EOIE 4| E (7)) TEO] (4] E (1) ) OV @1tV (D) 1=18<1)
a+b=|E(7)|

< <ct|E<r>nV(r>|ttE<r>|E(T>|ztE(r>|)nt<v<r>sr|>

for an absolute constant C > 0. O

REMARK 4.2. Note that while the proof of the norm bound above still requires some combinatorial analysis, this arises
mostly from a mechanical application of the general result Theorem Also, one only needs the simpler combinatorics of
the fixed-size shapes obtained from the given shape T, rather than increasingly large shapes formed by combining copies of
T, as in the application of trace method [AMP16].

In the proof above, our analysis of the shape 7p which has no edges, applies in general to any shape T with
no edges. For the sake of completeness, we state it explicity in the following lemma.

LEMMA 4.2. For a shape T with no edges and any integer t > 1, ||M|3 < nlUe0Velpt (VD)= [UeOVel +[L]),

Note that this has the same form as Theorem 4.1/ because for a shape T with no edges, the minimum vertex
separator Sy is just U N V. The following corollary obtains high probability norm bounds for norms of graph
matrices via Markov’s inequality.

COROLLARY 4.1. For a shape T, for any constant ¢ > 0, with probability 1 — g,

||MT|| < (C|E(T)|log(HW(T)‘/E))lE(T)‘ . \/E|V(T)‘—|ST‘+UT|

for an absolute constant C > 0.

Proof. If E(T) = @, we invoke Lemma Otherwise, EM; = 0 and we invoke Theorem By an application
of Markov’s inequality,

Pr[|[Mc|| > 6] < Pr[||Mc||3; > 6%] < 6~%E || M<||3;

< 9zt(<c/)w<r>nv<f>|tt|E<r>|E(T)|ztE<r>|)nt<v<r>|sr+|1T>
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for an absolute constant C’ > 0. To make this expression at most & we simply set 6 =
8_1/(2t)(C”)lE(T”an(T)/(Zt)tE(T)|/2|E(T)|E(T”)\/ﬁvmSTH'IT for an absolute constant C” > 0. Finally, set

t=1 log(n!V(®1/¢) to complete the proof. O

5 Why a naive application of [PMT16] may fail for general product distributions

In this section, we elaborate on the difficulties that arise when working with random variables that are not
necessarily Rademacher. In this case, note that we cannot assume that the polynomial entries are multilinear as
well.

To recall the setting, we are given a random matrix F whose entries are low degree polynomials in random
variables Zj,...,Z, which are independently sampled from arbitrary distributions. And we wish to obtain
concentration bounds on how much F can deviate from its mean, by way of controlling E ||F — IEF||3..

Building on the ideas from [Section 3} we could attempt to use matrix Efron-Stein,Theorem [L.1|and hope to
obtain a similar recursion framework. We now discuss what happens if we do this. Assume E[Z;] = 0, E[Z?] = 1.
We can proceed similar to the proof of Theorem|1.2, So, we consider X as a principal submatrix of Xg 9 and follow
through Lemma M The main change will happen in Claim M In particular, the equation E[(Z; — Z;)?|Z] = 2
is no longer true. Instead, we will have E[(Z; — Z;)?|Z] = 1 + Z2. So, we get the expression

n n
(1+Z2)F,,,F, . = Y FopiFlp + ) Z3FqpiFl

a,b,i
=1 i=1 i=1

1=

The first term can been handled just as in the basic framework. Unfortunately, the second term will be a
source of difficulty. To get around this difficulty, we could attempt to apply the matrix Efron-Stein inequality
again on an appropriately constructed matrix. To do this, we can interpret the second term as having been
obtained after differentiating with respect to the variable Z; and then putting the variable back. In contrast, we
didn’t need to put it back when working with Rademacher random variables. But after we do this, when we
recurse on these extra matrices, the new second term will contain the left hand side as a sub-term, thereby giving
a trivial inequality and stalling the recursion.

To see this more clearly, consider the simplest case ¢ = b = 0. Then, the first term Y/ ; F,, ;F! . will be

equal to Fg F(E,l as we saw earlier. To evaluate the second term )} ; Z?Fa,b,iF,I,b, ; in a similar manner, we define
the matrix H to be the same as F(; except that each entry is now multiplied by Z; where i is the differentiated
variable in the column. Thatis, H[I, (], e;)] = Z;Fy1[I, (], e;)]. Observe that in the definition of H, Z; has been
put back after differentiating with respect to it. Then, the second term will be HHT and we can hope to use
Efron-Stein again on this matrix H recursively.

We could do that and proceed similarly to the proof of Lemma [3.1|with appropriate modifications as above.
But since B; = 1 already, differentiating with respect to Z; and putting it back, will return the same matrix H! So,
we end up with an inequality of the form

E HH||%§ <O(t)(E ||HH§§ + other nonnegative terms)

Indeed, this is a tautology and will not be useful to us.

For a quick and dirty bound, suppose we had a parameter L such that 1 + Z? < L for our distributions,
then we will be able to obtain a similar framework while incurring a loss of v/L at each step of the recursion.
But unfortunately, this bound will be lossy. For example, if we do this computation for the centered normalized

adjacency matrix of G ~ Gy, ,, we will obtain a norm bound of CN)(%) where O hides logarithmic factors..

This bound is tight for constant or even inverse polylogarithmic p. But for p = n~¢ for some constant 0 < 6 < 1,
this is not tight because in this regime, the true norm bound is known to be O(y/n) (see the early works of
[FK81} [Vu05] and for tighter bounds, see [BGBK20] and references therein).

If we dig into the details of what happened, this example illustrates that the matrix Efron-Stein in-
equalityTheorem becomes a tautology for certain kinds of matrices, that yield V. = O(1)XXT +
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other positive semidefinite matrices.

But in our framework in general, the aforementioned bad matrices occur when we differentiate with respect
to variables that have already been differentiated on. In other words, the current definition of the variance proxy
V doesn’t take into account whether we have already differentiated with respect to some variable Z;. So, for
the general recursion, we dive into the proof due to [PMT16] and modify it using structural properties of the
intermediate matrices we obtain in our framework.

6 The general recursion framework

We now assume Zj, ..., Z, are i.i.d. random variables sampled from a distribution () with finite moments. We
assume that they are identically distributed for simplicity but our technique easily extends even when they are
not identically distributed, as long as they are independent. For each i < 1, define Z; to be an independent copy
of Z; and define the vector AQRES (Z4,...,Z;i 1, Z~i, Zii1,--.,Zn). Define Z' to be the random vector defined by
sampling i from [1] uniformly at random and then setting Z’ = z(0),

Let F € R[Z]**7 be a matrix with rows and columns indexed by arbitrary sets Z, J respectively such that
foralll € Z,] € J, F[I,]] are polynomials of Z1, ..., Z,. Let dy be the maximum degree of F[I, ]] over all entries
I, ] and let d be the maximum degree of Z; over all entries F[I, ]| and i < n.

Similar to the Rademacher case, let X := F — [EF. When the input is Z, we denote the matrices as F, X, etc
and when the input is Z(!), denote the corresponding matrices as F(!), X(), etc. In this section, we will give a
general framework using which we can obtain bounds on E ||F — ]EFH%: for any integer t > 1. We set up a few
preliminaries in order to state the main theorem.

DEFINITION 6.1. (SPACE S) Let S be the space of mean-zero polynomials in Z, . . ., Zy, of degree at most dp.

For a # 0, we also define the centered monomials x,(Z) = Hai>0(Zf‘i —E[Z]"]). By definition, x, € S for
alla # 0, |a|; < dp. The following proposition is straightforward.

PROPOSITION 6.1. The set {x4(Z)|1 < |a|y < dp} forms a basis for S.

For the general framework, we work over this basis because as we will see in [Section 7} the “inner kernel
matrix” is convenient to state in this basis. The V operator also works nicely with our polynomials xz. Indeed,
Xp—a ifa<p

observe that V,(xg) = {
0 0.W.

For a polynomial f(Z) in S, denote by f(a) the coefficient of x,(Z) in the expansion of f, that is,
f(z) = Z f(a)xa(Z). We can naturally extend this notation to matrices that have mean 0. So, we can
0#aEN™
write X = Y, 2o X(a)xa(Z) where X(a) are deterministic matrices. In order to apply our recursion framework,
we group this sum into terms based on |a[g. For k > 1, define Xy = Y|, X(a)xa(Z). Then, X = Y k>1 Xk Note
that when k > d,,, Xj = 0.

DEFINITION 6.2. (INDEXING SET K) We define K C IN" x {0,1}" to be the set of pairs («, y) such that |a|; < dp,a €
IN" and v < a with v € {0,1}".

REMARK 6.1. If we assume that the maximum degree of our polynomials d, is constant, then the size of K is polynomially
large, not exponentially large. Hence, the matrices we will consider below will also be of polynomial size when d,, is
constant.

Define the diagonal matrices D; € R[Z]P*F x R[Z]Z*X and D, € R[Z]7*F x R[Z]7*} with nonzero
entries

Di[(La, ), (I, 7)] = \JE[Z2=0]Z%Y, Do(],a,7), (J,&,7)] = /B[22 =]z
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DEFINITION 6.3. (MATRICES Gy 5, Fr qp) For integers k,a, b such thatk > 1,a,b > 0, define the matrix Gy, j, to have
rows and columns indexed by I x ICand J x K respectively such that for all (I,a1,71) € Z X IC, (J,a2,72) € J x K,

Viar+a, Xk L ])  if la1]o =a,|azlo =b,a1 - a0 =0

Gk,ﬂ,b[(llall/)/l)/ (]/‘XZ/’)/Z)] = {0 0.70.

Also, deﬁne Fk,a,h = Dle,u,bDZ'
Note that when k > d,, Fi,, = 0.

PROPOSITION 6.2. For integers k,a,b such that k > 1,a,b > 0, suppose a + b < k. Then each nonzero entry f of Gy,

-~

has the property that f(«) is nonzero only when |ajo =k —a—Db

Proof. The nonzero entries of X only has terms containing exactly k variables and V14, either zeroes out the
term, or it truncates exactly |ay + az|p = |a1]o + |a2|o = a + b variables. 0

This also immediately implies that E[Gy , ;] = 0 whenever a + b < k. Finally, when k = a + b, we have that
Gy 4, is a deterministic matrix independent of the Z;. These give rise to the matrices F, ., , that appears in our
main theorem. We are now ready to state the main theorem.

THEOREM 6.1. (GENERAL RECURSION) Let the tuple of random variables Z and the function F be as above. Then, for
all integerst > 1,

2t
2t

EF—EF|3 < Y (CPddy) "™ 'E ||F,p 0
a,b>0,a+b>1

for an absolute constant C > 0.
Note that F, .5 = D1G,p D2 where Dy, D, are diagonal matrices and G, 4, is a deterministic matrix
that’s independent of Z. To analyze the expected Schatten norm of such matrices, we can resort to far simpler

techniques. For instance, we can obtain a simple bound using an appropriate power of the Frobenius norm, and
apply standard scalar concentration tools. We will see an example of this in[Section 8|

REMARK 6.1. We have made no attempts to optimize the factors in front of the expectation inTheorem which we
suspect can be improved.

We prove the main theorem by repeatedly applying the following technical lemma, the proof of which we
defer to the next section.

LEMMA 6.1. For all integers t > 1, integers k > 1,a,b > 0 such that a + b < k,

E HFk,a,bHii < (szdd%)t(]E ka,a,bJrlHii +E||Fras1p i;)

for an absolute constant C > 0.

Using this lemma, we can complete the proof of the main theorem.

Proof. [Proof of Theorem | Using Fact we have [E ||X||§§ < d%,t ZZ”: 1 E ||Xk||%i Note that for any k > 1,

the matrix X; is a principal submatrix of Fy g with all other entries being 0, so E || X;|[3 = E ||Fk,0,0||§i =
dp

IE ka/O,OHZ' Therefore, E || X|3 < JA3 Y E HFk,O/OH;i' We now apply Lemma [6.1| repeatedly to all our terms
k=1

until k = a + b, ultimately giving

1 = 2t

2t 2 2502 b

E|[[X]l3 < §dPt(Ct ddp)(H ) h>02+h>11E ||Fa+b,u,b||2t
a,b~0,a e

2t

2t = 2B ||Faspa

Observing that IE || Fyip0 @: completes the proof. a
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7 A generalization of [PMT16] and proof of

In this section, we will prove Lemma [6.1| using the high level strategy described in [Section 1| This requires
generalizing the results in [PMT16], and the proof techniques may be of independent interest.

7.1 Generalizing [PMT16] via explicit inner kernels In our setting, observe that (Z,Z') has the same
distribution as (Z’, Z). This is what is known as an exchangeable pair of variables, that will be extremely useful
for our analysis. In particular, Z, Z’ have the same distribution and Ef(Z,Z’) = Ef(Z’, Z) for every integrable
function f.

DEFINITION 7.1. (LAPLACIAN OPERATOR L) Define the operator L on the space S as L(f)(Z) = E[f(Z) — f(Z')|Z]
for all polynomials f € S.

Note that this operator is well-defined since for any f € S, E[L(f)] = E[E[f(Z) — f(Z')|Z]] = E[f(Z) —
f(Z')] = 0and hence, L(f) € S.

LEMMA 7.1. Forall « € IN", xo is an eigenvector of L with eigenvalue =, 2o,

Proof. Recall that Z' is obtained by choosing i € [ ] uniformly at random and then setting Z' = Z()). Therefore,
L(Xa)(Z) = E[xa(2) = xa(2)12] = 1 ¥ E[xa(Z) — xu(2")|Z] When &; = 0, xo(Z) — xa(Z?)) = 0. Otherwise,

i<n

E[xa(Z) — xu(Z®)|Z] = x4(Z). Therefore, the above expression simplifies to l’ﬁoxa( Z). 0

THEOREM 7.1. (EXPLICIT KERNEL) For any mean-centered polynomial f € S, there exists a polynomial Ky on 2n
variables zq1, . ..,zy, 2/1/ ..., 2, denoted collectively as (z,z'), with the following properties

1. Kf(7',z) = —K¢(z,7')

2. E[K¢(Z,2")|Z] = f(Z) where (Z,Z') is the exchangeable pair we consider above.

Proof. Using Proposition [6.1/and Lemma [7.1} under the basis of polynomials x,, the operator L is a diagonal
matrix with nonzero diagonal entries and therefore, £~! exists and is explicitly given by L71(f)(Z) =

Zﬁf(&)m(z). We then take Kf(z,2') = L7(f)(z) — L71(f)(Z'). The first condition is obvious and for
t?\e second condition, we have
E[K¢(Z,2")|2] = BIL™N(f)(Z) = L7 (H(ZNNZ] = L(L7Hf) = f
a

As seen in the proof of Theoremm L has a well-defined inverse £~!. We now define the matrix Ky , ; that
we call the inner kernel.

DEFINITION 7.2. (THE INNER KERNEL MATRIX Ky , ;) For integers k > 1,a,b > 0 such that a +b < k, define the
matrix Ky, € R[Z]PX x R[Z]T*K taking 2n variables (z,2') = (z1,...,2n,2},...,2,) as input as Ky 5 (z,2') =
L7 (Gap)(2) = L7H(Gap) ().

In the rest of this section except where explicitly stated, fix integers k > 1,a4,b > 0 such thata + b < k. Then,
the inner kernel K , ;, is well-defined.

LEMMA 7.2. Ky, p(Z,Z") =

,n,b (Gk,u,b(z) - Gk,a,b(Z/))
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Proof.

Kk,a,b(zf Zl) =Lt (Gk,a,b)(z) - E_l(Gk,a,b)(Zl)
= Y Geap@)(L7 () (Z) — £ () (Z))

|alo=k—a—b
n —_—
=3 L Grap(@)(xe(2) — xa(2)
‘IX‘O:k—u—b
n

= 5 (Grap(Z) = Grap(Z1)
d

The following lemma postulates important properties of the the inner kernel, including how it interacts with
D; and D».

LEMMA 7.3. Ky, satisfies the following properties

1. Kk,a,b(zlr Z) = _Kk,a,b(z' Z/)
2. E[Kyp(Z,2")|Z] = Gyap(Z)
3. (D1(2) = Di(Z"))Kyup(Z, Z') = Kiap(Z,Z')(D2(Z) = Da(Z')) = 0.

Proof. The first equality is obvious from the definition. For the second equality, note that E[Gy , ;] = 0 and K,
is defined by replacing each entry f of Gy, by the kernel polynomial K¢ as exhibited in Theorem Now, we
prove the third equality.

Consider the matrix (D1(Z) — D1(Z'))K,,(Z, Z") whose [(I,a1,71), (J, &2, 72)] entry is given by

n

o VEZ2 )z — ()1 (Vi 1o Xk L TN(Z) = Vi s Xk (L T1(21))

where we have used Lemma We will argue that this term is identically 0. We must have Z’' = Z(/) for some
i <n If (a¢7-71); = 0, then Z1'M = (Z')%'"1 and the above term is 0. Otherwise, (a1 + a3); # 0 and so
V&, +a, on any polynomial f will only contain the terms independent of Z;, in which case V44, Xk[I, J|(Z) =
Vay+a, Xk [L J](Z"). In this case was well, the above term is 0. The proof of the other equality is analogous. O

The reason we call K ,; the inner kernel is because, as seen above, it serves as a kernel for the inner
matrix G in the decomposition F = DGD. Since we will need to work with Hermitian dilations, we define

Dy 0
o- % p,

} . We will use the following basic fact extensively in our manipulations.
FACT 7.1. For any matrix A € R[Z]2*F x R[Z]7**, DAD = D;AD;.

Proof. We have

ox =3 o) [ ][5 6= ook %°] 19 o)

0 D, |AT 0||0 D, D,AT 0 0 D,
0 D;AD,
D,ATD, 0
=D;AD,
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We start with a generalized version of a result from [PMT16].

LEMMA 7.4. Let K = Ky ;. For any symmetric matrix valued function R on the variables Z of the same dimensions as
K, such that E ||K(Z, Z")R(Z)|| < oo, we have

E[Fy,,(Z)R(Z)] = %]E[D(Z)K(Z, Z')D(Z)(R(Z) = R(Z"))]

Proof. By Lemma|7.3, we have

E[Fiap(Z)R(Z)] = E[D(Z)Gpap(Z)D(Z)R(Z)]
E[D(Z)E[K(Z,Z")|Z]D(Z2)R(Z)]

(K
E[D(Z)K(Z, Z')D(Z)R(Z)]

where the first equality follow from condition 2 of Lemma [7.3|and the second follows from the pull-through
property of expectations. Continuing,

E[Fiqb(Z)R(Z)] = E[D(2)K(Z, Z')D(Z)R(Z)]
E[D(Z")K(Z', Z)D(Z")R(Z")]
—E[D(Z")K(Z,Z')D(Z')R(Z)]
= —E[D(2)K(Z,Z")D(Z')R(Z')]
[D( D(

— —E[D(Z)K(Z,Z')D(Z)R(Z")]

—~~

Here, the second equality follows from the fact that (Z,Z’) has the same distribution as (Z’,Z), so we can
exchange them. The third, fourth and fifth equalities follow from conditions 1,3,3 of Lemma [7.3|respectively.
Adding the two displays, we get the result. d

DEFINITION 7.3. (MATRICES Uy, 1, Vi o 5) We define the following matrices
Usop = E[(Frap(Z) — Frap(Z'))?|Z]
Vi = B[(D(2)Kiq5(Z,Z')D(Z))?|Z]

The definition of Uy , 5, is essentially unchanged from [PMT16], where it is called the conditional variance. The
definition of Vy ,  is slightly different in our setting. This lets us exploit the specific product structure exhibited
by Fy ., and the special properties of the inner kernel from Lemma m We will now prove a lemma which is
similar to a lemma shown in [PMT16].

LEMMA 7.5. Forany s > 0 and for any integer t > 1,

2t —1\'
Zt ¢ < () E HSUk,a,b +5 Wi

‘ t
t

4

To prove this, we will use the following inequality.

LEMMA 7.6. (POLYNOMIAL MEAN VALUE TRACE INEQUALITY, [PMT16]) For all matrices A,B,C € H, all inte-
gersq > landall s > 0,

tr[C(A7 — BY)]| < ztr[(s(A —B)2+s1CH) (AT + BT
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Proof. [Proof of Lemma We start by invoking Lemma by setting R(Z) = Fit; bl (Z) to get

— 2t —2t-1 1 — —2t-1 —2t-1
E |[Fap|[o = Etr[Frap Frap) = ZJE[D(Z)Kk,a,b(ZrZI)D(Z)(Fkab(Z) Fiap (Z)]

Applying Lemmal7.6,
E |[Fis I3
< (g El(s(Fras(2) ~ Foap(Z)P + 5 (D(2)Kiun (2,2)D(2)P) (B (2) + Fia (2]
= (DB (5P (2) ~ Frap(Z)) + 57 (D(Z)Keas (7, 7)D(2) Py (2)]

where the last line used the fact that (Z,Z’) has the same distribution as (Z’, Z) and applied condition 3 of
Lemma(7.3] Using the definitions of Uy, ; and Vi, 5, we get

T —t-2
; < T]Etr[(SUk,zb‘FS Vkab)Fkab]

2t —1 _ AYE
<= <1E HSUk,a,b-l-S Viap ‘t) (E |[Fiap][0) "

where we used Holder’s inequality for the trace and Holder’s inequality for the expectation. Rearranging gives
the result. 0

7.2 Proof of Lemmal@ Lemma l@suggests that in order to bound [E ka,ﬂ,b‘ i;, it suffices to bound [E HUk,u,b Hi

and E HVk,u’bHi.
define below.

i, we will bound it via the matrices that we

DEFINITION 7.4. (MATRICES A’{'“'b , A'ﬁ’“'b , A’é’”’b) Define the matrices
Ay = E[((D(Z) — D(Z'))Gy,q4(Z)D(2))*|Z]
Ay"" = E[(D(Z)(Grop(Z) — Grap(Z'))D(2))*|Z]
A" = E[(D(Z)Gpap(2)(D(Z) - D(Z))))*|Z]
LEMMA 7.7. Ug,p < 3(AV"Y 4+ AP 4 AL"D),
To prove this lemma, we will use the following lemma.
LEMMA 7.8. We have the relations
(D(2) = D(Z'))(Gkap(Z)D(Z) = Gyap(2')D(2)) = 0
(Grap(Z) = Grap(2')(D(Z) = D(Z')) = 0

Proof. [Proof sketch] The proof is similar to the proof of third equality in Lemma When Z' is set to

é(i) for some i < n, when a diagonal entry of D(Z) — D(Z’) is nonzero, then the corresponding row of
Giap(Z)D(Z) — Giop(Z')D(Z") will be 0. The second equality is analogous. O
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Proof. [Proof of Lemma[7.7] We have
(Fiap(Z) = Frap(Z'))?
= (D(2)Gy,ap(Z)D(Z) = D(Z')Gpap(Z')D(Z'))?

2
= <D(Z)Ek,n/h(z)(D(Z) —D(Z)) + D(Z)(Gyap(Z) = Grap(Z))D(Z) + (D(Z) — D(Z/))Ek,a,b(z’)D(Z’)>

2
= (D(Z)Ek,u,b(z)([)(z) —D(Z')) + D(Z)(Grap(Z) = Grap(Z'))D(Z) + (D(Z) — D(Z')) Gy (2)D(Z)

where the last equality follows from Lemma @A Taking expectations conditioned on Z and applying Fact[2.1,
we immediately get Uy, , < S(A’{’“’b + Ag’”’h + A3’”’b). 0

In subsequent sections, we will prove the following technical bounds on the matrices we have considered so
far.

<

LEMMA 7.9. Forall integerst > 1, E HAk” b (]E | Frap1 ||§: +E ||E(,a+1,b||§:)

LEMMA 7.10. Forall integerst > 1, E HVk,ﬂ,bH: < (2dp)'n' (E || Frgp41 H;i +E ||Fk,a+1,b||§:)~

(

t
LEMMA 7.11. Forall integerst > 1, E HA]{’”’b S

LEMMA 7.12. For all integers t > 1, E HAZ;’”’Z’ < 4d” E HFkabH

Assuming the above lemmas, we can complete the proof of Lemmal6.1} which we restate for convenience.
LEMMA 6.1. For all integers t > 1, integers k > 1,a,b > 0 such that a +b < k,

E [|Feap]l5 < (CRA2) (E |[Fapa]5

)

for an absolute constant C > 0.
Proof. [Proof of Lemmal6.1] Using Lemma|7.5| Lemma|7.7, we get that for any s > 0,
- 2t 2t —1 _ t

E|[Faply < (=5 —)'E HSUk,a,b +57 Vi ’t

<t ("B | Upaplly + 5B | Vias 1)

t t t
< (9st)(E HA’;‘”’ ‘t +E HAW L +E HA’;“"’ ‘t) + T || Vi)

Let p = s/n. Since the inequality is true for any choice of s > 0, it is true for any choice of p > 0. Now, using

Lemma Lemma
t (8dd,)"  (4d,)!
) < osty (B B0

kap)|t
(9st) (E HA1” t

for an absolute constant C; > 0. Using Lemma 7.9, Lemma|7.10)

k,a,b
A3

t 2d,)t _ _
(9t)'E 857 [+ t'5 B || Vi < (<9st>f<nf) 15742 ) B Bt 5+ [ Frarns )

Zt)

< (p'Ch+ p~'C) (tdy) (E || Eapa |50
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for absolute constants Cp, C3 > 0. Therefore,
E || Fap]|3 < o' (Crtddy)'E [|Fa )3 + (0°Ch +p~'Ch) (tdp) (B | B |3 + E [Frarvo3r)

We choose p > 0 so that p (Cytdd,)! = 1 to get

E |[Fisll5; < 1E||FkabH szddz ) (B |[Frpallye + E [ Frarvollar)

for an absolute constant C > 0. Rearranging ylelds the result. O

7.3 Bounding Ag’”’b and V; ,;, The next lemma relates Vi, to Ag’”’b upto a factor of n*> which will be enough
for us. We can then focus on bounding Ag'“'b.

LEMMA 7.13. Vi, < n2A5%"

Proof. Using Lemmal[7.2)
Viap = E[(D(Z)Ka)(Z,2)D(2))?|2]

n

~E(D(2) (1 (Guan(2) - Cuan(2)) | D(2)P12]

< n’E[(D(Z)(Gyap(Z) — Grap(Z'))D(2))?|Z]
— nZAl;,u,b

O

Forl1 <i<mnand1 <1 <d,lete;; € IN" denote the vector « with a; = [ and aj =0 for j # i. We note the
following simple proposition.

PROPOSITION 7.1. For any polynomial f such that the degree of Z; is at most d, f(Z) — f(Z2()) = ) (z} -
1<I<d

Z) Ve, (f)

We now restate and prove Lemma 7.9

<

LEMMA 7.9. Forall integerst > 1, E HAk” b (]E | Fra b1 ||§: +E ||Fk,a+1,b||§:)-

Proof. Consider
Ay = E[(D(Z )(Gkab( ) = Grap(Z))D(Z))*|Z]

“H[10 w7

P

where M = D+ (Z)(Gyo5(Z) — Giap(Z'))D2(Z). Using Proposition|7.1)
E[MM'|Z] = [Dl(z)(Gkub( ) = Giap(Z21))D2(2) - D2(Z) (G p(Z) — Grap(Z))TD1(2)1Z]
== Z]E D1(2)(Grap(Z) = Grap(Z1))Da(Z) - D2Z) (G p(Z) — Grap(Z1))TD1(2)|2)

n d
= Y VB~ Z/V12) Dy(Z) (Vey Gras) (Z)D2(2) - Da(Z) (Ve Gas) (2)TD1 (2)
i=11=1
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Define N;;(Z) := D1(Z)(Ve;,Gk4p)(Z)D2(Z). Then,

i(zizl + IE[Z?ZD Nz Z(Z)NZ,Z(Z)T
11=1

™

E[(Z — Zil)2|z] ‘N (Z)N; (Z)T =

2
1 n i

S| =
.M:
M:L

Il
—_

EMM’|Z] =
1

1

d
Y (Z? + E[Z%]) - N;(Z)TN;(Z)
1=1

-

l
—

Similarly, E[IMTM|Z] < 2

1

CLAIM 7.1. We have the relations

M:

Z (ZF +B[Z7) - Niy(Z)Ni)(Z)T = (b+ 1)Fpqp1F e
i=11=1

1=
=~

(ZF +E[Z7']) Ny (Z)N;(Z) = (a+ 1)F] 1 Frast

l
—
—
Il
_

Using this claim, we have

2(b+1 Zd
]E[MMT|Z] = ( )Fkab+1Fkab+1 Fkub+1Fkab+1
2(a+1
EM™|Z] < 2a+1) )F]I,qu],ka,ﬂ-‘rl,b = TPF]I,Q+1,ka,H+1,b
Therefore,
E | ab?| = & |EMMT|Z]|! ]EIEMTMZt<(2d>IEF E||F
27|, = El [ 1Z]|l; + E || E[ 1Z]]l; < o (E ||[Frapi1llor + E | Fraripla)
< @)
< IEHFkab+1||2t+lEHFka+lb||
O

It remains to prove the claim.

Proof. [Proof of Claim U We will prove the first relation, the second is analogous. For a fixed i < n,I < d,
consider any nonzero entry [(Ij,a1,71), (o, a2,72)] of Y1, Y4 1(Z2 + E[Z?])N;(Z)N;(Z)T, where I}, I, €
Z, (a1,71), (22, 72) € K. We must have |a1]p = |az|op = a4, in which case the entry is equal to

Z (Z?‘l + ]E[ZZZZ]) . (\/]E[ZZM'(1*%)+2“3‘(1*73)]Z“1'71+l¥3'73vei/lvalﬂgxk[h,”)

(Joaz,13)€T XK
|az|=b
K1K3 2062063:0

. (\/]E[22062'(1*W2)+20<3‘(1*73)]Z“2'72+0l3'73ve”Vazﬂgxk[[zl )

Note that the term inside the summation is nonzero only when e;; - (a1 + a3) = e;; - (a2 + a3) = 0. Hence, this
sum can be written as

(\/IE[ZZM'(1_71)+2“3'(1_73)]Z“1'71+’X3'73V,x1+asxk[11,]])
(],0(3,'73)6._7><K:
oz |=b+1
e;dag,a03=n03=0

. (\/IE[ZZ“Z'(1*72)+2“3'(1*73)]Z“2'72+“3'73va2+,x3xk[12, 1)

Copyright © 2023 by SIAM
3640 Unauthorized reproduction of this article is prohibited



Downloaded 02/16/23 to 117.220.111.234 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

When we add this entry over all i < n,I < d, this simplifies to

(b+1)- L Bz 0-m e o)z m Y, Xl )

(Jaz13)€T XK
|oz|=b+1
wqaz=npn3=0

. (\/]E[Z20‘2'(1—72)+20¢3'(1—%)]Z“z"Yerﬂés"rsvaz_i_aSXk[12, m

The factor of (b + 1) came because the index i could have been chosen from among all the active indices in 3.

But this is precisely the [(I1, a1,71), (I, &2, 72)] entry of (b +1)Fj 4,1 F] .1, proving the claim. g

We restate and prove Lemma 7.10}
L < (2dy)nt (B B ||y + E | Frasol)

Proof. Using Lemma|7.13/and Lemma(7.9} we get

LEMMA 7.10. For all integers t > 1, E || Vi 45

t

E||Viaull; < n2E 45| < (2d))'n (B |[Frapi|los + E |[Frass]l5)

O

7.4 Bounding Alf’“'b and Ag"z'b Define U to be the disjoint union of sets. For 1 <i < nand 1 < < d, define the
diagonal matrices II;;, IT} , I1;, IT} € REIXD(T %K) 5 REXKIUT*K) (the same dimensions as D) as

1 if(a-); #0
0 ow

1 if(a-7); #0and a; =1
0 ow

I, (L, B), (1, B)] = { (1, B), (1,0 )] = {

1 ifa; #0anda; =1
0 ow.

MO (e

O0.W.

1'[;/1 [(La,B),(La B) = {

forall I € 711 7. Note that foralli < n,II; = E;izl IT;,.

Also, for all 1 <i < n, we define the permutation matrices X; € RIXKL(T*K)  REIXK)U(TXK) a5 follows.

Consider the permutation 07 on Z x K that transposes (I,«,y) and (I,a, v + ¢;) for all (I,a,y) € Z x K such

that a; # 0. Here, e; € {0,1}" has exactly one nonzero entry, which is in the ith position, and -y + e; is the
(1)

usual addition over IF,. 07 leaves other positions fixed. Let Z; ' be the permutation matrix for ¢. Similarly, let

)21(2) be the permutation matrix of the permutation 0, on J x K that transposes (], «,y) and (], DE,;y + e;) for all
1
(J,a,v) € J x K such that ; # 0, and leaves all other positions fixed. Then, we define Z; = Z; Z(()Z)] . The
i

following fact is easy to verify.
FACT7.2. II} | X; = LI, and IT'Z; = L;IT..
We are now ready to prove Lemma |[7.11)which we restate for convenience.

t I
LEMMA 7.11. For all integerst > 1, E HA]{’”’b t < (&ZL,”)IE | F a0 ;i

Proof. Firstly,

Z)-D(2)Gyap(Z)(D(Z) = D(Z))|Z]
))M(2)(D(Z) - D(Z))|Z]

\
N~—
N

9]
>
2 <

RS

—~
N
—
o)
—~
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where we define M(Z) = Gy ,,(Z)D(Z) - D(Z)Gy 14(Z). Recall that Z’ = Z() for some i randomly chosen from
[n] uniformly. Observing that D(Z) — D(Z()) = I;(D(Z) — D(Z®)) for all i, we get
AV = E[Ejcy [(D(2) - D(zV))M(2)(D(2) - D(2))]|Z]
= E[Ejc(y [I1:(D(Z) — D(Z"))M(2)(D(Z) - D(z))11;)|Z]

where we define

Mg = Ejcpy) MLF;, )L, Ay = E[E;c(y D (Z0)M(Z)D(2)11] | Z]

Invoking Lemma 2.1/ over the interval [0, o) with the convex continuous function f(x) = x!, B; = Fia,b, A =
L_TT; where we observe that Y A,'AiT = é Y le <1, we get
P

\/tT
» t 1 n 5 t
t ) )
E||Ay|l) = Etr[Aly] = E tr[(mie[n] [niFk,a,bni]) |- LE tr[( y nl-Fk,a,bni) 1
i=1

dtl

< - ]Etr(ZHFkﬂbH)
dt 1
}7 ]Etr <2H2>Fkab

| /\

dt =2t
ni;IE tr[Fpc o p)

t

IN

Now, consider

Bt = E[Eicpy [nrD<z<">>M<z>D<z<”>>Hz-J|Z]

le[n anl Z(l (Z)D<Z(i)><zni,l)]|z]

I

I

N
=
=]
N
H
N
o
N
=

Ip-
g
k=
©
S
N
z
N
S
N
M
k=

S S I

-
I0; Z;F; . , 211,

1=
M=

Il
—
—
Il
-
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We now invoke Lemmaon dd, terms with B;; = Firﬂ,b and A;; = ﬁfli,lzi where we observe that
4
n d 1 d Tt 1 X d
ZZ llA ;ZZHquziHu ETZZ zl—<I
i=11=1 Pi=11=1 Pi=11=1

to get

=2
IT; X F o p Z1T1, )]

=
M=~

dt
E (A} = Et[al] < & Eu(

i=11=1
(ddp)* 1 & & =2t
= nf IE tr[ ?Zzni,lZiFk,u,bZIHi,l ]
Pi=1i=1
(ddp)’ 1 & ot
= Eul( ) ) ZI I E i, )]
Pi=11=1

To simplify this, we use Fact|7.2]to get

gk
g

EI(Hz,l) ): j

n d n d
LTI = Y ) TG ETR 00, = Y ) 1000, < d)l

i=11=1 i—11=1

™=
M=

Il
—_
—

I
—

11=1

t —
Therefore, E HA11||§ < (dif) ]Etr[Fifa,b] = (dZ”)

2 Putting them together and using Fact

(8dd,)!
nt

t
k,a,b = 2t
E||a| < 4 (E||awl +E |10 ) < E |[Fisll5

O

We now restate and prove Lemma 7.12L

t
LEMMA 7.12. For all integers t > 1, E HAé’a’b s (4d,)

Proof. Recall that Z’ = Z(9) for i sampled uniformly from [n]. Then,

Ay = E[(D(Z)Gy,ap(2)(D(Z) - D(Z)))*|Z]
= E[Eicy)[(D(Z2)Gap(Z)(D(Z) - D(Z1))?]|Z]
= E[Eicy)[(D(2)Grap(Z2)IL(D(Z) — D(29)))?)|Z]

where we use the fact that D(Z) — D(Z()) = I1;(D(Z) — D(2®")) for all i. Define M(Z) = D(Z)Gy, to get

)
(

AY™" = E[Eje(, [M(Z2)I;(D(Z) - D(2))2I;M(Z)7)|Z]
< 2(E[Ejepy [M(Z)TLD(Z)* TM(Z) ]| Z) + E[Ee [M(Z)ILD(29) TIM(2)T)| Z])
= 2(Ejey [M(Z2)TD(Z)*TEM(2)T] + BB [M(Z)TLD(29) TIM(2)T)| Z])
= 2(Az0 + A31)

IT
D

(
)
where we define

Ago = Eic(y [M(Z)ILD(Z)'ILM(Z)T],  Agy = E[E;c,y [M(Z)ID(Z))211,M(2)T]| Z]
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We have

ni3
d
= ;”M(Z)D(Z)D(Z)M(Z)T
dp—
= %Fk,a,b

For the other term, using Fact[7.2

As1 = E[E;c ),y [M(2)ID(ZY)*T;M(Z)T]| Z] = Ejepy [M(Z)TLED(Z)* EILM(Z)T]
M(Z)ITIL,D(Z)*L,IIM(Z)T]
)

[
= Eicpy!
—EHMMamﬂb(VWZM@W
Ejc () [D(Z)Gy,ap T D(Z)* LGy 1, D(Z))]

Observe that ék,a,bzi = CW, because the entries of G only depend on « and not on 7, so permuting the s will
not have any effect on the matrix. Therefore,

A31 = Ejc()[D(Z) Gy pITID(Z)* MGy o, D(Z))]
= Eic[)[D(Z) G0y D(Z)ILILD(Z) Gy 1, D(Z))]
= Ejc ) Fra s TLITFr

where we used the fact that ' ; IT'TI} < d,I. Putting them together,

2t

(

t
kabl|! ¢ ' dy =
E[|ab| <2/ Al + B [8a1f) < 2 2L [Fiap 3 <

O

8 Application: Sparse graph matrices

We now consider sparse graph matrices, i.e., the setting G ~ Gy, for p < % The main difference from dense
graph matrices is the contribution of the edge factors. Naively bounding the contribution of each edge by it’s

absolute value, as explained in [Section 5| each edge in the shape contributes a factor of \/ p . But in many

cases, these bounds are not tight. In fact, they are not tight even in the basic case of the adjacency matrix. In this
section, we obtain tighter bounds using our general recursion. As we will see, the improved bound will contain
the edge factors only for edges within the vertex separator.

Let M¢ be the graph matrix corresponding to shape T where we use p-biased Fourier characters G; ;. In this

section, we obtain bounds on E |M; — EM|3; and use it to obtain high probability bounds on |[Mc||. Since
many of the details are similar to [Section 4.2.2 and the proof of Theorem 4.1} we will pass lightly over some
details. We recommend the reader to read that section first.

The G;j correspond to the Z;s in and F corresponds to M. Let Z denote the set of sub-tuples of
[n]. Each nonzero entry of M is a homogenous polynomial of degree |E(7)|. If E(T) = @, then, My — EM; =0
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so we can focus on the case when T has at least one edge. Moreover, since degree-0 vertices in V(1) \ U \ V¢
simply scale the matrix by a factor of at most 7, we can handle them separately and for our main analysis, we
assume there are no such vertices in 7.

We will use Theorem |6.1/but the matrices and the statement can be drastically simplified in our application.
Instate the notation of [Section 6, Since we are dealing with multilinear polynomials, in the definition of £,

we can restrict our attention to « € {0, 1}(3) because for any other « € IN", the corresponding row or column
of G145 and hence F, ., , 5, will be 0. So, we can accordingly redefine K to only contain these («,7), hence
K C{0,1}" x {0,1}".

Next, the diagonal matrices D1, D, will both be equal to the diagonal matrix D € R[Z]Z** x R[Z]Z*F with

nonzero entries
205 (1=7)yj i Yij i Yij
DI, 7), (La,7)] = VE[HG” 0 [T 6o = [T
i,j i,j i,j

where we used the fact that for any 7, j, IE[G%] =1

For integers a,b > 0 such that a + b = |E(7)|, define the matrix M. , |, to be the matrix G, 5. We use this
notation in order to be streamlined with [Section 4.2.2| That is, M., , has rows and columns indexed by 7 x K
such that for all (I,a1,71), (J,&2,72) € Z X K,

Via+a,M (L] if lag|o=a,|a2)o=ba1-a0 =0

Mo op(Lar, 1), (J a2, 72)] = {0 oOW.

This is almost identical to the M, ), matrix defined in with the difference being that the
row and column indices now have 7 in them. Therefore, for I,] € Z,(a1,71),(a2,72) € K such that
lat]o = a,|az|o = b, a1 - ap = 0, the entry in row (I, a1, y1) and column (], ap, 2) is the number of realizations ¢
of T such that

- U¢, Ve map to I, ] respectively under ¢, and

- Under ¢, the edges of T map to the edges in a1 and a, viewed as a set.
By Theorem 6.1} for integers ¢ > 1,

E|M:—EM: |3 < Y (CPdd) T By
a,b>0,a+b>1
= Y, (CPIE()HEOIE |DM,,,D||
a,b>0,a+b=|E(7)|

2t
2t

for an absolute constant C > 0.

Now, we would like to analyze E HDMm,bDHi;. Just as in the proof of Theorem let P specify which
edges of E(T) go to aq,a respectively and in what order. Moreover, we now store extra information in P that

indicates which entries of 1, v (relative to a1, &) are set to 1. Let the set of such information P be denoted P,
then |P| < (4/E(1)|)IE@2/EDT. Thus,

E||DM,,,,D|* < (8|E(1))!E@| Y E||DM, D
PeP

where we define M, , , p similar to M, , ;, with the extra condition that ¢, a1, &, 71, 2 must respect P.

At this point, in contrast to the proof of Theorem note that the matrices M., , p here have rows and
columns indexed by Z x K. We will again define the shape 7p that is equal to the nonzero block of the matrix
DM, , , pD, up to renaming of the rows and columns. V(7p), Uz,, Vy, are defined the same way as in|Section 4.2.2
but to incorporate the action of D on these entries, we simply keep the edges that are active in 7; or 7o, as
prescribed by P. For an illustration, see|Fig. 6}
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Figure 6: An example illustrating how 7p is defined. In this example, P constraints the blue and red edges to go to «; and ap
respectively. Moreover, P indicates that some edges are active in 71, ¥, (indicated by a solid edge) and some are not active
(indicated by a dashed edge) in 71, 2. We keep the solid edges in 7p. Uy, V7, also have an ordering on the vertices (not
shown here).

Then, by similar renaming of the rows and columns of DM , ;, pD and dropping the s, we obtain M,. We
therefore obtain the bound

E||[DM,,,D|% < (8|E(1))!E@ Y E [|My, |2
PeP

We would like to analyze norm bounds on the matrices M,. Observe that 7p are shapes with the properties

- there are no vertices in V(1p) \ Uz, \ Vi

- each edge is either entirely contained in Uy, or entirely contained in V7,

Call such shapes simple.

In the following lemma, whose proof is deferred to the next section, we prove norm bounds on simple
shapes. Recall that in Lemma4.2, we analyzed the norm bounds of simple shapes with no edges (because in this
case, the graph distribution doesn’t matter). The analysis for simple shapes is very similar but this time, we use
scalar concentration tools to bound the Frobenius norm.

For a set S of vertices, denote by E(S) the set of edges with both endpoints in S.

LEMMA 8.1. For all even integers t > 2, if T is a simple shape,

HE(S
E ||MTH%§ < (TllV(T)l(Ct)tE(T)|V(T)’tV(T)|) max (1_?> . )lnt(|V(r)\7|5|)
B UNV,CSCV(T) \ P

for an absolute constant C > 0.

For simple shapes, the main difference from norm bounds on corresponding dense graph matrices is that

p
P
graph matrices, but we have identified that we need not consider all edges in the shape but only a subset of

it. Using this lemma, we can obtain norm bounds on general graph matrices. We first recall the definition of a
vertex separator.

each edge within S contributes a factor of . Edge contributions are unavoidable when handling sparse

DEFINITION 4.4. (VERTEX SEPARATOR) For a shape T, define a vertex separator to be a subset of vertices S C V(1)
such that there is no path from Uy to Vr in T \ S, which is the shape obtained by deleting all the vertices of S (including all
edges they're incident on).
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Let I; be the set of isolated vertices (vertices of degree 0) in V() \ Ur \ Vz, so they essentially scale the matrix
by a scalar factor. We now state the main theorem of this section.

THEOREM 8.1. For all even integers t > 2, for any shape T,

HE(S
E IIMT—lEMTH%ﬁ < (nIV(T)|V(T)|tV(T)(Ct3E(T)|5)tE(T)I) max <1—p) . )‘nt(\V(T)If\SHIIr\)

vertex separator S p

where the maximum is over all vertex separators S.

To interpret this bound, if we assume that there are a constant number of vertices in 7, then by choosing
t ~ polylog(n), we get

1_ |E(S)]
[Mc| = 6( max ( P) \/ﬁV(T)SJrlIr)

vertex separator S p

with high probability, where O hides logarithmic factors. This result follows from Theorem 8.1/if T has at least
one edge, but also applies if T has no edges, in which case we can directly use the far simpler Lemma [4.2| A
precise form of the above characterization is given in |Corollary 8.1|

Theorem|8.1/gives us the right dependence on p,  for norm bounds in the case of sparse graph matrices. The
same bound, up to lower order terms, was also obtained in [JPR21] via the trace power method, where they
use these bounds to prove semidefinite-programming lower bounds for the maximum independent set problem
on sparse graphs.

Proof. [Proof of Theorem If E(t) = @, then My = EM; and we are done. So, assume E(T) # @. Since
vertices in I; only scale the matrix by a factor of at most 1, we can handle them separately and our bound
has the appropriate power of n coming from these. Therefore, we can assume I; = @. Continuing our prior
discussions, for an absolute constant C; > 0,

2 2t
E |M: — EM:|3; < Y. (GAE@HFOE | DM,,,D|;,
a,b>0,a+b=|E(7)|
2t
< X (@AE@MTFOIEE@NIEE Y E Myl
a,b>0,a+b=|E(7)| Yerl,
where I'; |, are the set of simple shapes we obtain for DM, ,D, as per our discussion above. Using Lemma
for an absolute constant C, > 0, we have

E [|[M, — EM.|2

HE(S
< (ﬂV(T)HV(T)tV(T)|(C2t3|E(T)|5)tE(T)|> Y max (1P> | )‘nt(\vw—\sn
ab>0,a1b=|E(t)| $€T,, DV ESSV ) \ P

For any a, b, consider any simple shape ¢ € T, that can be obtained. As observed in the proof of Theorem [4.1]
(see in particular Fig. 5), Uy NV must be a vertex separator of 7. Therefore, any S O Uy N Vy must be a vertex
separator of 7. It’s easy to see that as S ranges over all sets such that Uy, NV, € S C V(¢), it ranges over all
vertex separators of T.

[E(T)

Also, the number of different 1 is at most 4/F(7)| since each edge can go either to Uy or Vi and for each such

choice, it can either be active in 7 or not. Therefore,

E [|[M, — EM,]|2!

HE(S)
S(nvm|V(T)|tv<r>|(czt3E(T)|5)tE(r>|)4E(r)| max (1—P> LIV =IS])

vertex separator S p

, 1= p\HE)
< (n (r)|V(T)|tV(r>|(Ct3|E(T)|5)t|E<r)) max () LIVE)I=I8)

vertex separator S p

for an absolute constant C > 0. O
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The following corollary obtains high probability norm bounds for norms of graph matrices via Markov’s
inequality. We assume the graph has at least one edge, otherwise it is deterministic and its norm bound was
already analyzed in Lemma 4.2} |Corollary 4.1, where we observe that the distinction between sparse and dense
graph matrices does not matter if the random matrix is deterministic.

COROLLARY 8.1. For a shape T with at least one edge, for any constant € > 0, with probability 1 — ¢,
1 IE(S)|
|Mms(wuﬂ”ﬂ”mwwmmmeﬂknﬂﬂ”)- max ( ’j V!V
vertex separator S p
for an absolute constant C > 0.
Proof. Since |E(T)| > 1, EM; = 0. By an application of Markov’s inequality,

Pr[|[Mc| > 6] < Pr[||[Mc||3; > 6%
<07%E |M|3;

1 p\{EG)
<9—zt<nvm|V(T)|t|V<r>|(Crt3|E(T)|5)tE(r)) max () LIV =S|+ )

vertex separator S p

for an absolute constant C' > 0. We now set

6 — <€1/(zt>(c~)E(r>|nv<r>|/<zt> V(o) IVOI2RIED 2 E(T)|5E<r>|/z>

— [EG)
. ( —P) SV o-lsii

vertex separator S p

for an absolute constant C” > 0, to make this expression at most . Set t = % log(n‘v(r)‘ /€) to complete the proof.
O

8.1 Norm bounds on simple graph matrices In this section, we will prove Lemma [8.1} First, we recall the
following scalar concentration result from [SS11].

8.1.1 Schudy-Sviridenko moment bound The definitions and main bound in this section are from [SS11].
DEFINITION 8.1. A random variable Z is central moment bounded with real parameter L > 0 if for any integer i > 1,
E[|Z-E[Z][] <i-L-E[|IZ - E[Z]"]

PROPOSITION 8.1. The p-biased Bernoulli random variable Z is central moment bounded with real parameter L =
1-p

P

Proof. We have E[Z] = 0 and for p < L |Z| < \/1777”, therefore,

El1Z - Elz)f] = p) /T2 + - p)y[E

i—1

1
1—P( p 1-p )
+(1— ——F
» PV (1-p)

IN

_ [1=p _ i1
=\ E[|Z - E[Z]|"]

therefore, we can take L = FTP O
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For a given multilinear polynomial f(x) on variables x1,...,x,, we can naturally associate with it a
hypergraph H on vertices [n] and weighted hyperedges E(H) where each i € E(H) corresponds to a distinct
term of f(x). Each hyperedge h is a subset V(h) of vertices and has a real valued weight w;, which is the
coefficient of that monomial in f. Therefore,

f(x): Z Wy H Xy

heE(H) veV(h)

Assume f has degree d,, then each hyperedge of H has at most d), vertices. Now, for a given collection of
independent random variables Y7, ..., Y}, a multilinear poynomial f with associated hypergraph H and weights
w, and an integer r > 0, define

i(f,Y) =  max (h Il T Ennu)
€E

Sclnl|S|=r H),5CV(h) veV()\S

LEMMA 8.2. ([SS11], LEMMA 5.1) Given n independent central moment bounded random variables Y1, . .., Y, with the
same parameter L > 0 and a degree d,, multilinear polynomial f(x). Let t > 2 be an even integer, then

E(LA(Y) — BL)] < max { (o Varlf (1)) max (¢RY L7 (7, )|

p

where Ry > 1 is some absolute constant.

In our setting, we can also bound the variance in terms of the i, as was shown in [SS11], which will simplify
our calculations.

LEMMA 8.3. ([SS11], LEMMA 1.5) For the same setting as in Lemmal8.2)

Var[f(Y)] < 2d,4% rlg[gx](ﬂo(ff Y)ur(f, Y)4LT)

8.1.2 Proof of Lemma|8.1] We are ready to prove Lemma (8.1 which we restate for convenience.

LEMMA 8.1. For all even integers t > 2, if T is a simple shape,

HE(S
E |[M.|[3 < (nV(r)I(Ct)tE(r)|V(T),tV(T)I) max (1_?> . )lnt(|V(T)\f|5|)
2= UNV,CSCV(T) \ P

for an absolute constant C > 0.

We will prove it the same way as Lemma [4.2 by bounding the schatten norm of each diagonal block by an
appropriate power of its Frobenius norm. In this case, to bound the expected power of the Frobenius norm, we
use the scalar concentration inequality from the previous section.

Proof. [Proof of Lemma|8.1] First, we note that M has a block diagonal structure indexed by the realizations of
the set of common vertices Sy = Uy, N Vy,. For T € [n]%, let M 1 be the block of M with ¢(Sg) = T. Then,
M, M, =MI M, =0for T # T' and so,
2t 2t 2
EME = ¥ E[Mcrlf< ¥ E(Mer]2)
Te[n)% Te[n)%

where we bounded the Schatten norm by a power of the Frobenius norm.
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Fix T € [n]% and consider E HMTTHg Let R be the set of realizations ¢ of T such that ¢(Sp) = T. Then, for
¢ € Rand e € E(Sp), the value of ¢(e) is fixed. Using this,

2 _ 2 _ 2 2
IMerlla= 3 IT Goep= Il Gop o II Gy
@ER ecE(T) ecE(Sy) @ER ecE(T)\E(Sp)
E(S 2
< LIE(So)] Y IT Gl
@ER ecE(T)\E(Sp)
where L = 1_7’0 is an upper bound on Gl.zj for p < % For convenience, we define the quantity A =

maXs,cscv(r) LIES) IV (@)I=I5],

CLaM 8.1. E(||[Mq||,)! < (CHHEONV (1) IV At for an absolute constant C > 0.

Using this claim, we have

o)

2t
E[Mc[3 <} E([Mer
T€[n)%

< nISo\(Ct)t\E(T)I‘V(T)VIV(T)IAt

1= p\HE)
_ VO CHEO Y ()VE]  max () LHIVE)I=I8)
U:NV:CSCV (1) p

as required. g
It remains to prove the claim.

Proof. [Proof of Claim For 1 < i,j < n, define the variables Y;; = Gizj with E[|Yj;|] = 1. Let f(Y) be the
polynomial L!E(50)l Lper [ecE(r)\E(sy) Yo(e)- It suffices to prove that E[f(Y)'] < (Ct)HE1l A, We will first prove
that E[(f(Y) — E[f(Y)])!] < (C'H)E@NV(1)|1V(DI At for a sufficiently large constant C' > 0.

f is a homogeneous multilinear polynomial of degree |E(7) \ E(Sp)|. If wehad E(7) \ E(Sp) = @, then fisa

constant and so, the inequality is obvious because f(Y) = E[f(Y)]. Now, assume E(7) \ E(Sp) # @. We invoke
Lemma 8.2} Let f have associated hypergraph H and weights w. Then,

t

]EHf(Y) . ]EV(Y)Ht] < max { (\/tRf(T)\E(SO)VaI‘Lf(Y)]) max (trRLE(T)\E(So)|Lryr(f, Y))t}

"rel|E(t)\E(So)]]

For all ¥ > 0, we will prove that L', (f,Y) < |V (7)|IV(DIA. By definition,

wr(f,Y) = max Y. |wy|
FC(),|F|=r neE(H),FCV ()

Consider any set of edge labels F C ([g]), |F| = r. Then, Yycp(m),rcvn) |wyl is at most LIEGSo)lc where ¢ is
the number of realizations ¢ € R such that ¢(E(7)) contains F. Suppose F contains v new labels apart from

¢(Sg) = T. Then ¢ < |V (7)|?n!V(DI=1501=? because we can first choose and label the set of vertices that get these
v labels and then label the remaining vertices freely, each of which has at most 7 choices.

Observe that LIE(S0)| L7 |V(T)=IS0/~v < A because in the definition of S, we can set S to be the union of S and
any valid choice of these v vertices. Putting this together, we get

L'ur(f,Y) <L"  max Y Jwl < V(D)VOla
FC () |F|=r neE(H) FCV (i)
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which implies

rpIE(D\E(So)| 7 t HV (7)) HE(T)| at
X o L' (f,Y))' < [V(x Ryt)!IEMI A
rGHE(T)\E(SO)H( 4 Vr(f )) | ( )| ( 4 )

and using Lemma|8.3)
Var[f(Y)] < 2|E(7)[4E@1 max YY) (f, V)AL
FO0] 2B max (ol V(AT
< 2JE(7) 16|V (1) VD) 42

Putting them together, we get

t
E[(f(Y) — E[f(Y)])] < max { (\/ztzzlf(” |E(7) |16 EOI [V (1) 2V ()] A2> IV (o)[IVE) (R4t)f|E<T>Af}
< (C'HHE@Ny () IV (D] At
for an absolute constant C’ > 0. Finally, E[f(Y)] < LIEGOI|R| < LIEG)I;lV(D\Sl < A which gives

E[f(Y)"] < 2'(B[(f(Y) = Bf ()] +E[f(V)]) < 2'((C') v (o) [1V AT+ A7)
(CHHIE@N Y (7)) (D)] At

IN

for an absolute constant C > 0. O
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