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Abstract— For humanoids to be deployed in demanding situa-
tions, such as search and rescue, highly intelligent decision mak-
ing and proficient sensorimotor skill is expected. A promising
solution is to leverage human prowess by interconnecting robot
and human via teleoperation. Towards creating seamless oper-
ation, this paper presents a dynamic telelocomotion framework
that synchronizes the gait of a human pilot with the walking
of a bipedal robot. First, we introduce a method to generate
a virtual human walking model from the stepping behavior of
a human pilot which serves as a reference for the robot to
walk. Second, the dynamics of the walking reference and robot
walking are synchronized by applying forces to the human pilot
and the robot to achieve dynamic similarity between the two
systems. This enables the human pilot to continuously perceive
and cancel any asynchrony between the walking reference and
robot. A consistent step placement strategy for the robot is
derived to maintain dynamic similarity through step transitions.
Using our human-machine-interface, we demonstrate that the
human pilot can achieve stable and synchronous teleopera-
tion of a simulated robot through stepping-in-place, walking,
and disturbance rejection experiments. This work provides a
fundamental step towards transferring human intelligence and
reflexes to humanoid robots.

I. INTRODUCTION

Harnessing the intelligence and sensorimotor skills of
humans and transferring them to humanoid robots is an idea
that demands exploration. Despite remarkable progress in
humanoid robot planning and control [1]–[4], the reality is
that autonomous humanoid robots still cannot match human
capabilities to accomplish dynamic and complex whole-body
locomotion and manipulation tasks. For example, during the
COVID-19 pandemic transferring a disabled at-risk patient
out of bed into a wheelchair requires precise whole-body ma-
nipulation while carefully regulating locomotion. Firefighting
has a myriad of examples that are even more demanding
such as carrying a victim to safety. Even worst, autonomous
humanoid robot performance degrades sharply as environ-
ments become unknown, unpredictable, and hazardous. The
option to await major breakthroughs in perception, sensing,
artificial intelligence, and more is unreasonable. Instead, the
robotics community should, in parallel, focus on leveraging
human intelligence and sensorimotor control to meet today’s
demand for these robots.

One approach is through human motion retargeting [5]–
[8]. These methods, which leverage human intelligence to
generate whole-body motion trajectories are limited by the
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Fig. 1: Human Whole-Body Dynamic Telelocomotion Concept: The
humanoid robot Tello walks via dynamic synchronization with a
human pilot.

constraints to make the trajectories dynamically feasible. The
human pilot, generating these trajectories, has no knowledge
of the robot dynamics. Thus, human sensorimotor skills
cannot be transferred to the robot. To address these problems
researchers have studied using whole-body haptic feedback
to humans for humanoid robot control [9], [10]. While
the results have been promising, they have been limited to
semi-static tasks. There is no example of a human pilot
dynamically controlling humanoid robot bipedal walking.

The most promising work has been in [11]. Here, the
best of human motion retargeting and whole-body haptic
feedback is combined. The main takeaway from this work
is that if human locomotion can be abstracted, scaled to
robot proportions, and modified based on knowledge of robot
dynamics through whole-body haptic feedback, then dynamic
synchronization between the two interconnected systems can
be achieved. As shown in [12], the human pilot leverages
their intelligence and sensorimotor skills to balance, take
steps, and even jump in synchrony with the bipedal robot,
Little Hermes [13].

In this work, we continue to explore the core idea of
[11] to achieve, to the best of our knowledge, the first
synchronized bipedal walking between human and humanoid
robot. However, due to practical constraints, the abstraction
of human locomotion in the frontal plane and sagittal plane
has to be different. Our key contribution is that we introduce
a method for a human pilot to intuitively generate a walking
reference representing their intended walking behavior from
stepping. Synchronization between the human walking refer-
ence and bipedal robot is enforced using whole-body haptic
feedback and a consistent step placement law for the robot.
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II. PRELIMINARIES

We review three components to enable whole-body dy-
namic telelocomotion. First, the classical linear inverted
pendulum model (LIPM) is used as a channel to scale human
locomotion to the robot. Second, dynamic similarity is a
concept that formalizes dynamic synchronization in this work
to define equivalent motion between human pilot and robot in
a normalized dynamics space [14], [15]. Finally, the human-
machine-interface (HMI), a hardware that interconnects hu-
man and robot by enabling simultaneous motion capture and
whole-body haptic force feedback to the human pilot [16].

A. The Linear Inverted Pendulum Model

The equation of the LIPM is given by,

ẍ = ω2(x− px), (1)

where x is the position of the center of mass (CoM), ω =√
g
h is the natural frequency under a gravity field g, h is the

nominal height of the CoM, and px is the location of the
center of pressure (CoP). The LIPM contact force is derived
by multiplying both sides of Eq. (1) by the mass m,

Fx = mω2(x− px). (2)

This non-passive version of the LIPM allows modeling
balance in bipedal systems with multiple points of contact.
As seen in Eq. (1), control of the CoP location regulates the
CoM dynamics of the LIP.

For underactuated bipedal walking, we often assume that
the CoM dynamics are reduced to follow the passive LIP
dynamics (px = 0) and controlled by step placement [17],
[18]. This model assumes that the robot has point feet and
no double support phase. Hence, the only point of contact is
the stance foot location. The resulting closed-form solution
of the passive LIPM is the following:

x(t) = c1e
ωt + c2e

−ωt,

ẋ(t) = ω(c1e
ωt − c2e−ωt),

(3)

where c1 = 1
2 (x0+ 1

ω ẋ0) and c2 = 1
2 (x0− 1

ω ẋ0) are constants
of integration consisting of the initial conditions x0 and ẋ0.

In [17] the authors define necessary and sufficient condi-
tions for stable one-step periodic orbits (P1) for the passive
LIPM. They prove that in the LIP phase portrait, both
the initial and final states must lie on the orbital lines of
characteristics, ẋ = −σ1x and ẋ = σ1x, respectively, where
the orbital slope σ1 is defined as,

σ1 := ω coth
(Ts

2
ω
)
. (4)

The orbital slope is a property belonging to a family of
unique P1 orbits that share the same step time duration, Ts,
but different step length `.
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Fig. 2: Dynamic Telelocomotion Framework

B. Dynamic Similarity of LIPMs

The motions of two dynamical systems are said to be dy-
namically similar if they are identical after normalization by
certain parameters, inputs, and/or time [14], [15]. Dynamic
similarity of two LIP models requires satisfaction of virtual
kinematic constraints between the states of the two systems.
One example is a single kinematic constraint that normalizes
by scale,

ξ1
h1

=
ξ2
h2

(5)

where ξ := x + ẋ
ω is the divergent component of motion

(DCM) of the LIPM [19]. Eq. (5) is satisfied by enforcing
a corresponding dynamic constraint throughout the motion
of both systems. The dynamic constraint is derived by
differentiating both sides of Eq. (5) and normalizing by time,

ξ̇1
h1ω1

=
ξ̇2
h2ω2

. (6)

As shown in [11], satisfying Eq. (5) and Eq. (6) ensures
normalized CoP equivalence between two non-passive LIP
models. This is a highly desirable property for telelocomo-
tion of bipedal robots as it enables synchronized stepping
between human pilot and bipedal robot.

C. Whole-Body Human-Machine Interface

The dynamic telelocomotion framework proposed in
this work has unique HMI requirements (see Fig.
refTelelocomotionConcept). Mainly, it necessitates hardware
capable of both motion capture and whole-body haptic
feedback to a human pilot. The HMI must be able to measure
human pilot CoM, feet position, net contact wrench, and
apply large haptic forces to the pilot’s torso. The design of
such an interface has been studied in [16], [20], [21].

III. HUMAN WHOLE-BODY DYNAMIC
TELELOCOMOTION

The human pilot is responsible for producing a “stable”
reference gait to maintain balance of a teleoperated bipedal
robot. To enforce the synchrony between the reference gait
and the bipedal robot gait, the HMI continuously captures the
movement and force generated by the pilot, and simultane-
ously applies large haptic forces on the pilot’s torso such that
the pilot perceives the misalignment in the gait synchrony.



There are two major challenges for sagittal plane walking;
first, the human pilot is constrained to translate within a
bounded HMI workspace, which inevitably restricts the gait
of the pilot to mostly to stepping; second, the dynamics of
human and robot evolve at different scales. To bridge the gap
between two different walking behaviors, we introduce an
interface; a virtual human walking reference model generated
from human stepping. This human proxy model serves as the
reference for the bipedal robot to walk. Next, to dynamically
synchronize the human walking reference and robot we
enforce dynamic similarity by scaling the human walking
reference to robot proportions. Finally, we couple three
systems, robot, human walking reference, and human pilot
via dynamic bilateral feedback teleoperation (DBFT).

Fig. (2) summarizes our dynamic telelocomotion frame-
work with sub-components to be discussed in this section.
For each system, bipedal locomotion is abstracted using the
LIPM. Lastly, it should be noted that for the frontal plane
dynamics, we adopt the methods from [11].

A. Reduced-Order Model Dynamics
We consider a bipedal robot reduced-order model com-

posed of two decoupled non-passive LIP models, massless
support legs, and line feet (see Fig. 3). The hybrid model
dynamics are single domain and defined as

Σ :

{
ẋ = f(x,u), t 6∈ S

x+ = ∆(x−), t ∈ S
, (7)

where t is time, x = [xR, ẋR, yR, ẏR]
> ∈ R4 is the vector

of robot CoM states along the sagittal and frontal plane, and
u = [pxR, pyR]

> ∈ U is the vector of robot CoP locations
along the same planes. In order to simulate realistic walking
dynamics we define the set of allowable control inputs, U, as
the area that spans the supporting feet, i.e., U = {u ∈ R2 :
plbxR ≤ pxR ≤ pubxR, p

lb
yR ≤ pyR ≤ pubyR}, where the superscripts

lb and ub denote lower and upper bounds, respectively. The
guard S of the hybrid system is the transition ∆D→S from
the double support phase (DSP) to the single support phase
(SSP) of the robot. Such transitions are detected using the
finite-state machine (FSM) from [11]. The discrete transition
maps the CoM x-position at the end of the current step to
the beginning of the next step using the step length `. The
reset map is given by

∆D→S :


x+R = x−R − `
ẋ+R = ẋ−R

y+R = y−R

ẏ+R = ẏ−R

. (8)

The continuous-time dynamics of the system are governed
by Eq. (1) along each plane. As seen in Eq. (8), walking is
assumed to occur along the sagittal plane.

B. Human Walking Reference LIPM Generation
In order to produce dynamic synchronization between

human pilot stepping and bipedal robot walking, we intro-
duce an interface, a human walking reference LIPM (HWR-
LIPM) generated from the pilot’s stepping . One challenge in

𝒰𝒰

SSP DSP

Fig. 3: Bipedal robot reduced-order model in the two domains of
walking: SSP & DSP.
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Fig. 4: A stable human walking reference trajectory is generated
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walking trajectory is continuously updated. The virtual spring
modulates the contact force generated by the pilot.

producing a gait (walking) from a dynamically distinct gait
(stepping) is that we cannot predict human intent precisely,
e.g., step placement or step timing. Hence, we infer from
human motion a way to continuously adapt the HWR-LIPM
state trajectory of the current step. Also, we hypothesize
that two variables of gait, stepping frequency and DCM,
can efficiently abstract walking and be utilized to produce
a stable walking gait for the robot to track. Henceforth,
the generation of the HWR-LIPM from human stepping is
discussed (see Fig. 4).

The key idea to generate the HWR-LIPM is to assume,
roughly speaking, the human pilot’s intent of current de-
sired walking behavior dictates the end-of-step stability of
the HWR-LIPM. Technically, we enforce that the measured
human pilot DCM equals the end-of-step DCM of the HWR-
LIPM.

We assume that HWR-LIPM is passive and moves along
a stable P1 orbit. As shown next, this means that the HWR-
LIPM trajectory through a step can be back-calculated from
assumed step time, Ts, and the desired end-of-step DCM, as
in Fig. (4). Let us denote the superscripts + and − to describe
LIPM states at the beginning-of-step and at the end-of-
step, respectively. The subscripts H and H correspond to the
human LIPM (H-LIPM) and the HWR-LIPM, respectively.
Parameters are assumed to be the same for both models.

From hereon we derive the HWR-LIPM DCM trajectory.
The end-of-step DCM of the walking reference is

ξ−
xH

= x−
H

+
ẋ−

H

ωH
. (9)



To satisfy the necessary and sufficient conditions for stable
P1 orbits the end-of-step CoM states are constrained to lie on
the orbital line of characteristic with positive orbital slope,

ẋ−
H

= σ1Hx
−
H
, (10)

where σ1H is the orbital slope of the H-LIPM at the stepping
frequency 1

Ts
(ref. Eq. (4)). Now we apply the key idea, which

is to substitute ξxH for ξ−
xH

. This allows us to obtain end-of-
step CoM states solely in terms of the human pilot stepping
behavior by combining Eq. (9) and Eq. (10),{

x−
H

(Ts, ξxH) = ξxH/(1 + σ1H

ωH
),

ẋ−
H

(Ts, ξxH) = ωH(ξxH − x−H ),
(11)

Now, since the CoM states evolve along a stable P1 orbit,
their beginning-of-step values must be{

x+
H

= −x−
H
,

ẋ+
H

= ẋ−
H
,

(12)

such that they lie on the orbital line of characteristic with
negative orbital slope. The result from Eq. (11) and Eq. (12)
is that in this work ξ+

xH
:= f(Ts, ξxH). Re-writing Eq. (3) in

terms of a DCM change of coordinates and initializing the
HWR-LIPM with ξ+

xH
yields a closed-form expression for

the DCM trajectory of the HWR-LIPM,

ξxH(t) = ξ+
xH
eωt, (13)

where t ∈ [0, Ts]. Eq. (13) implies that the human pilot
can update the HWR-LIPM trajectory by modulating ξ+

xH
via their stepping frequency and instantaneous DCM as
illustrated in Fig. (4).

C. Dynamic Bilateral Feedback Teleoperation

Let us consider the sagittal plane CoM dynamics of these
three coupled systems: robot (subscript R), human walking
reference, and human pilot. The equations of motion for each
system can be written as

R-LIPM: mRẍR = F ffxR + F fbxR + Fext, (14)
HWR-LIPM: mHẍH = FxH + FxHMI, (15)
H-LIPM: mHẍH = FxH − Fs + FxHMI, (16)

where F ffxR and F fbxR are feedforward and feedback com-
ponents of the robot’s controller, respectively, Fext is an
external disturbance applied to the robot, FxH is the human
walking reference contact force, FxHMI is the haptic feedback
force applied to the human pilot, FxH is the contact force
generated by the human pilot on the force plate, and Fs is
the virtual spring force generated by the HMI to regulate
human pilot movement. Consequently, the interplay between
these dynamics is carried out by several forces.

First, the robot control forces, F ffxR and F fbxR, and human
feedback force, FxHMI, couple the human walking reference
and robot, by enforcing dynamic similarity [11] between the

HWR-LIPM and R-LIPM;

F ffxR =
mRhRω

2
R

mHhHω2
H

FxH, (17)

F fbxR = Kx

(ξxH

hH
− ξxR

hR

)
, (18)

FxHMI = mHhHω
2
H

( ẋR

hRωR
− ẋH

hHωH

)
+
mHhHω

2
H

mRhRω2
R

Fext, (19)

where FxH is given by Eq. (2) with pxH = 0, Kx is a feedback
gain similar to in [11], and xH and ẋH are given by Eq. (3)
with initial conditions from Eq. (12).

Next, the walking reference and the pilot are coupled
such that the human is forced to apply a ground contact
force FxH consistent with the walking reference. To achieve
this, the virtual spring force Fs serves two purposes. First,
it works against FxH so that the pilot has to apply effort
to achieve forward robot walking. This makes generating a
given walking reference more intuitive. We set Fs = F+

xH
,

which yields

Fs = mHω
2
Hx

+
H
. (20)

Second, it enables, under steady-state teleoperation condi-
tions (ẋH ≈ 0), any perceived change in the human pilot CoM
dynamics at touch-down to be attributed to the misalignment
between R-LIPM and HWR-LIPM. This is because the force
that enforces dynamic similarity for the walking reference is
also applied to the pilot. Thus, indirectly coupling the pilot
and robot.

D. Step Placement Strategy

The robot’s swing-leg touch-down is dictated by human
stepping behavior. More specifically, the transition ∆D→S
is governed by the frontal plane DBFT dynamics, i.e., the
normalized CoP synchronization of human pilot and robot
in the frontal plane. Thus, for the step placement to be
consistent with the coupled dynamics, we enforce dynamic
similarity between the HWR-LIPM and R-LIPM at the
beginning of the next step. In other words, normalized DCM
tracking should be invariant to the reset map from Eq. (8),
which results in the following kinematic constraint:

ξ+
xH

hH
=
ξ+xR

hR
. (21)

Now we can derive an expression for step length, `, that
enforces Eq. (21) by using the reset map and the definition
of the beginning-of-step DCM. After some simplification the
resulting expression is given by

` = ξ−xR − ξ+xH

(
hR

hH

)
. (22)

Due to robot swing-leg touch-down behavior, at any time,
ξxR → ξ−xR, could occur. Thus, Eq. (22) becomes a control
feedback law that minimizes the error in dynamic similarity
between the HWR-LIPM and R-LIPM at a step transition.



Fig. 5: The simulated robot (left), human motion capture (middle),
and experimental set-up (right).

E. Implementation Details

To allow the human pilot to vary step frequency, we
assume the current step will take the same time as the
previous step (Ts = T prevs ). This is a heuristic used because
we cannot know when the current step comes to an end.
If T currs > T prevs , we track ξH and elongate the human
walking reference trajectory. This is shown in Fig. (4), where
the red dotted line is elongated further than blue dotted line.
Otherwise, the desired step may not be taken and this acts
as a disturbance to the walking controller. We assume since
humans step mostly periodically that these disturbances are
small and the human pilot can stabilize the robot walking
dynamics smoothly via DBFT.

Rapidly estimating the human DCM could be difficult
because the DCM includes a CoM velocity term which is
usually noisy. We use the human CoM, xH, as a surrogate for
the DCM of the human, ξxH, past a certain dead-band value,
xdbH . This heuristic is a reasonable choice because human
pilot mostly steps-in-place during teleoperation. We tune xdbH

to improve sagittal plane balancing of the robot, especially
when ẋR ≈ 0 is desired.

Although the single domain hybrid system assumption is
generally valid, the effectiveness of step placement strategy
(Eq. (21)) degrades due to unaccounted x+R displacement
during DSP. As in [17], we add an approximate feedforward
step-length to obtain a final closed-loop step placement law,

`c` = ξxR − ξ+xH

(
hR

hH

)
+ ẋRTDSP . (23)

where TDSP is the assumed time duration of the DSP.
Finally, robot swing-leg trajectories frR and f `R are com-

posed of normalized human frontal plane swing-leg position,
frH and f `H, and a smooth mapping of swing-to-stance foot as
in [18] implementing the step length from Eq. (23). Swing-
leg dynamics are ignored in this work.

IV. RESULTS

In this work, using the HMI, a trained human pilot
leverages their intelligence and sensorimotor skills to control
the reduced-order dynamics of a bipedal robot using our
whole-body dynamic telelocomotion framework (see Fig. 2).

TABLE I: Reduced-Order Model Parameters

Parameter Symbol Human Tello Units Ratio
Mass m 75.0 20.2 kg 3.71
CoM Height h 1.20 0.55 kg 2.18
Natural Frequency ω 2.85 4.22 s−1 0.68
Foot Length lf 0.31 0.06 m 5.17
Foot Width wf 0.11 0.03 m 3.67

The pilot completes three different bipedal locomotion tasks
without any visual feedback of the simulated robot.

The first task is to achieve synchronized stepping-in-place
while maintaining robot balance in the frontal and sagittal
plane. This is meant to validate if the proposed framework
can reproduce the results from [11] and regulate sagittal
plane robot CoM velocity near zero (ẋR ≈ 0). The second
task is to showcase the major contribution of our work, which
is to achieve, to the best of our knowledge, the first synchro-
nized bipedal walking between human and humanoid robot.
More specifically, we want to observe whether the human
pilot can control robot forward walking from a standstill and
bring the robot to a complete stop after walking for at least
1 m and 10 steps. Lastly, the final task is the classic “kick”
to the robot CoM. We apply a known horizontal 30 N force,
for approximately 0.3 s, to the robot CoM which scales by
weight to 111 N for the human and is channeled to the pilot
via DBFT. The goal is to see if the human pilot can use
their natural sensorimotor skills (e.g. reflexes) to stabilize
the robot and prevent it from falling.

A. Experimental Setup

For each task discussed above, the human pilot is only
instructed when to commence teleoperation. As mentioned,
the pilot has no visual feedback of the simulated robot. The
simulation of reduced-order robot dynamics, human whole-
body dynamic telelocomotion framework, and HMI interface
were computed at 1 kHz in a real-time computer (cRIO-
9082, National Instruments). The hardware used in these
experiments is based on the HMI in [21] with an addition
of a lower-body motion capture device that measures feet
position, similar to in [20]. The parameters of the reduced-
order robot model correspond to those of the humanoid Tello
[22], which are compared to the parameters of the human
pilot in Table I. Fig. (5) shows the experimental set-up as well
as a visualization of the the human pilot motion capture data
and the robot reduced-order model simulation results.

B. Results & Discussion

In these experiments, a human pilot successfully lever-
aged their intelligence to plan desired locomotion behaviors
(e.g. step-in-place, walk) and/or their sensorimotor skills to
maintain balance (e.g. reject a disturbance) for the robot.

First, the robot stepped-in-place for approximately 6 s (20
steps), synchronized with the human. Our framework was
able to reproduce the results from [11], [12], and show that
the dependency between normalized CoP synchronization
(Fig. 6b) and normalized DCM tracking (Fig. 6a) is the result
of dynamic similarity. Moreover, the proposed method offers
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an improvement to [11], [12], as the human pilot now also
balances the robot in the sagittal plane, regulating CoM
velocity near zero (Fig. 6c). Thanks to good normalized
DCM tracking, the haptic feedback forces to the human pilot
remain stable and consistent (Fig. 6d).

Second, The human pilot, using our dynamic telelocomo-
tion framework, was able to initiate, control, and terminate
bipedal robot walking without any visual feedback.. To the
best of our knowledge, this has not been shown in any
previous work. The robot walked 1.28 m (over 10 steps) and
reached a top speed of 0.36 m/s, which equates to 40% of
average human walking speed. The human walking reference
generated by the pilot (Fig. 7b) was tracked by the robot
controller aided by the step placement strategy that maintains
dynamic similarity at step transitions (Fig. 7a). The virtual
spring force and haptic feedback force (Fig. 7c) help the
pilot generate and update the walking reference, respectively.
For example, around the 4 s mark, although the normalized
DCM of the robot spikes, the pilot was able to bring the
system back to balance. The phase portrait of the robot
CoM dynamics (Fig. 7d) highlights the prowess of human
capability. Despite the apparent non-periodicity of the robot
gait due to assumed step timing, the human pilot adapts and
regulates the telelocomotion and keeps the robot walking.
In this experiment, the average error in assumed step timing
was 34 ms with a standard deviation of 28 ms. Based on this
result, we claim the efficacy of the proposed framework.
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Fig. 8: Disturbance (.2 s ∼ .45 s) rejection experiment results.
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As to the disturbance rejection experiment, the human
pilot, feeling a large push, instinctively takes a step forward
before stabilizing their gait. The robot and human pilot
resume synchrony at the 3rd step after the disturbance
(Fig. 8a). This means that it took only two steps for the
human pilot to re-stabilize the robot dynamics. The result
implies that the natural balancing strategy of a human, which
can reject a sizeable 130 N peak disturbance (Fig. 8b), can
be successfully transferred to a robot.

Although this work is a promising step towards harness-
ing human prowess to realize humanoid robot performance
capable of meeting today’s demand for these robots, there
are some limitations. First, the simulated robot uses ideal
reduced-order model dynamics which assume constant height
walking and no moment around the CoM. Bipedal robots
often regulate angular dynamics to extend their CoP [12].
Another limitation is that the teleoperation requires extensive
training to achieve the demonstrated performance. Other
limitations include robot walking speed not scaling exactly
to the walking speed of the average human and incorrect
assumption on step timing.

V. CONCLUSION

To conclude, we present a human whole-body dynamic
telelocomotion framework that achieves the first synchro-
nization of human stepping with bipedal robot walking. To
accomplish this, we introduce a method to construct a human
walking reference LIPM via human stepping frequency and
DCM. This walking reference is then synchronized with the
robot using dynamic bilateral feedback teleoperation as well
as a consistent robot step placement strategy. Experiments
demonstrated that the proposed framework enables human
pilot to control stepping and walking of a simulated bipedal
robot and transfer human balancing strategy to a robot.

Future work will test the proposed framework on the
humanoid Tello. We will adopt state-of-the-art legged loco-
motion controller architectures [3] [4] consisting of a planner
and a tracking controller by using human intelligence as the
planner and using a richer reduced-order model and whole-
body controller.
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