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that converges faster than value iteration, and is independent of an initial admissible controller.
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1. Introduction

Reinforcement learning (RL) concerns how an agent makes
decisions to minimize a predefined cost criterion through active
interactions with unknown environment (Sutton & Barto, 2018).
In the control community, RL and adaptive/approximate dynamic
programming (ADP) (Powell, 2007) have been employed as direct
adaptive optimal control methods to stabilize dynamical systems
in both discrete-time and continuous-time; see the recent surveys
and tutorial papers (Jiang et al., 2020a; Kiumarsi et al., 2018; Liu
et al., 2021; Vamvoudakis & Kokolakis, 2020). As a generalization
of traditional RL-based stabilization approaches, Gao and Jiang
(2016, 2018, 2022), Jiang et al. (2020b, 2020c), Odekunle et al.
(2020) and Zhao et al. (2022) have solved adaptive optimal output
regulation problems so that the closed-loop system can asymp-
totically track the reference, while rejecting the disturbance in a
model-free optimal sense. Different from existing RL considering
only static uncertainties in the system, robust adaptive dynamic
programming (RADP) has been proposed in Gao and Jiang (2015)
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and Jiang and Jiang (2017) to handle the dynamic uncertainties
in the system through developing robust optimal controllers.

Although RL-based control has been extensively studied, there
are two important conundrums in practice. Most of existing RL
research works consider that the communication in the control
system is normal without any attacks. However, the cyberattack
is usually unavoidable which significantly threatens the security
of closed-loop control systems. Therefore, the first conundrum
is, besides stability and robustness analysis, how to analyze the
resilience of systems against cyberattacks without the knowledge
of system dynamics. It is well known that policy iteration (PI)
and value iteration (VI) are two typical successive approximation
approaches in RL for learning the optimal control policy (Jiang
et al., 2020a). Comparing with VI, the convergence of PI is much
faster at the price of a strong assumption that an initial admissible
control policy must be available. The second conundrum is to
propose a novel successive approximation approach that con-
verges faster than VI, and is independent of an initial admissible
controller.

The aim of this paper is to solve these two conundrums in RL-
based control under denial-of-service (DoS) attacks. DoS attack is
a typical attack pattern in the domain of cyber attacks. Essentially,
the DoS attackers block the information transmission among
networks (Amin et al.,, 2009; Teixeira et al., 2015). In De Persis
and Tesi (2015), a control framework is introduced to provide
an explicit characterization of frequency and duration of the DoS
attacks under which closed-loop stability can be achieved by
using the feedback control. Under this framework, some valuable
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results are emerged; see, e.g., An and Yang (2018) and Deng
and Wen (2020). However, there is neither model-free optimal
control design nor resilient analysis for dynamical systems in-
vaded by DoS attacks. Most recently, Galarza-Jimenez et al. (2022)
and Zhai and Vamvoudakis (2021) have leveraged learning-based
control techniques, such as ADP and extremum seeking, to defend
the closed-loop dynamic systems from adversarial attacks in the
absence of dynamic uncertainties. In this paper, we will pro-
pose a novel resilient reinforcement learning (R%L) based control
approach to solve a class of robust optimal output regulation
problems with unknown system dynamics, dynamic uncertain-
ties, and denial-of-service (DoS) attacks. The major contributions
are listed as follows.

1. This paper has, for the first time, proposed an R?L ap-
proach to solve a robust optimal output regulation problem
which bridges the gap between RL, RADP, output regula-
tion, and small-gain theories. With the proposed approach,
one can directly analyze the resilience of the closed-loop
system with the learned robust optimal controller, and find
the lower bound of DoS attack duration criterion that the
closed-loop system can handle without the knowledge of
system dynamics.

2. We have proposed a novel successive approximation al-
gorithm, named hybrid iteration (HI), to learn the opti-
mal control policy and the corresponding value. Comparing
with PI, the HI completely removes the assumption of
the admissibility of the initial control policy. Also, the
convergence rate of HI is usually faster than that of VI

3. Most existing works on DoS attacks only consider static
uncertainties in systems (De Persis & Tesi, 2015; Feng
et al, 2020; Feng & Tesi, 2017; Galarza-Jimenez et al.,
2022; Zhai & Vamvoudakis, 2021). Different from them,
this paper has considered the existence of both DoS attacks
and dynamic uncertainties in systems.

4, Comparing with our previous work (Gao & Jiang, 2015)
solving the robust optimal output regulation problem via
PI, the proposed approach in this paper can solve that
problem without relying the knowledge of an admissible
control policy.

Notations. Throughout this paper, R, denotes the set of nonneg-
ative real numbers, Z, the set of nonnegative integers, and N,
the set of positive integers. A set C~ indicates the open left-half
complex plane. The operator | - | represents the Euclidean norm
for vectors and the induced norm for matrices. A set P" includes
all n x n real, symmetric and positive semidefinite matrices. A
continuous function « : Ry — R, is of class K if it is strictly
increasing and «(0) = 0. A function 8 : R, x R, — R, is of
class K if for each fixed t, the function B(-, t) is of class K and,
for each fixed s, the function fS(s, -) is non-increasing and tends
to 0 at infinity. The symbol ® indicates the Kronecker product
operator and vec(A) = [al,d},...,a"]", where g; € R" are
the columns of A € R™™, For an arbitrary column vector v €
R", vecv(v) = [v%, ViV, ..., U1Un, v%, VU3, ..., Un_1Un, v,f]T €
R, vecs(P) = (P11, 2p12, - - -, 2D1m, P22, 2P235 + -+ 2Pm—1.m
, Pam]T € R2ZMM™D for 2 symmetric matrix P € R™™, and Ay(P)
(resp. Am(P)) denotes the maximum (resp. minimum) eigenvalue
of a real symmetric matrix P. P > 0 (resp. P < 0) represents
that the matrix P is positive (resp. negative) definite. For any
piecewise continuous function u : Ry — R™, ||u|l stands for
Sup,. [u(t)].
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2. Problem formulation and preliminaries

In this paper, we consider a class of partially linear systems,
which includes a linear subsystem interconnected with a nonlin-
ear subsystem known by dynamic uncertainty. The dynamics of
the interconnected system is described by

£(t) =A(L(t), e(t), v(D)), (M
x(t) =Ax(t) + Blu(t) + @(¢(t), e(t), v(t))] + Dv(t), (2)
e(t) =Cx(t) + Fu(t), (3)

where e(t) € R, u(t) € R and x(t) € R" are respectively the
measurement output, the control input and the state. £(t) € RP
is the state of system (1). A : RP x RxR? — RP and @ : RP x R x
RY — R are locally Lipschitz functions satisfying A(0,0,v) =0
and &(0, 0, v) = 0 for any fixed v € RY. @ is called a dynamic
uncertainty to the system (2)-(3). The signal v(t) € R? is the
exostate of an autonomous system usually referred as exosystem:

v(t) = Su(t). (4)

The constant matrices A, B, C, D, F and S are with proper dimen-
sions. Throughout this paper, Assumptions 1-4 are made on the
overall system (1)-(4).

Assumption 1. The pair (A, B) is stabilizable and all eigenvalues
of S are simple with zero real part.

A—Al B

Assumption 2. rank[ c 0

]:n+1,Vkea(S).

Assumption 3 (Strong Unboundedness Observability). There exist
a function o; of class ££ and a function y; of class K, both of
which are independent of any v such that for any measurable
locally essentially bounded e on [0,T) with 0 < T < 400 and
any v € X, £(t) right maximally defined on [0, T')(0 < T" < T)
satisfies |£(t)] < o5(12(0)], t) + ¥s(ll[ego,cp. Pro.a]” 1), VE € [0, T"),
where e[o ;) and @ ) are the truncated functions of e and A over
[0, t], respectively.

Assumption 4 (Input-to-Output Stability). There exist a function
0 of class KL and a function y, of class K, both of which are
independent of any v such that, for any initial state ¢(0), any
measurable locally essentially bounded e on [0, T) with 0 < T <
400 and any v € X, ®(t) right maximally defined on [0, T’)(0 <
T’ < T) satisfies

@) < 06(12(0)], t) + vo (llepall) , ¥t € [0, T'). (5)

Remark 1. Assumptions 1-2 are general conditions for
solving output regulation problems; see Huang (2004). Assump-
tions 3-4 make the system (1) be strong unboundedness ob-
servable (Jiang et al., 1994) with zero-offset and input-to-output
stable (I0S) (Sontag, 2007). Similar assumptions appear in Huang
and Chen (2004) and Jiang and Jiang (2017).

3. Model-based robust optimal controller design

In this section, we will design a controller to achieve output
regulation in a robust optimal sense; see Jiang and Jiang (2017).
Note that the controller design in this section does not take DoS
attacks into consideration. To begin with, we choose a G, € RP
such that the pair (S, G;) is controllable. Through the classical
internal model principle (Huang, 2004; Isidori, 2017; Marino &
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Tomei, 2003), the following equation
z(t) = Sz(t) + Gae(t) (6)

serves as an internal model for system (2) with (4) as an exosys-
tem. Next, we show in the following lemma that, in the absence
of the dynamic uncertainty, one can develop a state-feedback
controller for the system (2)-(4) with an internal model (6) to
solve the output regulation problem.

Lemma 1.
v(t) =Su(t)

x(t) =Ax(t) + Bu(t) + Do(t),
e(t) =Cx(t) + Fu(t),

Under Assumptions 1-2, the augmented system

z(t) =Sz(t) + Ge(t) (7)
in closed-loop with the state-feedback controller
u(t) = —Kx(t) — Kyz(t), (8)

achieves output regulation (asymptotic tracking with disturbance
rejection) if the matrix

A — [A—BKc —BK;
cT | GC S
is Hurwitz.
Proof. Under the conditions in Assumptions 1-2, there exists
uniquely a pair (X, U) solving the following regulator equations
XS =AX + BU + D, 9)
0=CX+F. (10)

By Huang (2004, Lemma 1.27), the matrix equations (10) com-
bined with

XS =(A — BK,)X — BK,Z + D, (11)
7S =SZ 4 G5(CX + F) (12)

have a unique solution X and Z. This implies that X = X, and
U = —KX — K,Z. Define the following vectors and matrices

X=x—XvZ=z—-Zvii=u—-Uv,K=[K K],
E=[F 2] er™,C=[Cc 0],

pfde o[- (2]
Based on (11)-(12), we have the following error system of (7):

X =Ax + Bu + Dv — XSv = (A — BK,)X — BK,Z,

Z =5z + Gye — ZSv = 5% + G,CR. (13)

We can convert (13) into a more compact form,

& =(A—BI)E = A,

e =C&.

Due to the fact that A, is Hurwitz, we conclude that lim £(t) = 0,

t—
and tlim e(t) = 0. The proof is thus completed. O >
—00

In order to take into account the transient performance of
the closed-loop system, the optimal output regulation problem
is defined as follows.

Problem 1. The optimal output regulation problem is solved

if a feedback controller is designed to achieve output regulation.
Moreover, the following dynamic programming

min /OO(STQE + %)dt (14)
u 0
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s.t. € =AE+Bi (15)
is solved, where Q = QT>0.

It should be mentioned that the dynamic programming prob-
lem in Problem 1 is a standard linear quadratic regulator problem.
The solution to this problem is an optimal feedback controller of
the form

i = —K*E, (16)
where the optimal control gain matrix K* is

K* = B'P*. (17)
From linear optimal control theory, the matrix P* = (P*)T > 0 is
the solution to the following algebraic Riccati equation (ARE)
ATP* + P*A+Q — P*BBTP* = 0, (18)
and (16) is equivalent to

ut =04+ Uv = —-Kx—Kz. (19)

Therefore, (19) is an optimal controller for the original system
(2)-(3) augmented by an internal model (6) when @ = 0. In order
to develop a robust optimal controller, the closed-loop system has
to be robust against nontrivial @. In the following theorem, we
show that (19) becomes a robust optimal controller for the overall
system (1)-(3) if a small-gain condition is satisfied.

Theorem 1. Under Assumptions 3-4, the system (1)-(4) with the
optimal control policy (19) achieves output regulation for any v(t),
if the following small-gain condition is satisfied

YoVe < 17 (20)
where

~ Am(P*)
e =|C|. | —— 2 21
v = 1O P (@) 21

Proof. Defining &(t) = [x(t) zT(t)]T, the original system (2)
augmented with (6) can be written by

£(t) = AE(t) + Bu(t) + ®(t)) + Du(t). (22)

For simplicity, we use &(t) to represent & (¢ (t), e(t), v(t)). Based
on Egs. (9)-(12), one obtains the following error system

§(t) =(A — BK*)5(t) + Bo(0),
e(t) =CE&(t). (23)
The ARE (18) is equivalent to
(A — BK*)'P* + P*(A — BK*) = —Q — P*BB'P*.
Then, differentiating the Lyapunov function V = £"P* along the
trajectories of system (23), we have
V = ET[(A—BK*)"P*+P*(A—BK*)E + 26" P*Bo
= —£T[Q + P*BB'P*|E + 2£"P*Bo
~ETQE —|@ — B'P'E[ + |0

<
< —ETQE + ||
< —am(QIEI" + 2% (24)

By the fact that )»m(P"‘)|§|2 <V )\,V,(P*)|§|2 for any t > 0, we
have
)\m(Q) )“M(P*) 2
V(t) < — t)V(0)+ ———I@|".
(0= exp( (P ) O+ 5@
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An immediate consequence of the previous inequality is

i A () -
|E(t)| < exp <_ ZAM((QP’?‘)t) )»MEP*; |S(O)|
Am(P*)
m”‘pﬂy vt > 0, (25)

which implies that the system (23) with @ as the input is input-
to-state stable (see, e.g., Sontag, 1989). One can write

le(t)] < oe(IE(O)], £) + yell @I, (26)
where

. - Am(Q) Am(P*) -
ae(|5(0)|,t)—|C|exp<—zxm(1,*)t> Am(l,>,<)|s(0)|

is a function of K£ and y, is defined in (21), which guarantees
that (23) with e as output has SUO property with zero-offset and
I0S properties (Jiang et al., 1994). Assumptions 3 and 4 indicate
that the ¢-system has SUO property with zero-offset and I10S
properties with input-to-output gain function y(s). Under the
small-gain condition (20), the interconnected system (1) with
(23) is globally asymptotically stable at the origin for any v(t). We
have tl_i)rgo(x(t)—Xv(t)) = 0,and lim e(t) = 0, which immediately
implies that both asymptotic tracking and disturbance rejection
are achieved. The proof is thus completed. O

4. Online learning of the robust optimal controller under DoS

In this section, we will propose three online learning strat-
egies-PI, VI, and HI-to learn the robust optimal control policy (19)
in terms of online data. Moreover, we consider the existence of
DoS attack during the learning process, which will be described
in Section 4.1.

Remark 2. The learning algorithms to be proposed in this section
are model-free since they rely neither on the knowledge of sys-
tem matrices A, B, C, D, F, nor the structures of system functions
d(¢,e,v)and A(¢, e, v).

4.1. DoS attacks

In this section, both the actuator and sensor attacks on the
interconnected system will be considered; see Fig. 1. We use
Zs = lhg, hs + 75) to represent the sth (s € N, ) DoS attacks
interval. hs, hy + 7; and 7, represent the start time, end time
and the length of the sth DoS attacks. Based on Assumption 5,
we define Mp(ty, ty) = (ta, ts)[ ) Use; Zs as the set in which
the communication is denied under the influenced of DoS attacks
during the interval [t,, tp]. Accordingly, we use IIy(tg, ty) =
[ta, tp] \ ITp(ts, ty) to denote the normal communication set.

The following assumptions are made regarding the DoS fre-
quency and DoS duration.

Assumption 5 (DoS Frequency). There exist constants n > 1 and
7p > 0 such that

ty — ¢t
n(te, tp) < 0+ <

, Vit >t >0, (27)
D

where n(tg, t,) denotes the number of DoS offfon transitions
occurring on the interval [t,, t3].

Assumption 6 (DoS Duration). There exist constants T > 1 and
k > 0 such that

th — tq

[ITp(tq, tp)] < k + L Vit >t >0,
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Fig. 1. The learning framework for the closed-loop system under DoS attacks.

where |I1p(tq, ty)| denotes the Lebesgue measure of the set
HD(tmtb)-

In the rest of this section, we will propose several model-free
RL algorithms and analyze the robustness and resilience of the
closed-loop systems.

4.2. Policy iteration
To begin with, we rewrite the augmented system (7) by:

& = Ay + B (Ki& + w) + Dv, (28)

where A, = A — BK, and w = u + &. The idea of policy iteration
is to implement both policy evaluation

0 = A{Pi + Pidi + Q + K[ Ki (29)
and policy improvement
Kis1 = B"Py (30)

using online data by iterations. By Eqs. (28)-(30), we have
ET(61)PE(t1) — £ (t0)Pi§ (£o)

t1 -
= / [—£7(Q + K{Ke)E + 26"K(, (K& + w) + 2£" P Dvldr.
]

(31)

Based on Assumption 6, there always exists a sequence {t;}>°,
such that the communication are allowed in all the following
intervals [to, t1], [t2, t3], [t4, t5], . ... For any two vectors a, b and
a sufficiently large number s > 0, define §, = [vecv(a(t;)) —
vecv(a(tp)), vecv(a(ts)) —  vecv(a(tz)),...,vecv(a(tysi1)) —
vecv(a(t)]T, Tup = [ftgl a®bdr, f[? a®bdr, ..., fézs“ a®bdr]’.
Eq. (31) implies the following linear equation )

vecs(Py)

oy | veelKisn) | = dp), (32)
vec (D" Py)

where W\ = [8;, —2I% ¢(I ® K[) — 2@}, —21%,], @) =

—TI% gvec(Q + KkTKk). The uniqueness of solution to (32) is guar-
anteed under some rank conditions as shown below. For want of
space, we omit the proof of lemma which follows the same line
of proofs as in Gao and Jiang (2016) and Jiang and Jiang (2012).

Lemma 2. Forall k € Z.,, if there exists a s* € Z, such that for
all's > s*

(n+q)(n+3q+ 3)
> ,

then the matrix lI/IEIk) has full column rank for all k € Z..

rank([ Iz e, Tgw, TE0]) =

(33)
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Now, we are ready to present a data-driven PI Algorithm 1 to
approximate the optimal values K* and P*.

Algorithm 1 Online Policy Iteration Algorithm

1: Select a small c; > 0 and an admissible control gain Ky. Apply
any locally essentially bounded input u on [tp, tas+1] such that

(33) holds.
20 k<0
3: repeat
4: Solve Py and K. from (32)
5 k<—k+1
6: until |Py — Px_1] < €1

4.3. Value iteration

Based on Bian and Jiang (2016), the nature of VI algorithm is
to update the value matrix and control gain by
Pii1 =e, (ATP + PA — PiBB' P + Q) + Py,
Ky =B"Py, (34)

where ¢ is the step size satisfying e, > 0, Y ;- ek = 00, Y oy €7
< 00. Based on (28) and (34), we have

ET(t)PE(tr) — &' (Lo)Pi& (to)

t1 _
= / ETHE + 2w K& + 20 DT PEdr, (35)
to

where Hy = ATP; + PiA.
(35) implies the following equation

vecs(Hg)

vy | vecl) | = @y, (36)
vec (D"Py)

where W\ = [8;, 21, 21, ], ) = —TI: evec(P,). By defin-

ing a collection of bounded set {Bq}go=0 as By C Bgy1,q €
Z4, lim By = Py. The online VI algorithm is presented in Algo-
q—00

rithm 2.

Algorithm 2 Online Value Iteration Algorithm

1: Select a small ¢c; > 0. Apply any locally essentially bounded
input u on [tg, tas41] such that (33) holds.
: k < 0, g < 0. Choose a positive definite Py>0.
: repeat
Solve #Hy and Kj from (36)
Pes1 < Py + e(Hi + Q — K[ Ky)
if Py.1 ¢ B, then
Pepr < Po,q < q+ 1.
else Pryq < Py
end if
k< k+1
cuntil [Py — Py_q| < Cr€p

-
TP R N L oW

4.4. Hybrid iteration

The VI can be initialized from any initial control policy to
learn, but the convergence rate is usually not satisfactory. The PI
is a variant of Newton-Raphson method, which can ensure the
quadratic convergence (Jiang et al., 2020a), but its implementa-
tion must rely on an admissible control policy. We will propose a
novel HI algorithm, Algorithm 3, to combine PI and VI efficiently.

We will show in Theorem 2 that there always exists an upper
bound on the number of iterations to achieve an admissible
controller using HI. Before that, let us present a Lemma 3 to
facilitate the proof of Theorem 2.
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Algorithm 3 Online Hybrid Iteration Algorithm

1: Select a small c3 > 0. Apply any locally essentially bounded
input u on [tg, tzs41] such that (33) holds.

sup |P| 2
2k« 0,q< 0.k <0k, < (%) + 2. Choose a Py > 0.
3: repeat
4: Solve #H;, and K} from (36)
50 Put < Pete(Hi+Q — KIKy)
6:  if Pyy1 ¢ B, then
7: Pey1 < Po,q <« g+ 1. ¢ <—e/2,k<—k,l_<q <«

sup |P|\ 2
PeBq
( erm(Q) ) + 2

8: else Py, < I3k+1
: end if
10: k<—k+1
11: until (k > k+ ks + 1) or (H—1 < 2K Ki—y and Py > 0)
122 k< k-1
13: repeat
14: Solve Py and Kj. from (32)
15: k<—k+1
16: until [P, — Px_1] < c3

Lemma 3. Let sequences {Pg};2, and {K¢}2, determined by the
following equations

AlP¢B.BIPEA,

P{,, =AIP{A. +€Q —
k+1 e’k e+ Q E+BZP]§BE

)

k — T pé
¢+ BTP:B,

where A. = I + Ae and B, = Be, and P§ = Py > 0. For any
finite k € Z, and any small § € R, there exists a €* € R, such
that |I(l-f —K;| < 6 and |P£ — Pi| < 6 for any € € (0, €*], where
sequences {Py}pe, and {Ki}.2, are determined by (34) starting from
Po.

Proof. We will prove by induction.
1. Letting k = 1, Egs. (37) can be rewritten by
P§ = (A"Pg + PoA — PoBB' Py + Q) + Py + O4(€)
=Py + O4(e),
K¢ =B"Py + 0y(€) = K; + 03(€) (38)

where, for i = 1, 2, limsup,_,, |Oi(€)/€| < oo.
2. Suppose, for k = | > 1, we have Pf — P, = O3(¢) and
Kf — K = 04(e), where limsup,_,q|0i(€)/e] < oo, for
i =3, 4. By (37), we have
Pf,, =€ (ATPf + PfA — PfBB'P{ + Q) + Pf + Os(e)
=€ (ATP[ + P[A — P[BBTP[ + Q) + P, + Og(€)

=Pi;1 + Og(e),
Ky =B"P{ + 04(€) = B'Pi + B' 03(€) + 05(¢)
=Kiy1 + B"03(€) + 05(€) (39)

where lim sup,_,( |0i(€)/€| < oo, fori=5,6,7.
The proof is thus completed. O
Theorem 2. There always exists a € € (0, €*] such that, for any

iteration k > kg the control gain K determined by the HI Algorithm
3 is admissible, where kq1 = k + kg.
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Proof. Inspired from the fact that VI provides a finite horizon op-
timal solution (Granzotto et al., 2021), we construct the following
discrete-time optimal control problem

N-1
min <§£PO§N +3 e EE+ ﬁi))
k k=0
st Epy1 = Ackp + By, Vk=0,1,...,N — 1.

Based on Assumption 1, one can always choose a small enough
€ such that the pair (Ac, B.) is stabilizable. The corresponding
optimal feedback control gain is Ky, which can be solved through
updating Eqs. (37) by iterations. By Grimm et al. (2005, Corollary
3), we have the matrix A, — B.Ky is Schur for any
ala+a
N> M +1 (40)
ay
where aw = 0, aw = Ap(€Q) and a = max |P;| = max [Py| + 6
0<k<N 0<k<N

in this paper. From Bian and Jiang (2016), if the step size € is
small enough, we observe that a < SUPpcp, |[P| 4+ 8, where the
set By is bounded. Then, one can always find a small enough 6
such that the right side of Eq. (40) is no greater than l_<q. Based
on Lemma 3, there always exists a small pair (e, §) such that
the matrix Ac — B.Ky is Schur. It is immediate to have that the
closed-loop matrix A — BKy of the continuous-time system (15)
is Hurwitz, and the cost (14) is finite with respect to a controller
ii = —Kyé. In other words, Ky~ is an admissible control gain for
the original continuous-time optimal control problem (14)-(15)
for any N > kg, which completes the proof. O

By introducing the following Lemma, one can find another
sufficient condition to ensure the admissibility of the learned
control gain via the HI Algorithm 3.

Lemma 4. Considering a pair (#Hy, Ki) solved from Eq. (36) at an
iteration k € Z.. If both inequalities H; — 2KkTKk <0and Py >~ 0
hold, the control gain K;, must be admissible. Moreover, there always
exists a ko € Z such that these inequalities hold when k = k.

Proof. Based on Bian and Jiang (2016), we have #; = ATP, + PA
and K = B"Py, where P € By. One can observe that

0 >Hy — 2K K
=A"P, + P,A — 2B"P,
=(A — BKy)" Py + Py(A — BKy).

Combining with the condition that P, > 0, it is sufficient
to show that A — BK, is Hurwitz through Lyapunov stability
analysis, and the cost is finite with respect to the closed-loop
system. Therefore, Kj is admissible if H, — 2KkTKk < 0 and
P, > 0. Moreover, based on the fact that klim P, = 0 and

— 00
lim Hy — 2K[Ky = —Q — (K*)"K* < 0, there must exist a finite

k—o00
integer kg, such that #;, — 2K,<Ta ZKkaZ < 0 and Py, > 0. The proof
is thus completed. O

Now, we are ready to prove the convergence of the HI Algo-
rithm 3 in the following theorem.

Theorem 3. Sequences {P.};°, and {K};2, learned by the HI
Algorithm 3 converge to P* and K*, quadratically.

Proof. Based on Theorem 2 and Lemma 4, the condition in the
step 11 of the Algorithm 3 triggers at the iteration k, < min{k,;+
1, ks + 1}. This is sufficient to ensure that the learned control
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gain Ky,_; is admissible. After finding out this admissible control
gain, we switch to Pl methods in steps 12-15. Given an admissible
control gain Kj, one can solve P, and Kj;q from (32) which are
equivalent to the solution to (29)-(30). From (29)-(30), we have

(A — BKis1)"(Pi1 — P*) + (Pey1 — P*)(A — BKyi1)
=—Q — K, RKis1 — (A — BK*)'P* — P*(A — BK*)
— (K* = Kip1)' B P* — P*B(K* — Kyy1)
=—Q — K, {RKi11 + Q + K*RK*
— (K* — Ki)TRK* — K*R(K* — Kiy1)
= — (Kig1 — K*)' R(Kiy1 — K*)
= — (P — P*)BR™'BT(P, — P*). (41)

Based on (41), we have

o0
Peyy — P* :[ e(A—BI<k+1)r(Pk — P*)BR'BT
0

(Py — P*)e(A*BKkJrl)TdT’
which implies that there exist constants ¢, and ¢, such that

Pesr — P* Kisr — K*
m LJ J i % = C. (42)
k=0 |P — P¥| koo Ky — K|

_Cp

Therefore, both sequences {P,}72, and {K}72; converge quadrat-
ically to their optimal values. The proof is thus completed. O

Remark 3. Similar to existing RADP algorithms (Jiang & Jiang,
2017), we use @(t) as a measurable signal during the learn-
ing phase in the Algorithm 3. After the learning completes, the
implementation of controller no longer depends on &(t). Note
that it is unnecessary to measure ®(t) exactly. It can be relaxed,
for instance, by the measurement of a biased signal @,(t) =
&(t) + P(t), where |@(t)| is upper bounded for t € [to, trst1]-
In terms of robust dynamic programming and robust PI tech-
niques (Bian & Jiang, 2019; Pang et al., 2022), it can be shown that
the approximated solution learned by HI will eventually enter
a small neighborhood of the optimal solution under the relaxed
condition.

4.5. Resilience and robustness analysis of closed-loop systems under
DoS

Considering the effect of DoS, the control input and internal
model applied to the process can be expressed as

u(t) = — K*&(tye)), (43)
2(t) =Sz(t) + Goe(ti(t)), (44)

where f) represents the last time instant that receives the up-
dated information. Define the error between the last successfully
received values and actual values as eg(t) = &(ty)) —&(t), €.(t) =
e(tir)) — e(t). We propose the following Theorem to seek a lower
bound of DoS duration parameter T to ensure the robust optimal
output regulation under DoS.

Theorem 4. Under Assumptions 1-4, the system (1)-(4) in closed-
loop with the optimal controller (43) and internal model (44) under
DoS attacks achieves global output regulation if

1. The DoS duration criterion T satisfies
42m(P)K* | +|P*[|G2C )

T>1
T T (@ (P

=T (45)
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2. The small-gain condition yey. < 1 is satisfied where

B
1+ 2exp (“x- »\($£Q) + ) ]_eef;,n

(46)

Ye=IC|

min { 20 4(jic+ 24 1P+ G, )|

with g = (1%)) (1 - TT—*)

Proof. The system (2) in closed-loop with the controller (43) and
internal model (44) is

E(t) =(A — BK*)&(t) + B(—K*e(t) + &(1))

+ b+, 00| (47)
= [XT ZT]T, we have
€e(t) =E(tey) — £(8) = E(tin) — &(D), (48)
€(t) =e(tyr)) — e(t)

=C(&(tyr)) — Ev(tye))) — CE(L) — B (1))

=Ce(t). (49)

One can obtain the following error system

Letting =

E() =(A — BK")E(t) + B(—K"ee(t) + (1)) + [cza(;(r)]

e(t) =CE(t). (50)

Before analyzing the stability of the interconnected system, we
give and prove the following Lemma to show that the system (50)
is 10S.

Lemma 5. For any DoS duration criterion T > T*, the system (50)
regarding ®(t) as the input and e(t) as the output is I0S and SUO
with zero offset.

Proof. By taking V = £"P*£ as a Lyapunov function, along the
closed-loop system (50), we have

d - ~ -
V= = ETIQ A+ (KK — 2AK*E) K e
+ 2(K*E)' @ + 2|&||P*||GoCec |
~ 2 -~

< — m(Q)IEI” + 20K** + [P*[|GC))IE |leg| + [P 2. (51)
Considering the internal [hs + 75, hsy1) Where commuznications
are normal ie, e = 0, and by the fact that Am(PHIE]" <V <
»(P)IE|’, we have dv<— A’"(l?*) V + |®|%, which implies that
VED) <

where wq =

e‘“l“"'s‘“)v(é(h + 1)+ vl @, (52)
)\M(P )

Faipy and yy = o =
During the interval [hs, hs + 15) t
nied, the error is bounded by |es(t)]

equivalent to

Am
tha t commumcatlons are de-
< |

E(ho)l + IE(D)I. (51) is

d _ -
iV SI20K P 4 1PTIGC) - m(QUE + |0
+ 2(K** + IP*[|G2CDIE & (ho)

<2(IK* 12 + IP*1IGCNEL” + IEE(h)) + @

<wy max{V(&(1)), V(E(hy))} + @, (53)
where w; = W. Then, for any t € [hs, hy + 1), we
have
V(D)) < eIV (E(hy)) + o290 |17, (54)
where y, = L = ()

w2 T A(IK* P +P*|GyC))
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By De Persis and Tesi (2015, Lemma 3), for all t > 0, the
Lyapunov function satisfies

V(é(t)) Se*un|17N(0<,f)\ewzlﬂo(o-t)lv(go)

y3 | 1+4+2 Z

s€Z4\O;hs<t

e~ VilIN(hstTs. Ol w2 Tp(hs. O | i gy |2
,

(55)

where y3 = max{y;, y»}, and & = £(0). Based on Assumption 6,
we have |ITp(hs, t)] < k + t’ThS,Vt > h,. For the normal
communication duration, we have |ITy(hs + t5,t)] = t — hs —
[ITp(hs, t)|, Yt > hs. Therefore, one can observe that
Z e~ W1lTN (hs+1s,0)] gwa [ TTp(hs, t)]
s€Z4\0;hs<t

Sew3lc § :

s€Z4+\0;hs<t

e*/i(f*hs)7 (56)

where
w3 =w1 + wy
_ 2 Q)Am(P*) + 4hn(P*)(IK*| + [P*[IG,C )
I (P*)hm(P*)

)

ﬂ =wi — %
Am(Q)Am(P*)(T — 1) —4An(P*)(IK*[*+P*[|G5C|)
A (P*)m(P*)T ’

It is easy to check that T* defined in (45) is equivalent to T* =
w3 /w1. By De Persis and Tesi (2015, Lemma 4) and Assumption 5,
we have

e_ﬁTD '7

Z e*ﬁ(f*hs) < .
T 1—efw
s€Z4\0;hs<t

Finally, we have the Lyapunov function along the trajectory of the
closed-loop system satisfies

s Kkw3—Ptysrs KW eﬂTD’? 2
V(E(t)) < e V(&) + s (1 + 2e 31—6'6TD> (el

This implies that

- v (P*) ~
E()] <, [exvar A:EP% Eol + yall @2,

Am(P*) =

le(t)] <IC| 9’“”3_’3tk (P )|‘§o| + vell@|P?, (57)
where
eﬂTDU 1/2
142" ————— ,
= [x ) ( " 1—eﬂfv>]
_ 1+ 2exp(kwT* + n)1 eﬁ_rl;,D
Ye =|C| ‘

min [ @580 4+ 4 Po1G,C1))

which is equivalent to (46).

From (57), we see that a sufficient condition to make the
system input-to-state stable is letting 8 > 0. In this setting,
one can obtain that the DoS duration criterion T has to satisfy
the inequality (45). By Jiang et al. (1994), we conclude that the
input-to-state stability guarantees that (50) with e as output has
SUO property with zero-offset and 10S properties with 10S-gain
as y.. O
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Assumptions 3 and 4 indicate that the ¢-system (1) is SUO
with zero-offset and 10S with I0S gain y4. By the small-gain
theory (Jiang & Liu, 2018; Jiang et al., 1994), under the small-
gain condition, the interconnected system (1) and (50) is globally
asymptotically stable at the origin for any v € X,. We have
[lilglo(x(t) — Xv(t)) = 0, and tlirgoe(t) = 0, which immediately
implies that both disturbance rejection and asymptotic tracking
are achieved in global sense. The proof is thus completed. O

Remark 4. One can observe from (46) that the 10S-gain y, is
monotonically increasing with « and 5, but not with tp. Actually,
when 7p = log(2)/B := tj}, v. achieves its minimum, i.e.,

T*2m(Q)
1+ 8exp (K)‘MT + 77)

Am(Q)Am(P* = (58)
min { 220200, 4(1K+2 + [P*]]GC))

where 1/7} is named by DoS critical frequency.
5. Simulation

In order to validate the propose control approach, we consider
an interconnection of two synchronous generators wherein the
generator 2 is regarded as the dynamic uncertainty of generator
1 (Gao et al., 2016). The interconnected system can be modeled
using (1)-(4), where x, ¢ € R? are the angle, rotor speed of the
generators 1 and 2, respectively. The input u is the mechanical
power of the generator 1. A is a locally Lipschitz function such
that the system (1) is I0S and SUO with y, = as. v is the desired
rotor angle of the generator 1. System matrices and functions are

0 1 0 0
A= Dy |,B=]|w |,D= ,
o —]e=[3] =[]

C=[1 0],F=-1,5=0,G,=1,
E:E; . .
d(e, ¢, v)=— 7[sm(e+ v — 1) — sin(v)],

where the definition and the value of all parameters can be found
in Jiang and Jiang (2017, Chapter 5).

For the purpose of simulation, we select x = 0.35, 1p = 15,
T = 21, « = 0.1, and n = 1. We implement HI Algorithm 3
to learn the optimal control gain. We choose the initial control
gain as Ky = [O 0 O]. We find that the updated control gain
is admissible after 91 iterations. This enables the transition from
VI to PI to significantly accelerate the convergence speed such
that the convergence is achieved after 2 more iterations. The
approximated optimal control gain learned by HI is

Kg§ = [1.75669, 1.02985, 1.002] .

For reference, we calculate the optimal control gain through
solving algebraic Riccati equation

K* =[1.75095 1.02974 1.0].

Compared with the initial control policy, we find from Fig. 2 that
the transient response and the tracking performance are much
better after updating the controller by the learned approximated
optimal one under DoS attacks. Based on the learned control gain
and the value matrix, one can find the bound of DoS duration
parameter T* = 4.21 x 103, and the I0S gain y, = 1.04 x
10°. Similar to De Persis and Tesi (2015), these are sufficient
conditions to guarantee the resilience and stability of the closed-
loop system. As shown in Fig. 2, the DoS duration bound T* can
in practice be much smaller than the theoretic ones.

In order to compare the computational complexity of different
iteration algorithms, we randomly generate 200 dynamical sys-
tems and implement Algorithms 1-3 to learn the optimal control
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Control Updated

ey

Time(sec)

Time(sec)

Fig. 2. The trajectories of angle differences of generator 1 (e) and generator 2
(¢1) under DoS attack (shaded areas).

Table 1

Performance comparison of algorithms 1-3.
Algorithm PI VI HI
Need An Admissible Ky Yes No No
No. of iterations 12 8469 116

CPU time (sec) 0.2064 1.7526 0.2549

respectively. The average CPU time and the number of itera-
tions of each algorithm needed for convergence are illustrated
in Table 1 wherein one can see that the PI and HI algorithms
significantly outperform the VI algorithm. The PI relies on a strong
assumption of an initial stabilizing control gain which is hard to
satisfy in practice.

6. Conclusion

In this paper, we studied the LO?RP with assured conver-
gence rate requirement under the challenges from the unknown
system and exosystem dynamics. Without relying on the knowl-
edge of system dynamics and initial stabilizing feedback con-
trol gain, a novel VI algorithm is proposed, which is capable of
learning the optimal regulator using online data with a guaran-
teed convergence rate. An application to a LCL coupled inverter-
based distributed generation system shows the efficiency of the
learning-based output regulation approach.
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