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ABSTRACT
Imbalanced learning is a fundamental challenge in data mining,
where there is a disproportionate ratio of training samples in each
class. Over-sampling is an effective technique to tackle imbalanced
learning through generating synthetic samples for the minority
class. While numerous over-sampling algorithms have been pro-
posed, they heavily rely on heuristics, which could be sub-optimal
sincewemay need different sampling strategies for different datasets
and base classifiers, and they cannot directly optimize the per-
formance metric. Motivated by this, we investigate developing a
learning-based over-sampling algorithm to optimize the classifica-
tion performance, which is a challenging task because of the huge
and hierarchical decision space. At the high level, we need to de-
cide how many synthetic samples to generate. At the low level, we
need to determine where the synthetic samples should be located,
which depends on the high-level decision since the optimal loca-
tions of the samples may differ for different numbers of samples.
To address the challenges, we propose AutoSMOTE, an automated
over-sampling algorithm that can jointly optimize different levels
of decisions. Motivated by the success of SMOTE [4] and its exten-
sions, we formulate the generation process as a Markov decision
process (MDP) consisting of three levels of policies to generate syn-
thetic samples within the SMOTE search space. Then we leverage
deep hierarchical reinforcement learning to optimize the perfor-
mance metric on the validation data. Extensive experiments on
six real-world datasets demonstrate that AutoSMOTE significantly
outperforms the state-of-the-art resampling algorithms. The code
is at https://github.com/daochenzha/autosmote
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1 INTRODUCTION
Imbalanced learning is a fundamental challenge in many real-world
applications, such as fraud detection, fake news detection, and med-
ical diagnosis [12, 31, 33], where there is a disproportionate ratio
of training samples in each class. This phenomenon will negatively
affect the classification performance since the standard classifiers
will tend to be dominated by the majority class and perform poorly
on the minority class [5]. A common strategy to tackle imbalanced
learning is resampling, which focuses on modifying the training
data to balance the data distribution. In contrast to the algorithm-
level solutions that modify the classifier [16], resampling is argued
to be more flexible as it does not make any assumption on the
classifier so that it is generally applicable to various classifiers [32].

Over-sampling is an effective resampling technique through gen-
erating new synthetic samples for theminority class [16]. One of the
most popular over-sampling methods in the literature is SMOTE [4],
which generates synthetic samples by performing linear interpo-
lation between minority instances and their neighbors, illustrated
at the top of Figure 1. In contrast to the random over-sampling
approach that randomly duplicates the minority instances [12],
SMOTE can make the decision regions larger and less specific,
which could help alleviate the over-fitting issue [8]. Despite its
success, SMOTE can easily generate noisy samples since all the
decisions are randomly made. For example, in Figure 1, one of
the synthetic samples generated by SMOTE interleaves with the
majorities, which could degrade the performance.

Numerous extensions have been proposed to improve SMOTE
with better sampling strategies (there are at least 85 SMOTE variants
as of the year of 2019 [15]). To name a few, ADASYN [10] generates
more synthetic samples for the instances that are harder to learn,
which is quantified by the ratio of the majority instances in the
nearest neighbors. BorderlineSMOTE [8] and SVMSMOTE [29] only
over-sample the minority instances in the borderline, where the
former identifies the borderline based on the nearest neighbors
and the latter trains an SVM to achieve this. To avoid generating
noisy samples, ANS [34] proposes to adapt the number of neighbors
needed for each instance based on a 1-nearest neighbor model.
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Figure 1: The decisions are randomly made in SMOTE (top)
while the decisions in AutoSMOTE are made with an RL
agent to optimize the performance on the validation set (bot-
tom).

However, the existing SMOTE variants heavily rely on the heuris-
tics to perform over-sampling, which could be sub-optimal. On the
one hand, the heuristic sampling strategies are often designed based
on some assumptions, such as samples in the borderline are more
important [8, 29]. However, the assumptions may not well hold
for all the datasets and all the base classifiers, since we may need
different sampling strategies in different scenarios. On the other
hand, the heuristic sampling strategies cannot directly optimize the
performance metric and may not deliver a desirable generalization
performance. Motivated by this, we investigate the possibility of
developing a learning-based over-sampling algorithm to directly
optimize the performance metric. Specifically, we aim to study the
following research question: Given a dataset and a base classifier,
how can we optimize the over-sampling strategy such that the trained
classifier can achieve the best generalization performance?

It is non-trivial to achieve the above goal for the following chal-
lenges. First, it is hard to directly optimize the performance metric.
The sampling is independent of the classifier so that it can only
indirectly impact the performance. We need an effective mechanism
to fill this gap so that the sampling strategy can be learned. Second,
the over-sampling problem has a huge decision space since the
number of generated samples can be arbitrarily large, and each
synthetic sample can be anywhere in the feature space. Third,
over-sampling is a very complex decision that requires hierarchical
reasoning. At the high level, we need to decide the over-sampling
ratio, i.e., how many synthetic samples should be generated. At the
low level, we need to decide where the synthetic samples should be
located. The low-level decision depends on the high-level decision
in that the optimal locations of the samples may differ for different
numbers of samples. The existing algorithms designed for similar
problems, such as automated hyperparameter tuning [45] and neu-
ral architecture search [6], often focus on a flat and much simpler
search space so that they cannot be directly applied to model the
potential interaction effect of the different levels of decisions in
the over-sampling problem. We need a tailored algorithm to jointly
optimize the hierarchical decisions to achieve the best performance.

To tackle the above challenges, we propose AutoSMOTE, an
automated over-sampling algorithm that defines the search space
based on SMOTE and leverages deep reinforcement learning (RL) to
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Figure 2: An overview of AutoSMOTE. The RL agent gener-
ates synthetic samples (actions) based on the current data
distribution (state) with a high-level policy for deciding sam-
pling ratios, and a low-level policy for performing actual
sampling, where the high-level policy consists of two sub-
policies that collaboratively make decisions. The environ-
ment takes as input the action and transits to the next state.
The performance metric of the base classifier on the valida-
tion data serves as the reward to update the RL agent.

optimize the generalization performance, illustrated at the bottom
of Figure 1. Motivated by the success of SMOTE and its extensions,
we define a hierarchical search space based on the generation pro-
cess of SMOTE to reduce the decision space. At the high level, we
go through the instances one by one and decide how many samples
will be generated around the current instance. At the low level,
we decide which neighbors to perform linear interpolation and
the interpolation weight to generate a new sample. The high-level
policy is further decomposed into a cross-instance sub-policy for
predicting an overall over-sampling ratio for all the instances and
an instance-specific sub-policy for making personalized decisions
for each instance. Then we formulate this hierarchical search space
as a Markov decision process (MDP), where the three levels of the
policies collaboratively make decisions. We leverage deep hierar-
chical RL to solve the MDP and jointly train the three levels of the
policies to optimize the reward, which is obtained by the perfor-
mance metric on the validation data. Extensive experiments on six
real-world datasets demonstrate the superiority of AutoSMOTE. To
summarize, we make the following contributions.

• Formally define the problem of automated over-sampling
for imbalanced classification.
• Define a hierarchical search space for this problem based on
the generation process of SMOTE. The designed search space
can cover all the possible generated samples by SMOTE and
most of the SMOTE extensions.
• Propose AutoSMOTE for automated over-sampling. We for-
mulate the decision process as an MDP and leverage deep
hierarchical RL to directly optimize the generalization per-
formance. We also present an implementation that runs the
sampling and RL training in parallel on CPU and GPU.
• Conduct extensive experiments to evaluate AutoSMOTE.
We show that AutoSMOTE outperforms the state-of-the-art
samplers under different configurations of imbalanced ratios
and base classifiers. In addition, we present comprehensive
hyperparameter and ablation studies.
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2 PROBLEM STATEMENT
We focus on binary imbalanced classification problems. Let X =

{Xmaj,Xmin} be an imbalanced dataset, where Xmaj ∈ R𝑁maj×𝐷 de-
notes the majority instances,Xmin ∈ R𝑁min×𝐷 denotes the minority
instances, 𝑁maj is the number of majority instances, 𝑁min is the
number of minority instances, and 𝐷 is the feature dimension. We
define IR = 𝑁maj

𝑁min as the imbalanced ratio, where IR > 1. In a typical
classification task, we aim to train a classifier on the training set
Xtrain, tune the performance on the validation set Xval, and evalu-
ate the trained classifier on the testing set Xtest. However, when
IR is large, the classifier may have poor performance, particularly
on the minorities. Over-sampling techniques tackle this problem
by augmenting Xmin with some synthetic samples such that the
classifier can perform well on both majority and minority classes.

Based on the above notations and intuitions, we formally define
the problem of automated over-sampling for imbalanced classifica-
tion as follows. GivenXtrain,Xval, and a classifier𝐶 , we aim to gen-
erate some synthetic samples based on Xtrain to improve the gener-
alization performance of𝐶 . Formally, the objective is to identify the
best synthetic samples Xsyn ∈ R𝑁 syn×𝐷 , where 𝑁 syn is the number
of synthetic samples, such that the performance of 𝐶 on Xval can
be maximally improved when training 𝐶 on Xtrain ∪ {Xsyn}.

3 METHODOLOGY
Figure 2 shows an overview of AutoSMOTE. AutoSMOTE on the
highest level includes an environment, which trains the base clas-
sifier on the over-sampled data and evaluates it on the validation
set, and an RL agent, which learns an over-sampling strategy to
optimize the performance on the validation set in a trial-and-error
fashion. The RL agent consists of a high-level policy, which decides
howmany synthetic samples will be generated around each original
training instance, and a low-level policy, which decides how the in-
stances interpolate with the neighboring instances. The high-level
policy is further decomposed into a cross-instance sub-policy for
predicting an overall over-sampling ratio for all the instances and
an instance-specific sub-policy for making personalized decisions
of how many synthetic samples to generate for each instance. The
three (sub-)policies work collaboratively to generate synthetic sam-
ples, interact with the environment, and are updated based on the
reward signal. We first elaborate on the proposed hierarchical syn-
thetic sample generation process in Section 3.1. Then we formulate
this process as a Markov decision process (MDP) with hierarchical
policies in Section 3.2. Finally, in Section 3.3, we introduce how
to optimize the MDP with hierarchical RL and present a practical
implementation accelerated by multi-processing.

3.1 Hierarchical Synthetic Sample Generation
Given the training set Xtrain, the goal is to generate synthetic sam-
ples Xsyn ∈ R𝑁 syn×𝐷 based on Xtrain, which is a complex decision
because 1) we need to determine the number of samples to generate,
i.e., the value of 𝑁 syn, and 2) we need to decide where each sample
is, i.e., the values of each row of Xsyn. This leads to an extremely
large search space in that there can be an arbitrary number of
samples, and each sample can be anywhere in the feature space.
This subsection introduces how we reduce the search space and
formulate it as a hierarchical decision process based on SMOTE [4].

SMOTE is one of the most popular over-sampling techniques
with many extensions built upon it [2, 15]. The key idea is to gen-
erate a new sample by performing linear interpolation between
a minority instance and one of its nearest neighbors. Specifically,
SMOTE augments the minority instances by repeatedly executing
the following steps until the desired number of synthetic samples
is reached: 1) randomly pick a minority instance, 2) find the nearest
minority neighbors of this instance and randomly pick a neighbor,
3) perform linear interpolation between the selected instance and
the neighbor to generate a new sample, where the interpolation
weight is uniformly sampled in the range of [0, 1]; that is, the new
sample is a “mixup” of the two original instances and lies between
them. We note that all the decisions in SMOTE are randomly made.
As such, many heuristics have been proposed to make the sampling
process more effective, such as only over-sampling the borderline
samples [8], and generating more samples for the instances that
are harder to learn [10]. The generated samples of the existing
extensions often still fall within the generation space defined by
SMOTE.

Motivated by the effectiveness of SMOTE and its extensions, we
propose to formulate the search space based on SMOTE with a
hierarchical decision process. Figure 3 provides an illustrative ex-
ample of how we augment four minority instances with a two-level
decision. At the high level, we go through the instances one by one
and decide how many samples will be generated around the current
instance, which leads to a 4-step decision. For each high-level step,
we will make a 𝑔-step low-level decision to perform linear interpo-
lation, where 𝑔 is the output of the high-level step. In each low-level
step, we decide which neighbors to perform linear interpolation
and the interpolation weight to generate a new sample. After going
through all the instances, we generate 8 synthetic samples in total.

The proposed generation process has several desirable proper-
ties. First, it can significantly reduce the search space because we
only need to decide how the current instance interpolates with its
neighbors rather than blindly sampling a point in the feature space.
Second, it can make personalized decisions. For example, we can
generate more samples for some instances and less for the other
instances. Third, it can cover all the possible generated samples
by SMOTE. Moreover, since the existing SMOTE extensions often
follow the generation space of SMOTE, we can essentially cover
the majority of the SMOTE extensions as well.

3.2 Formulating the Generation as MDP
This subsection formulates the above hierarchical decision process
as MDP. A naive way to achieve this is to use a flat policy. Specifi-
cally, in each step, the agent will either make a high-level decision
or a low-level decision. Taking the sampling process in Figure 3 as
an example, a flat policy will make the following decisions sequen-
tially. In step 1, the agent makes a high-level decision and outputs
1. In step 2, the agent switches to low-level decision and outputs
neighbor 2 and 𝜆 = 0.25. In step 3, the agent comes back to the
high-level decision and outputs 4. In steps 4 to 7, the agent again
makes low-level decisions. Eventually, the agent will take 12 steps
in total to complete the generation process.

However, this flat process will make the agent hard to train for
two reasons. First, the number of steps of the MDP can be extremely
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Figure 3: An illustration of the hierarchical decision process. We go through the minority instances one by one, where the
darker blue instance is the current instance to be augmented. At the high level, we decide howmany synthetic instances will be
sampled around the current instance. At the low level, we decide which neighboring instances to perform linear interpolation
and the interpolation weights 𝜆. The low-level decision depends on the high-level decision since the length of the low-level
sampling is determined by the decisions made in the high-level.

large for the real-world dataset. Solving a long MDP is notoriously
difficult [35]. Second, the high-level decision and low-level decision
have very different action spaces. Specifically, the high-level actions
are the numbers of samples to generate, while the low-level actions
are neighbors and interpolation weights. It is difficult to model the
two very different action spaces under a unified policy.

To address these issues, we propose to view the MDP from a
hierarchical perspective. We decompose the MDP by corresponding
the high-level decision with a high-level policy 𝜋ℎ and the low-level
decision with a low-level policy 𝜋𝑙 , where 𝜋ℎ and 𝜋𝑙 use the same
state features and rewards with different action spaces. We define
the state, high-level/low-level actions, and reward below.

• State 𝑠: a vector of features describing the data distribu-
tion. We empirically use the following features: the original
features of the current instance, and the data distribution
features of the current instance. We will provide more details
of these features after defining the state and reward.
• High-level action 𝑔: an integer describing the number of
samples to generate for the current instance. This essentially
defines the goal of the low-level policy.
• Low-level action𝑎: an action that describes which neighbor
to perform interpolation and the corresponding interpolation
weight. We reduce the action space by only considering
the top 𝐾 neighbors. We then discretize the interpolation
weight 𝜆 and choose it from the set {0, 0.25, 0.5, 0.75, 1.0},
which leads to 5𝐾 possible actions in each step. It is possible
that formulating it as a continuous action will lead to better
performance, which we will study in our future work.
• Reward 𝑟 : the reward is obtained by the performance metric
on the validation data. Both 𝜋ℎ and 𝜋𝑙 will receive a zero
reward in the intermediate steps and receive a reward indi-
cating the performance metric in the final step.

The state features consist of two parts as follows.

• Original features:We use the original features of the cur-
rent instance as the first part of the state features.
• Data distribution features: These features describe how
many synthetic instances have already been generated around
the current instance so that the policies can make decisions
based on the previously generated synthetic samples in the

MDP. Specifically, we use a 10-dimensional one-hot encod-
ing to achieve this. Whenever an instance is used for linear
interpolation (i.e., the instance is either used as the starting
point or selected as a neighbor), we add one to the count of
this instance. Then we use 10 bins to compress the length of
the feature. For example, if the count is in the range of [0, 9],
the count is put into the first bin such that the first element
of the feature vector is 1 with the others being 0.

The two policies generate samples as follows. Let 𝑁min be the
total number of minority instances. The high-level policy will
generate one episode with 𝑁min steps. In each high-level step
𝑡ℎ ∈ {1, 2, ..., 𝑁min}, 𝜋ℎ takes as input the current state 𝑠𝑡ℎ and
proposes the goal for the low-level policy 𝑔𝑡ℎ , i.e., how many sam-
ples to generate. Then 𝜋𝑙 takes as input 𝑔𝑡ℎ and tries to accom-
plish this goal by taking 𝑔𝑡ℎ steps, where in each low-level step
𝑡𝑙 ∈ {1, 2, ..., 𝑔𝑡ℎ }, 𝜋𝑙 takes as input the current state 𝑠𝑡𝑙 and outputs
the sampling action 𝑎𝑡𝑙 . The overall generation process will result
in one high-level episode with length of 𝑁min and 𝑁min low-level
episodes, whose lengths are determined by the outputs of 𝜋ℎ . Then,
we obtain a reward with generated samples and set the final steps of
all the high-level and low-level episodes to be the obtained reward,
while all the intermediate steps receive zero reward.

In our preliminary experiments, we find that when IR is large,
we often need to generate more samples. This will significantly
enlarge the action space of 𝜋ℎ , which makes the policy harder to
train. To reduce the action space, we further decompose 𝜋ℎ into a
cross-instance sub-policy 𝜋 (1)

ℎ
and an instance-specific sub-policy

𝜋
(2)
ℎ

, where 𝜋 (1)
ℎ

and 𝜋 (2)
ℎ

use the same state features and rewarding

scheme but differs in the action space. Specifically, 𝜋 (1)
ℎ

only takes
one step in the generation process and outputs a cross-instance
scaling factor 𝑔 (1) ∈ {0, 1, ...,𝐺 (1) }, where 𝐺 (1) is a hyperparam-
eter. 𝜋 (2)

ℎ
performs 𝑁min steps and outputs an instance-specific

scaling factor 𝑔 (2) ∈ {0, 1, ...,𝐺 (2) } for each instance, where 𝐺 (2)
is a hyperparameter. Then the high-level action is obtained by
𝑔 = 𝑔 (1) × 𝑔 (2) . Algorithm 1 summarizes how 𝜋

(1)
ℎ

, 𝜋 (2)
ℎ

and 𝜋𝑙
collaboratively interact with the environment to generate samples.

The above design of three-level hierarchical policies enjoys sev-
eral advantages. First, it can significantly reduce the length of the
episodes. Specifically, the episode length of the 𝜋 (1)

ℎ
is only 1, the
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Algorithm 1 Generation process of AutoSMOTE

1: Input: cross-instance sub-policy 𝜋 (1)
ℎ

, instance-specific sub-

policy 𝜋 (2)
ℎ

, low-level policy 𝜋𝑙 , minority instances Xmin ∈
R𝑁

min×𝐷 , max cross-instance scaling factor 𝐺1, max instance-
specific scaling factor 𝐺2, max number of neighbors 𝐾

2: Sample 𝑔 (1) in the set of {0, 1, ...,𝐺 (1) } with 𝜋 (1)
ℎ

3: for instance ID = 1, 2, ..., 𝑁min do
4: Sample 𝑔 (2) in the set of {0, 1, ...,𝐺 (2) } with 𝜋 (2)

ℎ

5: 𝑔← 𝑔 (1) × 𝑔 (2)
6: for iteration = 1, 2, ..., 𝑔 do
7: Sample a top-𝐾 neighbor of the current instance and an

interpolation weight with 𝜋𝑙 , and generate a new sample
8: end for
9: end for

episode length of 𝜋 (2)
ℎ

is 𝑁min, and the length of each low-level
episode is determined by 𝑔, all of which are much smaller than
that of the flat counterpart. Second, by further decomposing the
high-level policy, we can significantly reduce the action space from
𝐺 (1) ×𝐺 (2) to 𝐺 (1) and 𝐺 (2) for the two sub-policies. Third, each
level of the hierarchy plays a different role in the decision, where
𝜋
(1)
ℎ

makes the dataset-level decisions of the desired over-sampling

ratio, 𝜋 (2)
ℎ

makes personalized decisions to allow generating more
samples for some instances, and 𝜋𝑙 performs actual sampling based
on the specified goals. As such, we can naturally model them with
three separate policies to learn these three very different skills.

3.3 Optimizing the Generation Process with
Deep Hierarchical RL

This subsection introduces how we optimize the three-level hier-
archical policies with deep hierarchical RL. We first describe the
training objectives for the three policies. Then we present the over-
all training procedure accelerated by multi-processing.

To enable the training of the policies with gradient descent,
we parameterize the three policies. Following the idea of actor-
critic [35], we associate each of the policies with a policy-value
network. For 𝜋 (1)

ℎ
, we first use an MLP to process the state and

produce a state representation. Then the state representation is
processed by a policy head and a value head, where the policy head
is a fully-connected layer followed by a Softmax layer to produce
action probabilities 𝜋 (1)

ℎ
(𝑔 (1) |𝑠), and the value head 𝑉 (1)

ℎ
(𝑠) is a

fully-connected layer with output dimension of 1. We use the same
procedure to process 𝜋 (2)

ℎ
to obtain 𝜋 (2)

ℎ
(𝑔 (2) |𝑠) and 𝑉 (2)

ℎ
(𝑠). For

𝜋𝑙 , the value head 𝑉𝑙 (𝑠) is obtained in the same way as above. For
the policy head of 𝜋𝑙 , we extract action features, which include
data distribution and interpolation weight. The data distribution
features are extracted in the same way as the state features, and the
interpolationweight features are obtained by one-hot encoding. The
action features are then concatenated with the state representation,
followed by an MLP to produce confidence scores for state-action
pairs. Finally, a Softmax layer is applied to all the state-action pairs
to produce action probabilities 𝜋𝑙 (𝑎 |𝑠).

Algorithm 2 Training of AutoSMOTE

1: Input: 𝜋 (1)
ℎ

, 𝜋 (2)
ℎ

, 𝜋𝑙 ,Xmin,𝐺1,𝐺2,𝐾 , total number of iterations

𝐼 , three buffer sizes 𝐵 (1)
ℎ

, 𝐵 (2)
ℎ

, and 𝐵𝑙
2: Initialize three queue buffers B (1)

ℎ
, B (2)

ℎ
, B𝑙

3: for iteration = 1, 2, ..., 𝐼 do
4: Generate samples following Algorithm 1 and store the gen-

erated episodes to B (1)
ℎ

, B (2)
ℎ

and B𝑙
5: Train on the augmented training data, get reward on valida-

tion data, and set the final steps of all the episodes to be the
obtained reward with all the intermediate rewards as 0

6: if size(B (1)
ℎ
) ≥ 𝐵 (1)

ℎ
then

7: Pop out 𝐵 (1)
ℎ

steps of data and update 𝜋 (1)
ℎ

with Eq. 2
8: end if
9: if size(B (2)

ℎ
) ≥ 𝐵 (2)

ℎ
then

10: Pop out 𝐵 (2)
ℎ

steps of data and update 𝜋 (2)
ℎ

with Eq. 2
11: end if
12: if size(B𝑙 ) ≥ 𝐵𝑙 then
13: Pop out 𝐵𝑙 steps of data and update 𝜋𝑙 with Eq. 2
14: end if
15: end for

We adopt the feudal hierarchy approaches [30] to train the poli-
cies, where each level of the policies observes the environment
in different granularity, and the three policies are updated simul-
taneously. To train the policies, we adopt IMPALA [7], a modern
distributed deep RL algorithm. Here, we mainly introduce the high-
level procedure since RL itself is not our focus; for readers who are
interested in how IMPALA works, please refer to [7]. Let 𝑠𝑡 , 𝑎𝑡 , and
𝑟𝑡 be the state, action, and reward at step 𝑡 , respectively. For brevity,
here we abuse the notation of 𝑎𝑡 , which will actually be 𝑔 (1)𝑡 and
𝑔
(2)
𝑡 in the context of 𝜋 (1)

ℎ
and 𝜋 (2)

ℎ
, respectively. We consider an

n-step trajectory (𝑠𝑡 , 𝑎𝑡 , 𝑟𝑡 )𝑡=𝑡
′+𝑛

𝑡=𝑡 ′ . IMPALA uses a V-trace target for
𝑠𝑡 ′ for tackling the delayed model update:

𝑣𝑡 ′ = 𝑉 (𝑠𝑡 ′) +
𝑡 ′+𝑛−1∑︁
𝑡=𝑡 ′

𝛾𝑡−𝑡
′
(
𝑡−1∏
𝑖=𝑡 ′

𝑐𝑖 )𝛿𝑡𝑉 , (1)

where 𝑉 (𝑠𝑡 ′) is the value head for 𝑠𝑡 ′ , 𝛿𝑡𝑉 = 𝜌𝑡 (𝑟𝑡 + 𝛾𝑉 (𝑠𝑡+1) −
𝑉 (𝑥𝑡 )) is the temporal difference, and 𝑐𝑖 and 𝜌𝑡 are truncated im-
portance sampling weights. The loss at step 𝑡 is defined as

𝐿𝑡 = 𝜌𝑡 log𝜋 (𝑎𝑡 |𝑠𝑡 ) (𝑟𝑡 + 𝛾𝑣𝑡+1 −𝑉 (𝑠𝑡 )) +
1
2
(𝑣𝑡 −𝑉 (𝑠𝑡 ))2, (2)

where 𝜋 (𝑎𝑡 |𝑠𝑡 ) is the policy head, and𝑉 (𝑠𝑡 )is the value head. Batch
training will be further used to update the model for multiple steps
at a time. The V-trace correction is helpful because training and
evaluating a classifier may result in substantial delays. The three
policies are updated simultaneously based on Eq. 2.

Algorithm 2 summarizes the training procedure. We first initial-
ize three buffers to temporally store the generated data from the
environment in line 2, i.e., tuples of ⟨state, action, reward⟩. In each
iteration, we generate new samples (line 4) and obtain rewards on
the validation data (line 5). The three policies are updated periodi-
cally with the RL objectives (lines 6 to 14). The generated samples
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Table 1: Dataset statistics with imbalanced ratios of
20/50/100.

# Majorities # Minorities # Features Domain

Phoneme 3818 190/76/38 5 Audio
PhishingWebsites 6157 307/123/61 68 Security
EEGEyeState 8257 412/165/82 14 EEG
Mozilla4 10437 521/208/104 5 Product defect
MagicTelescope 12332 616/246/123 10 Telescope
Electricity 26075 1303/521/260 14 Electricity

with the highest validation performance will be used to re-train the
classifier, which will be further evaluated on a hold-out testing set.

Multi-Processing Implementation. To maximally exploit the
computational resources, we run the sampling (lines 4 and 5) with
multiple processes in the CPU and do the learning (lines 6 to 14)
in the main process with GPU. We find that the sampling part
is CPU-intensive because the base classifier is trained with CPU.
In contrast, the learning part can be accelerated with GPU since
updating the model can be accelerated by parallelism. Modern
GPU servers often have multiple CPU cores. This motivates us to
accelerate the training with multi-processing. Specifically, we run
multiple actors, where each actor runs a separate clasffier to sample
data. Then we run a single learner on GPU to update the model
weights with the data collected from the actors. The actors and the
learner communicate with shared memory.

4 EXPERIMENTS
The experiments aim to answer the following research questions.
RQ1: How does AutoSMOTE compare with the state-of-the-art
techniques for imbalanced classification (Sections 4.2)? RQ2: Can
AutoSMOTE outperform the numerous variants of SMOTE (Sec-
tions 4.3)? RQ3: How does each component contribute to the per-
formance of AutoSMOTE and how does AutoSMOTE compare with
simple random search (Sections 4.4)? RQ4: How do the hyperpa-
rameters impact the performance of AutoSMOTE (Sections 4.5)?
RQ5: How does the learned balancing strategy of AutoSMOTE
compare with the existing over-sampling strategies (Sections 4.6)?

4.1 Experimental Settings
Datasets. The experiments are conducted on six binary classi-
fication datasets: Phoneme, PhishingWebsites, EEGEyeState,
Mozilla4,MagicTelescope, and Electricity. All the datasets are
publicly available at OpenML1[36]. We perform the following pre-
processing steps. First, we identify the numerical features and the
categorical features from the datasets. Second, we scale the numeri-
cal features with StardardScaler in sklearn, which subtracts each
value with the mean value and scales the resulting value with the
standard deviation. Third, we impute the missing values with 0 for
all the features. Fourth, for the categorical features, we use a one-
hot encoding. Since these datasets are relatively balanced, following
the previous work [2, 38, 54], we artificially create the imbalanced
datasets by randomly under-sampling the minority class with dif-
ferent imbalanced ratios. Then we randomly split 60%/20%/20% of
the data as the training/validation/testing sets, respectively. Table 1
summarizes the statistics of the imbalanced datasets.

1https://www.openml.org/

Baselines. First, we include all theunder-sampling, over-sampling,
and combined over- and under-sampling methods provided in
Imbalanced-learn2. Second, we consider two state-of-the-art gen-
erative models designed for generating realistic samples based
on variational autoencoder (TVAE) and generative adversarial net-
works (CTGAN) [41]. We leverage TVAE and CTGAN to augment
the minority class. Third, we involve MESA [26], a state-of-the-art
meta-learning algorithm, which similarly maximizes the valida-
tion performance with ensemble learning of under-sampling strate-
gies. Finally, we compare AutoSMOTE with 85 SMOTE variants
provided in Smote-variants package3 [15] in Section 4.3.

EvaluationMetric. Following the previous work of imbalanced
classification [1, 12, 31], we useMacro-F1 andMatthews Correlation
Coefficient (MCC) to evaluate the performance. Macro-F1 calculates
the F-measure separately for each class and averages them. MCC
takes into account true and false positives and negatives. Both of
them can well reflect the performance of the minority class.

Base Classifiers and Imbalanced Ratios. The performance of
a resampling algorithm is highly sensitive to the adopted base clas-
sifier and the imbalanced ratio of the dataset [14, 26]. An algorithm
that performs well under one configuration may not necessarily
perform well under another configuration. For a comprehensive
evaluation, we rank the samplers under 12 configurations with four
representative classifiers, including SVM, KNN, DecisionTree and
AdaBoost, and with three imbalanced ratios of 20, 50, and 100. We
report the average ranks of Macro-F1 or MCC of the samplers across
the 12 configurations for each dataset and the overall ranks across
all the datasets and configurations. In this way, a higher ranked
algorithm tends to perform well under different base classifiers
and imbalanced ratios. We run all the experiments five times and
report the average results. We further employ Wilcoxon signed
rank test [40] to rigorously compare the samplers.

Guidance of Validation Set. For a fair comparison, all the sam-
plers (including all the baselines) leverage the validation set to search
the sampling strategy or tune hyperparameters based on the per-
formance on the validation set: 1) for AutoSMOTE, we store the
over-sampled data with the best validation performance in search.
Then we use the classifier trained on the stored data for evaluation.
2) for MESA, we similarly use the performance on the validation
data to train the ensemble strategy. 3) for the other baselines, we
grid-search the desired ratio of the number of minority samples
over the number of majority samples after resampling (which is
often a dominant hyperparameter and is suggested to be tuned
by [14]) in the set of {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} on the
validation set. For all the samplers, we use the best configuration
discovered on the validation set and report the results on the testing
set, which is unseen in training or tuning the samplers.

Implementation Details. For AutoSMOTE, we set the max
instance-specific scaling factor 𝐺2 = 10, the max instance-specific
scaling factor 𝐺1 = 4 × IR/𝐺1 such that 𝐺1 × 𝐺2 is 4 times of
the imbalanced ratio, the max number of neighbors 𝐾 = 30, the
total number of iterations 𝐼 = 1000, the buffer sizes 𝐵 (1)

ℎ
= 2,

𝐵
(1)
ℎ

= 300, 𝐵𝑙 = 300. We adopt Adam optimizer with a learning
rate of 0.005. All the three policies use 128-128 MLP. We run 40

2https://imbalanced-learn.org/
3https://github.com/analyticalmindsltd/smote_variants

https://www.openml.org/
https://imbalanced-learn.org/
https://github.com/analyticalmindsltd/smote_variants
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Table 2: Average ranks (the lower the better) of AutoSMOTE and baselines in terms of Macro-F1/MCC. We use ▲ to denote the
cases where AutoSMOTE is significantly better than baselines w.r.t. the Wilcoxon signed rank test (p < 0.05).

Category Method Dataset OverallPhoneme PhishingWebsites EEGEyeState Mozilla4 MagicTelescope Electricity

No-resampling - 16.50▲/16.75▲ 9.75 /9.42 16.08▲/17.08▲ 12.75▲/12.83▲ 15.92▲/13.00▲ 18.17▲/15.67▲ 14.86▲/14.12▲

Under-sampling

ClusterCentroids 13.25▲/14.58▲ 19.50▲/19.58▲ 13.67▲/14.33▲ 15.67▲/15.42▲ 16.42▲/19.58▲ 15.25▲/18.25▲ 15.62▲/14.58▲
CondensedNearestNeighbour 16.62▲/17.46▲ 16.92▲/16.96▲ 17.75▲/19.17▲ 19.88▲/20.46▲ 14.33▲/14.92▲ 13.58▲/14.58▲ 16.51▲/17.19▲
EditedNearestNeighbours 14.17▲/15.42▲ 11.83 /12.42 15.71▲/16.88▲ 11.96▲/12.46▲ 13.04▲/10.71 15.25▲/15.50▲ 13.66▲/13.90▲
RepeatedEditedNearestNeighbours 14.71▲/17.04▲ 15.29▲/15.96▲ 15.33▲/17.17▲ 13.88▲/14.12▲ 10.38▲/8.88 14.62▲/14.88▲ 14.03▲/14.67▲
AllKNN 14.04▲/15.46▲ 13.46▲/13.46 15.50▲/16.75▲ 13.88▲/14.29▲ 10.71▲/8.38 16.08▲/17.17▲ 13.94▲/14.25▲
InstanceHardnessThreshold 14.21▲/13.38▲ 20.67▲/20.67▲ 14.29▲/14.46▲ 17.79▲/18.04▲ 10.25 /10.25 12.58▲/12.83▲ 14.97▲/14.94▲
NearMiss 24.42▲/24.75▲ 24.17▲/24.42▲ 22.58▲/20.92▲ 23.25▲/23.33▲ 25.00▲/25.00▲ 19.58▲/21.08▲ 23.17▲/23.25▲
NeighbourhoodCleaningRule 16.33▲/17.83▲ 13.08 /13.25▲ 15.12▲/15.88 12.83▲/13.25▲ 10.79 /9.12 ▲ 12.54▲/11.71▲ 13.45▲/13.51▲
OneSidedSelection 17.21▲/18.21▲ 11.08 /10.67▲ 15.92▲/16.17▲ 13.83▲/14.17▲ 15.62▲/13.21▲ 17.12▲/15.71▲ 15.13▲/14.69▲
RandomUnderSampler 12.50▲/10.00▲ 17.42▲/17.58▲ 11.00▲/9.25 ▲ 12.83▲/12.92▲ 10.17 /11.67 10.83▲/12.25▲ 12.46▲/12.28▲
TomekLinks 16.88▲/17.46▲ 10.04 /9.38 14.12▲/14.04▲ 14.12▲/14.29▲ 15.62▲/12.96▲ 17.38▲/16.21▲ 14.69▲/14.06▲

Over-sampling

RandomOverSampler 6.75 /8.17 12.33▲/12.75▲ 5.00 /5.58 8.00 ▲/8.42 ▲ 9.92 ▲/13.33 8.58 ▲/10.83▲ 8.43 ▲/9.85 ▲
SMOTE 7.25 /8.67 ▲ 10.42▲/10.67▲ 7.00 ▲/6.67 12.00▲/12.00▲ 11.42▲/14.17▲ 7.17 ▲/7.42 ▲ 9.21 ▲/9.93 ▲
SMOTEN 16.83▲/18.25▲ 10.71 /10.54 12.42▲/15.58▲ 9.58 ▲/10.08 18.17▲/17.33▲ 17.83▲/18.67▲ 14.26▲/15.08▲
ADASYN 7.33 /8.00 9.75 /9.58 7.50 ▲/8.17 ▲ 12.58▲/12.25▲ 10.17 /12.08▲ 8.00 ▲/8.50 ▲ 9.22 ▲/9.76 ▲
BorderlineSMOTE 6.92 /8.67 9.42 ▲/9.25 9.67 ▲/10.92▲ 9.17 ▲/9.33 ▲ 7.50 /9.75 4.67 /5.08 7.89 ▲/8.83 ▲
KMeansSMOTE 15.92▲/16.67▲ 10.00 /9.83 16.08▲/16.92▲ 12.83▲/12.79▲ 14.92▲/12.17 17.92▲/15.42▲ 14.61▲/13.97▲
SVMSMOTE 6.25 /9.08 ▲ 10.17▲/10.00 7.25 /7.75 8.25 ▲/9.33 ▲ 6.67 /8.58 4.50 /4.83 7.18 ▲/8.26 ▲

Combined over- and SMOTEENN 6.25 /6.50 14.67 /14.50 7.17 /6.92 10.75▲/10.08 8.00 /7.42 9.75 ▲/9.67 ▲ 9.43 ▲/9.18 ▲
under-sampling SMOTETomek 8.67 /9.25 ▲ 9.58 /9.75 6.67 ▲/6.42 11.42▲/11.08▲ 8.58 /10.25 7.75 ▲/7.92 ▲ 8.78 ▲/9.11 ▲

Generative models CTGAN 12.08 /9.33 ▲ 11.75▲/11.42▲ 11.50▲/12.58 10.42▲/9.25 ▲ 15.17 /15.42▲ 12.75 /11.83▲ 12.28▲/11.64▲
TVAE 14.25▲/12.17▲ 9.42 /9.17 23.50▲/18.50▲ 16.17▲/16.58▲ 20.92▲/20.92▲ 19.58▲/17.25▲ 17.31▲/15.76▲

Meta-learning MESA 19.92▲/7.33 17.08▲/16.50▲ 20.17▲/12.17▲ 17.50▲/13.25▲ 19.58▲/18.92▲ 20.83▲/18.50▲ 19.18▲/14.44▲

Auto-sampling AutoSMOTE 5.75 /4.58 6.50 /7.67 4.00 /4.75 3.67 /4.96 5.75 /7.00 2.67 /3.25 4.72 /5.37

AdaBoost DecisionTree KNN SVM
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Figure 4: Performance of AutoSMOTE with different base
classifiers (left) and imbalanced ratios (right).

actors in parallel to train the base classifiers. For the baselines, we
use authors’ implementation4 with the default hyperparameters
except that we change the metric to Macro-F1 and MCC. For TVAE
and CTGAN, we use the authors’ implementation5 with the default
hyperparameters. We use NVIDIA GeForce RTX 2080 Ti GPUs.

4.2 Comparison with the Baselines
To answer RQ1, we compare AutoSMOTE against the state-of-
the-art resampling methods for imbalanced classification. Table 2
reports the overall ranks of Macro-F1 and MCC of the samplers
on each of the datasets across all the configurations of base clas-
sifier and imbalanced ratio. We further report the overall ranks of
AutoSMOTE under different classifiers and imbalanced ratios in
Figure 4 to show insights into how different configurations impact
the performance. We make the following observations.

First, AutoSMOTE significantly and consistently outperforms
all the baselines across all the datasets. Specifically, AutoSMOTE is
ranked the top among the 25 samplers for all the datasets, and the
overall ranks across the datasets are significantly better than all the

4https://github.com/ZhiningLiu1998/mesa
5https://github.com/sdv-dev/CTGAN

Table 3: AutoSMOTE versus 85 SMOTE variants.We only list
the average ranks of the top 5 algorithms due to space limi-
tation. ▲ suggests AutoSMOTE is significantly better.

Sampler Macro-F1 Sampler MCC

AutoSMOTE 8.83 AutoSMOTE 15.08
SupervisedSMOTE 15.22▲ SupervisedSMOTE 16.56
GASMOTE 15.25▲ ClusterSMOTE 27.29▲
ClusterSMOTE 18.58▲ ANDSMOTE 28.39▲
SMOTEPSO 22.11▲ BorderlineSMOTE1 28.94▲

baselines w.r.t. Wilcoxon signed rank test. This demonstrates the
superiority of the RL-based sampling strategy. An interesting obser-
vation is that while MESA also performs searching on the validation
set, it cannot deliver competitive performance as AutoSMOTE. A
possible explanation is that MESA searches the ensemble strategies
of under-sampling, which could lose information. This phenome-
non can also be verified from the observation that the over-sampling
methods outperform the under-sampling methods in general for all
the datasets. AutoSMOTE performs better than the two generative
models, which is because AutoSMOTE can optimize the general-
ization performance with RL while the generative models can only
model the data distribution. This also suggests that the SMOTE
search space is effective since we can identify very strong synthetic
strategies within the search space.

Second, AutoSMOTE delivers consistent performance across
different classifiers and imbalanced ratios. The average rank of
AutoSMOTE is better than 6.3 across all the classifiers and better
than 6 across all the imbalanced ratios. The results suggest that
AutoSMOTE can well accommodate different configurations. A pos-
sible reason is that AutoSMOTE can identify personalized synthetic
strategies for different configurations with RL.

https://github.com/ZhiningLiu1998/mesa
https://github.com/sdv-dev/CTGAN
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Table 4: Average ranks of AutoSMOTE and the ablations on
Mozilla4. ▲ suggests full AutoSMOTE is significantly better.

Macro-F1 MCC

w/o cross-instance sub-policy 3.79▲ 4.12▲
w/o instance-specific sub-policy 2.75 3.75▲
w/o low-level policy 4.58▲ 4.21▲
Flat policy 4.67▲ 5.25▲
Random search 6.92▲ 5.75▲
Merging training and validation sets 2.83 2.83

Full AutoSMOTE 2.46 2.08

4.3 Comparison with SMOTE Variants
Since AutoSMOTE builds upon the SMOTE search space, we com-
pare AutoSMOTE with the numerous SMOTE variants to investi-
gate RQ2. We report the overall ranks of AutoSMOTE against 85
SMOTE variants across all the datasets in Table 3. We observe that
AutoSMOTE significantly outperforms the 85 SMOTE variants. It
is ranked 8.85 and 15.08 among all the samplers in terms of Macro-
F1 and MCC, respectively. We note that AutoSMOTE shares the
same search space as the majority of the SMOTE variants. Thus,
the improvement can be mainly attributed to searching with RL.

4.4 Ablation Study
To study RQ3, we compare AutoSMOTE with several ablations.
First, we remove each of the three policies in the hierarchy to
show that each level of the policies contributes to the performance.
Specifically, for removing the cross-instance sub-policy, we make
𝑔1 = 𝐺1/2 (which is the mean value of 𝑔1 when we use cross-
instance sub-policy). For removing the instance-specific sub-policy,
we assume𝑔2 = 𝐺2/2. For removing the low-level policy, we assume
the neighbors and the interpolation weights are randomly selected.
Second, we consider a flat policy baseline, which directly makes the
low-level decisions. Specifically, the flat policy directly predicts the
neighbors, interpolation weights, and a boolean indicating whether
to go to the next instance. The flat policy is also trained with RL.
Third, we consider a random search baseline6, which randomly
makes the high-level and low-level decisions within the same deci-
sion space as AutoSMOTE. The generated synthetic samples that
lead to the best validation performance are used for evaluation.
Fourth, we consider a variant that trains the classifier on both the
training set and validation set. Specifically, we merge the original
training and validation sets to form a new training set. Then the
classifier and AutoSMOTE are both trained on the new training
set. This ablation is designed to study whether it is necessary to
separate a validation set. For a fair comparison, we set 𝐼 = 1000 for
AutoSMOTE and all the ablations.

Table 4 shows the ranks of AutoSMOTE and the ablations on the
Mozilla4 dataset. We observe that AutoSMOTE outperforms all the
ablations. First, removing either of the three policies will degrade
the performance, which demonstrates the necessity of modeling
each level of the decision. Second, the flat policy is worse than
AutoSMOTE, which is expected because the flat policy suffers from
very long MDP, making RL harder to train. Third, random search

6We have tried applying the existing techniques designed for hyperparameter tuning
or neural architecture search to our problem. However, we find they are often not
applicable because they cannot deal with the hierarchical search space, where the
low-level search space has variable sizes since it depends on the high-level decisions.
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Figure 5: Performance ofAutoSMOTE and the ablationsw.r.t.
the number of searching iterations on Mozilla4 with imbal-
anced ratio of 50 and base classifier of SVM.

shows very poor performance. This is because it is hard to iden-
tify a strong synthetic strategy within the massive search space
of SMOTE, which demonstrates the effectiveness of RL. Finally, al-
though merging training and validation sets can provide more data
to the classifier, it may negatively affect the performance, which
could be explained by over-fitting. We observe that it can achieve
near-perfect performance on the training set while the testing per-
formance remains low. Thus, it is necessary to separate a validation
set so that we can optimize the generalization performance.

To better understand the searching efficiency, we visualize in
Figure 5 the best validation performance w.r.t. the number of search
iterations on Mozilla4 with an imbalanced ratio of 50 and SVM as
the base classifier. Note that we have excluded the ablation that
merges the validation set because it tends to over-fit the valida-
tion data so that its validation performance is meaningless. We can
observe that AutoSMOTE achieves better results in terms of both
final performance and sample efficiency, i.e., achieving good per-
formance with less number of iterations. We also observe that the
flat policy and random search get stuck during the search, which
again verifies the superiority of hierarchical RL.

4.5 Analysis of the Hyperparameters
For RQ4, we study the impact of𝐺1,𝐺2, and 𝐾 on Mozilla4 dataset.
First, we fix𝐺2 = 10 and 𝐾 = 30, and vary𝐺1 such that𝐺1 ×𝐺2/IR
ranges from 1 to 8 (left-hand side of Figure 6). The best performance
is achievedwhen𝐺1×𝐺2/IR = 4. A possible explanation is that a too
low ratio will make the search space too restricted to discover good
synthetic strategies, while a too-large ratio will make searching
more difficult. Second, we fix𝐺1 ×𝐺2/IR = 4 and 𝐾 = 30, and vary
𝐺2 (middle of Figure 6). We find a too small 𝐺2 will worsen the
performance. Recall that the instance-specific sub-policy makes
personalized decisions. A small 𝐺2 will restrict the personalization,
which could explain why it causes unsatisfactory performance.
Similarly, we observe a performance drop when 𝐺2 is large, which
could also be explained by the difficulty brought by the larger
search space. Third, we fix 𝐺1 and 𝐺2, and vary 𝐾 . We observe a
significant performance drop when 𝐾 is very small, which verifies
the effectiveness of performing interpolation.

Overall, we observe that 𝐺1, 𝐺2, and 𝐾 will control the trade-off
between performance and searching efficiency in each level of the
decisions. If the value is too small, it may restrict the search space
and lead to worse performance. In contrast, a too-large value tends
to make the searching more difficult and may also negatively affect
the performance given a limited searching budget.
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Figure 6: Hyperparameter study on Mozilla4.
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Figure 7: Visualization of the generated synthetic samples
and the decision boundary of DecisionTree on a toy data us-
ing AutoSMOTE and other over-sampling techniques.

4.6 Case Study
To answer RQ5, we apply AutoSMOTE, several SMOTE variants,
and CTGAN to a 2-dimensional toy dataset. This dataset is publicly
available7 and is originally synthesized for anomaly detection. We
under-sample the minority instances with an imbalanced ratio of 30,
which results in 450 majority instances and 35 minority instances.
Then we split 60% of the data for training, 20% of the data for vali-
dation, and 20% for testing. This toy dataset is challenging because
the minorities form two clusters in the two sides of the majority
instances so that the sampler could easily generate noisy samples.
We use Macro-F1 as the performance metric. Figure 7 illustrates the
generated synthetic samples and the decision boundary obtained
by training a DecisionTree classifier on the over-sampled data. We
observe that all the samplers except AutoSMOTE tend to generate
some noisy samples that interleave with the majorities between
the two clusters, which degrades the performance. In contrast, Au-
toSMOTE can identify a tailored synthetic strategy that achieves
1.0 Macro-F1 through directly optimizing the performance metric,
which demonstrates the effectiveness of the learning-based sampler.

5 RELATEDWORK
Imbalanced Learning. Existing methods can be mainly grouped
into three categories: data-level methods that aim to balance the
data distributions by modifying the training data [3, 12, 31, 37,
38, 54], algorithm-level approaches that try to modify the classi-
fier such as the loss function [19, 25], and hybrid solutions that
7https://github.com/shubhomoydas/ad_examples/tree/master/ad_examples/datasets/
anomaly/toy2/fullsamples

combine the above two [16]. Our work falls into data-level meth-
ods. Data-level methods can be further divided into three sub-
categories, including generating new samples for the minority class
(over-sampling) [4, 10], removing instances from the majority class
(under-sampling) [44], and hybrid methods that combine the above
two [28]. One advantage of over-sampling is that it will not lose
information. However, it may be prone to over-fitting. AutoSMOTE
tackles this problem by optimizing the generalization performance,
thereby alleviating the over-fitting issue. A recent work [26] pro-
poses a meta-learning algorithm, which similarly aims to optimize
the performance metric on the validation data. However, they fo-
cus on learning ensemble strategies for under-sampling, which
may lose information. In contrast, AutoSMOTE is an over-sampling
method so that the resampled data can preserve all the information.
Another line of imbalanced learningwork is outlier detection [9, 18],
which is often an unsupervised task.

AutomatedMachine Learning (AutoML).AutoML techniques
have recently show promise in various datamining tasks [13, 17, 20–
24, 39, 42, 43, 46, 48, 52, 55, 56]. The key idea is to leverage ma-
chine learning to optimize data mining solutions, such as neural
architecture search [6], hyperparameter tuning [45], and pipeline
search [11]. AutoSMOTE also falls into this line of research. In
contrast to the previous work, over-sampling exhibits unique chal-
lenges with a huge and complex decision space that requires hi-
erarchical reasoning. The existing AutoML approaches often can
only deal with simple and flat search spaces. To this end, we de-
velop a tailored search space based on SMOTE and leverage deep
hierarchical RL to jointly optimize different levels of the decisions.

Deep RL. Deep RL has achieved remarkable success in games [7,
27, 47, 49–51, 53]. Deep RL is designed for goal-oriented tasks,
where the agent is trained based on the reward signal. Recently,
deep hierarchical RL has shown promise in tackling tasks with long
horizons [30]. The key idea is decompose the MDP into decisions
in different granularities such that each level of the decisions can
be more effectively leaned. However, the successes of RL are often
only demonstrated in simulated games. Our work suggests that
deep hierarchical RL can help tackle the data imbalance problem,
which is a real-world data mining challenge.

6 CONCLUSIONS AND FUTUREWORK
This work investigates learning-based sampling algorithms for tack-
ling the imbalanced learning problem. To this end, we first formulate
a hierarchical search space based on SMOTE. Then we leverage
deep hierarchical RL to jointly optimize different levels of decisions
to achieve the best generalization performance on the validation
set. The proposed over-sampling algorithm, namely AutoSMOTE, is
evaluated against the state-of-the-art samplers and also numerous
SMOTE variants. Extensive experiments demonstrate the superi-
ority of AutoSMOTE over heuristics. In the future, we will extend
AutoSMOTE to perform combined over- and under-sampling and
deal with other data types such as images, graphs, and time series.
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