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Highlights

Predicting Surfactant Phase Behavior with a Molecularly Informed Field Theory

Kevin Shen, My Nguyen, Nicholas Sherck, Brian Yoo, Stephan Kohler, Joshua Speros, Kris T.
Delaney, M. Scott Shell, Glenn H. Fredrickson

e Chemically faithful simulations of self-assembly and phase behavior are possible with a
molecularly informed field theory.

e We apply this workflow to sodium dodecylsulfate, show that it reproduces micellar proper-
ties and trends with added salt, and investigate self-assembled structures and mesophases.
This workflow is readily extendable to complex systems with more components and larger
molecules.

e Relative entropy coarse graining efficiently learns effective molecular interactions from all
atom simulations.

e Field theoretic transformation of suitably coarse-grained models enables efficient equili-
bration and calculation of thermodynamic properties, such as phase boundaries, that are
otherwise difficult to access by particle-based simulations.
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Abstract

Hypothesis

The computational study of surfactants and self-assembly is challenging because 1) models need to reflect chemistry-specific
interactions, and 2) self-assembled structures are difficult to equilibrate with conventional molecular dynamics. We propose to over-
come these challenges with a multiscale simulation approach where relative entropy minimization transfers chemically-detailed
information from all-atom (AA) simulations to coarse-grained (CG) models that can be simulated using field-theoretic methods.
Field-theoretic simulations are not limited by intrinsic physical time scales like diffusion and allow for rigorous equilibration via
free energy minimization. This approach should enable the study of properties that are difficult to obtain by particle-based simula-
tions.

Simulation Work

We apply this workflow to sodium dodecylsulfate. To ensure chemical fidelity we present an AA force field calibrated against
interfacial tension experiments. We generate CG models from AA simulation trajectories and show that particle-based and field-
theoretic simulations of the CG model reproduce AA simulations and experimental measurements.

Findings

The workflow captures the complex balance of interactions in a multicomponent system ultimately described by an atomistic
model. The resulting CG models can study complex 3D phases like double or alternating gyroids, and reproduce salt effects on
properties like aggregation number and shape transitions.

Keywords: coarse-graining, field theory, multiscale, formulations, self-assembly, simulation, microphase, micelle, surfactant,
SDS
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1. Introduction

Industrial solution formulations are complex, multicomponent mixtures consisting of a range
of solvents, ions, small molecule additives, surfactants, and polymers. The formation of mesoscale
structures in these formulations can endow them with unique physical properties. Recent advances
in automated experimental screening provide an interesting opportunity to rapidly iterate on the
vast formulation design space (e.g., molecular weight, composition, architecture, chemistry, so-
lution composition, and temperature) in order to achieve desired performance characteristics [1].
This approach has, for instance, been used to design lipid nanoparticles [2] and target yield stress in
lamellar gels [3]. Predictive computer models of formulation properties provide a complementary
tool for understanding and guiding the design process [4]. However, the long time scales asso-
ciated with the relaxation and equilibration of molecular assemblies mean that many structural
properties are out of the reach of traditional ab intio (Al) or classical all-atom (AA) molecular
dynamics (MD) simulations. For example, the exchange time of some small molecule surfac-
tants between aggregates has been estimated to be on the order of microseconds [5], which for
moderately-sized systems has only recently come within reach of routine AAMD simulations.

To this end, many coarse-grained (CG) particle-based models have been developed for small
molecule surfactants and polymers, typically sampled using particle-based MD approaches [6,
7,8,9, 10, 11, 12, 13, 14]. By mapping high-resolution AA models to coarser effective beads,
CG models reduce the particle number, trading chemical detail for MD computational savings.
Furthermore, the CG energetic landscape is usually softer, bringing about additional computational
speed-ups relative to AAMD [15]. When working with CG surfactant models, great attention
needs to be paid to equilibrating the systems; some CG surfactant models have been demonstrated
to not be fully equilibrated even after 5 microseconds of simulation time [16, 17], reflecting the
general difficulty of equilibrating large assembled structures via CGMD.

Despite these challenges, many CGMD studies have been fruitfully conducted on surfactants.
The Shinoda-DeVane-Klein model of surfactants was one of the first models to be simulated on
large scale using GPU’s [10, 17]. A number of studies employed dissipative particle dynamics
models and thermodynamic theory to develop accurate protocols using large simulation boxes to
capture distributions of aggregation numbers [9, 13, 18, 19]. Another study similarly used large
simulations (1080 surfactant molecules) and iterative Boltzmann inversion to develop long-ranged
(12 nm) potentials that reliably reproduce aggregation numbers. MARTINI, a coarse-grained
model originally designed to study lipids [20], has been extended to study micellar and phase
behaviors of many surfactants [14]. For example, one study examined the LCST behavior when
mixing oppositely charged surfactants [21]. Several more studies have used and tuned MARTINI
models to study aggregation numbers [22] and morphologies, including hexagonal, bicontinuous,
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Email addresses: kevinshen@ucsb.edu (Kevin Shen), shell@ucsb.edu (M. Scott Shell), ghf@ucsb.edu
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and lamellar phases, of alkyl trimethylammonium bromide (C,TAB) surfactants [23, 24]. With
careful construction of initial conditions, cubic diamond and gyroid phases have also been stabi-
lized [25, 26, 27]. Several free energy methods for evaluating scission and transfer free energies
have also been developed on MARTINI models of surfactant micelles [28, 29].

This work seeks to develop a complementary approach to the study of surfactant phase be-
havior. In general, the rigorous equilibration of microstructures requires that both the periodic cell
and particle numbers are commensurate with the specified phase [30, 31]. To tackle this challenge,
we highlight that field-theoretic simulations are uniquely poised to study self-assembly processes.
Particle-based representations of CG models can in fact be exactly recast in terms of continuum
fields, after which field-theoretic simulations provide nearly-free access to thermodynamic quan-
tities like the cell stress, chemical potential, and free energy without requiring thermodynamic
integration or related alchemical methods [30, 31]. This allows for facile and rigorous equilibra-
tion of self-assembled structures, including the evaluation of equilibrium cells for periodic phases
and aggregation numbers for micelles [32, 33]. Such readily accessible free energy calculations
in the field representation augments an already powerful toolbox of free energy methods in the
particle representation [28, 29]. Additional advantages of the field-theoretic description include
computational costs that are nearly independent of particle density, and the rapid equilibration of
long chains.

To date, a practical limitation of field-theoretic models is their reliance on emergent parameters
such as Flory y interactions, typically measured or approximated via empirical means. In this work
we overcome this practical limitation by following an approach we previously proposed to con-
struct molecularly informed field theories [34]: we use AA simulations as a chemically-detailed
source of raw data on effective molecular interactions, and use this information to parameterize
field-theoretic CG models. This approach effectively leverages the strengths of both AA simula-
tions, which are chemically detailed, with field-theoretic simulations, which excel at evaluating
thermodynamic properties and equilibrating complex mesostructures. The workflow is illustrated
in Figure 1a.

There exist several systematic bottom-up coarse-graining frameworks, such as force match-
ing [35] and iterative Boltzmann inversion [36, 37]. In this work, we employ relative entropy
minimization, a systematic formulation of coarse-graining as the mathematical problem of min-
imizing the information loss incurred when moving from a chemically-detailed AA model to a
CG description [38]. Using AA models to generate molecular trajectories, we tune the CG inter-
actions to minimize the mismatch between CG and AA configurational probability distributions,
thus obtaining CG models that are faithful to the AA description.

After building the CG model, we use exact mathematical transformations to recast the CG
particle model into a field theory [30], enabling direct access to thermodynamic properties of
interest. Additionally, the field theories rapidly equilibrate self-assembled structures by directly
propagating or relaxing collective field variables [30]. Our approach thus bridges chemical detail,
accounted for by AA models, with large-scale self-assembled structures, which are characterized
via field-theoretic techniques. Taken together, this is a powerful new approach for systematically
modeling complex, multicomponent formulations and their intricate self-assembly behaviors.

In this work, we demonstrate that the approach can be effectively applied to a common anionic

surfactant, sodium dodecylsulfate (SDS, CH3(CH;);;OSO;Na" , see Fig. 1b). SDS is used in
3
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Figure 1: (a) This study employs all-atom molecular dynamics, coarse-grained molecular dynamics, and field-
theoretic simulations, which are respectively well-suited for describing chemical detail, simulating small-scale as-
semblies, and equilibrating large self-assembled structures. (b) The scheme used for mapping all-atom coordinates to
coarse-grained bead coordinates. All beads share the same smearing Gaussian radii, but have independent Gaussian
prefactors that measure the strengths of nonbonded interactions in the CG model.

many formulations [39], and an accurate SDS model can be challenging to build: it must cap-
ture the sensitive balance of electrostatics, ion-water, water-water, and hydrophobic-hydrophilic
interactions. In addition, even a “simple” system of SDS and salt is already a four-component
system—water, SDS, cation, and anion—and has many interactions to parameterize. Using a
field-theoretic representation of SDS informed by AA simulations, we explore the self-assembly
behaviors of SDS. At low concentrations, we study a range of self-assembled micellar and in-
terfacial structures, while at higher concentrations we study the morphological transitions and
stabilities of different ordered mesophases.

One advantage of studying SDS is that several properties (e.g. surfactant headgroup area,
micelle morphology) of its self-assembled structures can be simultaneously studied by AAMD,
CGMD, and field-theoretic simulations. Consequently, using a combination of AAMD, CGMD,
field-theoretic simulations, and experimental data, we assess to what extent the field-theoretic
simulations and CG models are faithful to the AA models, and to what extent the AA models
are faithful to experimental results. In Section 2, we describe the MD, coarse-graining, and field-
theoretic methods. In Section 3, we present results on the quantitative calibration of the AA model,
and the performance of the resulting CG models in predicting micelle structures and morphological
transitions.
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2. Methods

2.1. All-Atom Simulations

We perform AA simulations with the OpenMM software [40]. Nonbonded interactions use a
cutoff of 1.2 nm and electrostatics are treated using Particle Mesh Ewald with a tolerance of 107,
We conduct AA simulations at a pressure of 1 bar using a Monte Carlo barostat and use a Langevin
thermostat to control temperature. Overall, we perform a variety of both bulk and interfacial
simulations to collect trajectories that are used to construct the CG models. The exact barostat
conditions depend on the particular system and are detailed in Section 2.2. We constrain hydrogen
bonds, allowing for time steps of df = 2 fs with a Langevin thermostat relaxation time of 744= 1ps
(i.e. dt = 0.002744). We also use the OpenMM software to conduct CGMD simulations, using
custom nonbonded potentials to implement the interactions. In CGMD simulations the Langevin
relaxation time 7o is taken as the unit of time. Due to the soft nature of the CG interactions
and bonds, larger time steps of 0.17¢¢ are feasible. In terms of the Langevin relaxation time, this
already represents a 50x speedup over the AA time step size. Additional acceleration in system
relaxation times are expected from the reduced number of particles in the coarsened representation,
as well as the smoothed energy landscape, although we have not attempted to quantify the time
rescaling in this work.

For the AA force field, we use the OPC 4-point water model [41] along with the Joung-
Cheatham [42] ion model. These models have been demonstrated to well-reproduce water prop-
erties over a wide temperature range [41] and well-characterize ion solubilities [42, 43]. For
dodecylsulfate CH3(CH,),;0SO;5 , we use a GAFF-based force field previously proposed by qual-
itatively reproducing wormlike micelle morphologies [44], which combines the headgroup sulfate
force field from Yan et al. 2010 [45] and uses the more modern Lipid 14 force field for the alkyl
tail [46], which suppresses unphysical tail crystallization. Partial charges are also adopted from
this prior work.

Prior simulations assessing combinations of water and ion models for SDS have demonstrated
the importance of sulfate-ion interactions in producing qualitatively correct micelle morphologies,
and these morphological structures have been used to select between ion force fields [5, 44, 47,
48]. While radial distribution functions can identify particularly problematic force fields, there
are no comparable experimental data with which to evaluate against [5]. Similarly, the counterion
binding degree is another closely related quantity that has been used to evaluate forcefield quality
but its experimental determination was found to yield too large a range of possible values (0.45-
0.86) to use as a precise target for optimizing a force field [44].

Instead of further modifying the water and ion models, which have already been calibrated
to reproduce a variety of water and ion properties [41, 42], we instead focus on adjusting the
nonbonded Lennard Jones interaction between sodium ions and oxygens that are bonded only to
the sulfate headgroup (the oxygen joining the alkyl tail and the sulfur atom has a different atom
type). In our parameterization strategy the cross-interaction between the chosen oxygen atom type
and sodium ions, which is usually determined by the Lorentz-Berthelot mixing rule, is directly
modified, leaving all other interactions involving the same atom types untouched. This targeted
approach is sometimes termed a “nonbonded fix” or NBFIX [49, 50], and contrasts with an alter-
native approach of directly changing the sodium radius, which would change sodium interactions

5
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with all species. We find that increasing the Lennard Jones interaction radius between these two
atom types by just ~4% allows us to quantitatively reproduce the surface tension of SDS deposited
at a water-vacuum interface. Surface tensions are calculated using the test area method by pertur-
batively calculating the free energy associated with a change in interfacial area at constant volume
[51, 52]. Results are presented in Section 3.1, where we find that quantitatively matching sur-
face tension leads to marked improvements in the micelle morphology and is in agreement with
experiment and prior simulations [5, 44, 47].

2.2. Coarse-Graining Workflow

We use the relative entropy minimization technique[38] to minimize the information loss in-
curred when constructing a CG model from an AA simulation. The CG model uses Gaussian pair
interactions between all beads:

. Uj; 2 2.2
Gaussian tj —rf./2(as+as)
ﬁ py = e i/ NTE (1)
J 2 2\\3/2
2n(a; + a].)) /
2 2,2
=Byije A )

where i, j index the beads, r;; the distance between beads i and j, and a; denotes the “smearing
length” of bead i. The interaction strength can either be given in terms of the dimensionless param-
eter By;; or volume u;;. An interaction function of this form was used previously to quantitatively
reproduce activity coefficients in simple binary mixtures after suitable relative entropy parameter-
ization [53], and also applied to the prediction of PEO cloud points [34]. For simplicity, all beads
share a common smearing length ay = p:wllﬁfr = 0.31317 nm, where 4., is measured from an
AA simulation at 7 = 348 K and pressure 1 bar. The nonbonded cutoff is taken to be r.,, = Say,
beyond which the interaction energy BUG*" < 4.3 - 10~ u;;/ag ~ 0.0028y;;.

Bonded interactions are treated with harmonic bonds, as in the discrete Gaussian chain model
[30]: ;

Ul = =_p2. 3

where b;; can be interpreted as the intrinsic Gaussian bond length between beads i and j when
no nonbonded interactions are present. Finally, electrostatic interactions are treated with smeared
Coulomb interactions:

1pz:7; i
= erf J

Tij J2(a + a3)

where z; and z; are the bead charges (in units of e), and [, = e?/4ne,e0kpT is the Bjerrum length.
The dielectric constant £,(7T') is obtained from bulk water simulations (at 7 = 348 K, &, = 62.6
and /[, = 0.7676 nm). The smearing lengths g; and a; use the same values as in the nonbonded
Gaussian interactions.

These interactions are deliberately chosen to be soft interaction forms that avoid resolving
angstrom-level structural detail. This facilitates rapid sampling (i.e., no stiff interactions such as

U = )

6
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(1b)

(2a)
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Figure 2: Simulation parameters are obtained via 3 stages and several reference all-atom simulations. Stage 1 con-
siders obtaining bulk water and dodecane parameters. Stage 2 obtains water-ion and water-dodecane cross inter-
actions, holding the water-water and alkane-alkane interactions fixed. Finally, in stage 3, three separate reference
systems and/or coarse-graining schemes are considered. This leads to three different coarse-grained parameter sets:
CG-I (coarse-grained from 60 DS molecules assembled in a micelle at 2M NaCl), CG-II (coarse-grained from DS
molecules deposited at an alkane water interface), and CG-III (same as CG-II, except with additional r,, and surface
area A constraints applied.)

near-rigid bonds or hard core interactions). This approach is in the spirit of dissipative particle dy-
namics models (DPD) [9, 54, 12], and also proves advantageous in lowering the spatial resolution
required to conduct the field-theoretic simulations.

Our mapping scheme and definitions of bead types are presented in Figure 1b. Each water
molecule is mapped to a single neutral bead, while the small ions Na* and Cl~ are mapped to
single beads with +1 and —1 charge, respectively. Dodecane is also considered to facilitate param-
eterization of the dodecylsulfate (DS) alkyl tail. Both dodecane and the 12-carbon tail of the DS
molecule are each divided into 6 beads of 2 carbons each and use the same C, bead type. Lastly,
the sulfate SO, headgroup of DS is modeled by a single bead with charge of —1.

We coarse-grain the model in successive stages to manage the complexity of the multicompo-
nent mixture. Interaction parameters are determined by the stage in which they are first introduced.
The three stages of reference simulations and coarse-graining are presented in Figure 2. In the first
stage, we determine CG parameters for pure, bulk systems from AA references simulated using an
isotropic barostat. For a given temperature, we choose the water repulsion yyw = 0.2862 kT such
that it approximately reproduces water’s (in)compressibility [53]. When barostats are required,
the CGMD simulations are conducted at a coarse-grained pressure P.,, determined by simulat-
ing the water with the chosen water repulsive interaction SByyy at the atomistically-determined
water density. This approach is standard in dissipative particle dynamics simulations (DPD) [12]
and has also been previously applied in the context of relative entropy coarse-graining—the main
observation is that for liquid systems the exact pressure is of secondary importance for study-

7
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ing mixture thermodynamics as long as the systems are sufficiently incompressible [53, 34]. We
coarse-grain at 348 K, where SDS is known to form a variety of mesophases without crystalliza-
tion of the alkyl tails (at room temperature SDS crystallizes above ~40 wt%) [55]; crystallization
phenomena cannot be captured by the CG model. Additional temperatures are not considered in
this work because the experimental mesophase morphology transitions we are interested in are
essentially constant at temperatures where crystals are absent [55]. At 348 K and a pressure of
1 bar, the OPC force field for water predicts a density of p,, = 0.9745 g/mL, or a molecular vol-
ume of v, = p;! = 0.03107 nm?. The CG pressure for this density and the selected Byww is
P., = 239.282 ksT/nm>. Next, the bonded and nonbonded interactions between C, beads of the
alkyl tail of the SDS are parameterized by considering a dodecane solution. CGMD simulations
during the relative entropy minimization of dodecane parameters are conducted at P,, and a tar-
get volume augmented Lagrangian constraint is applied to ensure the reproduction of the dodecane
density. Further, since there are no angle potentials in our CG model, which significantly affect
the chain conformation of short molecules like dodecane, an additional augmented Lagrangian
constraint is applied to match the dodecane end-to-end distance [56].

In the second stage, we simulate and coarse-grain from mixtures. The dodecane-water in-
teraction yc,w is obtained from a dodecane-water simulation, such that the simulation trajectory
provides information about the immiscibility of the alkane with water. These simulations are con-
ducted with the interfacial area held constant, and a barostat applied in the normal direction (1
bar in the AA simulations, P, in the CG simulations). The salt-salt (ynana» YNact Yaicr) and salt-
water (yngyc-w) parameters are coarse-grained using an external potential ensemble technique to
increase force field transferability across ion concentration [53]. This entails simulating an elon-
gated box with a sinusoidal potential applied to the salt ions; relative entropy optimization from
such an inhomogeneous system improves predictions of the activity coefficents by enhancing the
observed variance of local concentrations within a system [53]. The equilibrium box size is ini-
tially determined from a homogeneous simulation box with an isotropic barostat. Subsequently,
the simulation box is held fixed and the external sinusoidal potential is turned on. The strength of
the sinuosoidal potential is determined by choosing an external potential strength that maximizes
the Fisher information. In both stages 1 and 2, AA simulations are equilibrated for 50 ns and
production data collected over an additional 50 ns.

Finally, in the third stage, we obtain the remaining nonbonded interaction parameters (alkyl C,
and SO; interactions with every other bead type) by evaluating three different approaches leading
to three CG parameter sets, with reference systems and constraints as follows (also see Fig. 2):

e CG-I: A lone SDS micelle with an aggregation number of 60 and 2M of added NaCl salt.

e CG-II: SDS deposited at a dodecane-water interface with 2M NaCl in the water phase. Ax-
ial and lateral dimensions of the simulation box are allowed to fluctuate independently in
response to the same bulk pressure, allowing interfacial area to fluctuate and equilibrate.

o CG-III: Same interfacial reference system as CG-II, but coarse-graining is done with an
additional augmented Lagrangian constraint [56, 57] to match the interfacial area and the
end-to-end distance of alkyl tails in the AA reference. The bonded interaction of the hydro-

carbon tails is allowed to readjust.
8
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All AA reference simulations are equilibrated for 50 ns before collecting production data for 250
ns, while CGMD simulations in each inner-loop of the relative entropy optimization are conducted
for 1.5 x 10 time steps (1.5 x 10°7¢¢ of simulation time). The aggregation number of model CG-I
is commonly used in simulations of SDS [58]. Model CG-III is physically motivated by the desire
to reproduce two important characteristics of surfactants that dictate their self-assembled morphol-
ogy: surfactant length and headgroup area. Details of the augmented Lagrangian constraint used in
deriving model CG-III are given in the SI. Models CG-I and CG-II serve as controls to understand
the efficacy of direct relative entropy minimization.

Finally, AAMD simulations are also conducted at 30 wt% for a wormlike micelle in water that
extends periodically along the long axis of an elongated box. An anisotropic barostat is applied to
allow the wormlike micelle length and cross-sectional area to equilibrate. Although these simu-
lations are not used for coarse-graining, they are used for validation of CG model transferability.
The AA simulations of wormlike micelles are conducted for 275 ns. The simulation cell and mi-
celle dimensions equlibrate over the first 60 ns, and the remaining trajectory is used for evaluating
micelle statistics. CGMD simulations of the wormlike micelle are equilibrated for 1 x 10° time
steps and production data collected over an additional 1 x 10° time steps.

2.3. Field-Theoretic Calculations

The resulting CG models can be exactly transformed into field-theoretic models. Specifically,
we use an auxiliary-field formulation, where we switch from a particle-based description of a
system in terms of particle coordinates to a mathematically equivalent representation of the system
using auxiliary {w} fields, with one field per bead type:

species

[laee [T D 5
i J

where H[{w}] is now a field-theoretic action determining the statistical weight of a given field
configuration {w}. Full field-theoretic sampling of field configurations is equivalent to running
CGMD simulations. Details of this transformation are described elsewhere.[30] The w fields are
conjugated to density p-fields, which allows easy determination of density fields via appropriate
thermodynamic derivatives with respect to the w-fields (for numerical efficiency the w-fields are
linearly transformed into exchange fields) [32]. One notable aspect of the field theory is that the
auxiliary fields are excellent collective variables that enable rapid equilibration over configura-
tions. Another important feature of the field theory is that it provides ready access to quantities
like the chemical potential and free energy that require significant and admirable work to access
with particle representations of complex molecules [31, 32]. In particular, the free energy can be
readily minimized over particle numbers and cell size to determine equilibrium self-assembled
structures. To date, no analogous calculations can be performed with particle representations be-
cause of long equilibration times and cost of minimizing free energies over particle numbers.
While the free energy can be calculated with full fluctuations via complex Langevin sampling
[31], for further gains in computational speed we invoke a mean field, self-consistent field theory
(SCFT) approximation [30]. The SCFT approximation consists of evaluating the field-theoretic

9
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Figure 3: Self-assembled structures considered in this study: (a) spherical, (b) cylindrical (shown: planar cross-
section), (c) double gyroidal, (d) alternating gyroidal, (e) lamellar, (f) inverse cylindrical (shown: planar cross section).

Blue denotes the aqueous phase, green the surfactant alkyl tails, and gold the surfactant headgroups. For clarity, small
ion concentrations are not shown.

partition function at a single dominant field configuration by solving for the saddle-point value of
each auxiliary field w:

oH

2 =0 6

6Wi w ( )
7 = f@we—H[{W}] ~ ¢ HIWY (7)
F=—1InZ= H[{w')] (8)

where the last line demonstrates that converged SCFT results for the fields w* provide direct access
to the free energy. Thus the mathematical difference between SCFT and the fully fluctuation field
theory (or its equivalent CGMD particle representation) is that the SCFT ignores the fluctuation
of fields about the saddle point {w}, which is often a good quantitative approximation but some-
times can have qualitative consequences (e.g., in the close vicinity of critical points or unbinding
transitions) [32]. SCFT has been used with great success to study coarse-grained polymeric and
surfactant systems [30, 59]. The volumetric free energy density can be further minimized with
respect to both the periodic cell size as well as the geometry of the self-assembled structure [30].
An often under-appreciated property of field-theoretic representations is that by restricting the
eigenfunctions used to represent fields to those compatible with a desired space group, SCFT sim-
ulations also allow one to enforce microphase symmetries [60]. This allows one to rigorously
study the free energies of different (even metastable) mesophases and assess their free energy
distance from stability. We consider spherical, cylindrical, double gyroidal, alternating gyroidal,
lamellar, and inverse cylindrical structures (see Figure 3 for examples of converged structures us-
ing model CG-III). For a prescribed composition (wt% of each species), the overall concentrations
are determined by assuming incompressibility and using the molecular volumes estimated from
AA simulations (see SI). Relaxing cell size at fixed concentration allows for the determination
of free energy density of each candidate microstructure; the microstructure with the lowest free
energy density is then the putative equilibrium structure.

10
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3. Results and Discussion

3.1. Quantitative Calibration of SDS Force Field

To quantitatively parameterize an AA SDS force field, we use the surface tension as a well-
defined simulation target. We deposit SDS molecules at a water-vacuum interface at the experi-
mentally determined, room-temperature saturation interfacial density of 2.27/nm?, or a headgroup
area of a; = 0.44 nm? [61, 62]. Specifically, we perform canonical ensemble simulations of a (5.3
nm)’ cube of water flanked by 5.35 nm of vacuum on either side (with periodic boundary condi-
tions, there is effectively 10.7 nm of vacuum between the two interfaces), and 64 SDS molecules
deposited at each interface, with alkyl tails pointing towards the vacuum and the headgroup point-
ing into the water phase (Fig. S1-a). A commensurate number of sodium ions is included in the
water phase to neutralize the sulfate headgroup charges.

With the default force field parameters, the SDS molecules are seen to form patchy aggregates
at the water-vacuum interface (Fig. S1-Ia), resulting in a surface tension near that of water alone
at the water-vacuum interface: 72 mN/m [63]. The pair distribution function also indicates un-
physically strong sodium-sulfate binding (Fig. S2), which has also been observed in other studies
on SDS force fields. To remedy this, we increase the Lennard-Jones diameter of the interaction
between sodium ions and the three oxygen atoms on the sulfate headgroup (the oxygen connecting
the dodecyl tail to the sulfur atom has a different atom type and its interactions with sodium are
unchanged). By systematically increasing this parameter to oy,—,p = 0.2679 nm, we are able to
reduce the surface tension to the experimental saturation value of 40 mN/m [61, 62, 64]. Upon
matching the surface tension, the sodium-sulfate pair distribution function also becomes much
more reasonable (Fig. S2), and examination of the water-vacuum interface reveals more even
surfactant coverage (Fig. S1-1la).

Further, following common practice in the AA simulation of SDS, we perform qualitative
morphological studies of micelles in the newly calibrated force field [5]. The standard in the liter-
ature is to initialize the SDS molecules in a bilayer (Fig. S1-b). Force fields that overemphasize
the bonding of sodium to the sulfate headgroups usually remain trapped in unphysical, disc-like
bilayer structures termed “bicelles” [5] (Fig. S1-Ib). In contrast, the newly calibrated force field
correctly relaxes the initial bilayer structure into elongated micelles (Fig. S1-1Ib). This agrees with
experiments and other AA studies that investigated and proposed different force field parameteriza-
tions that produce micelles instead of bicelles [5, 44, 47, 55]. Furthermore, because the time scales
required to obtain equilibrated micelle morphologies are inaccessible by AA simulations, this pro-
tocol is restricted to making qualitative discriminations of micelle structures. Instead of relying
only on a qualitative assessment of micelle morphologies, our proposed nonbonded correction for
the force field quantitatively reproduces experimental surface tensions. The morphological agree-
ment of micelle structures is an emergent behavior from matching this simple, well-characterized
thermodynamic property. It should be noted that if given accurate AA force fields, no experi-
mental input would be necessary, and the coarse-graining and field-theoretic simulation workflow
described in the following sections would give truly a priori predictions.

3.2. Coarse-Grained Model Development and Transferability
We first assess the faithfulness of the proposed workflow in preserving chemical information

and describing surfactant self-assembly by simultaneously comparing AA, CGMD, and SCFT
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Model r,, (nm) ay(nm?), MD a,, SCFT
H |

AA 1.05 0.41(7) -
CG-1 1.18 N/A N/A
CG-1I 1.32 0.33(0) 0.311

CG-1III 1.04 0.41(4) 0.435

Table 1: SDS interfacial characterization. CG-I: standard § ,,; coarse-graining from N=60 micelle at 2M NaCl. CG-II:
standard S ,.; coarse-graining from SDS at dodecane-water interface. CG-III: coarse-grained from SDS at dodecane-
water interface, with additional r,, and a, constraints.

results. In order to compare to the AA force field upon which the models are based, we need
well-controlled systems that are reproducible and accessible by AA simulations. The first system
we consider is the same interfacial configuration used for coarse-graining some of the models.
Representative AA and CG structures, and SCFT density profiles, are presented in Figure 4. We
report both the surfactant tail end-to-end distance r,, and the headgroup area ay, given their known
importance in determining the packing parameter [65, 66] and micelle shapes. The results are
presented in Table 1.

We first report that CGMD simulations of model CG-I, coarse-grained from an AA reference
with 60 surfactants at 2M NaCl, correctly recapitulate the AA reference structure, with only a
slight discrepancy in the tail length (AA: 1.04 nm, CGMD: 1.07 nm). However, Table 1 shows
that despite well-reproducing its AA reference, model CG-I is not transferrable to the interfacial
system. In addition to over-estimating r,, by 12.4%, it is unable to stabilize the dodecane-water
interface. In fact, the surfactant molecules desorb and partition predominantly as unimers into
the dodecane phase, continually shrinking the interface until it is less than the simulation cutoff
range. Model CG-I was coarse-grained from a very different system, a spherical micelle, so errors
may be attributable to a severe lack of model transferability when coarse-graining from an isolated
micelle. In fact, referring to the CG parameters in the SI Table S3, one can see that model CG-I has
much less repulsive sulfate headgroup interactions than models CG-II and CG-III. Additionally,
the hydrocarbon tail of model CG-I uses parameters that reproduce dodecane’s end-to-end distance
(1.04 nm) in the bulk, which is not far from the AA end-to-end distance at the interface (1.05 nm).
However, due to the flexibility of the CG model, the 12 carbon alkyl tail undergoes additional
stretching when adsorbed to the dodecane-water interface, leading to an overestimate of the end-
to-end distance in simulations of model CG-I.

The lack of transferability of model CG-I to the interfacial system underscores the sensitivity of
CG parameters to the references they are coarse-grained from. It is likely that some other micellar
reference, or even an extended ensemble of micelles may be a more appropriate reference [67].
While some emerging work has explored the possibility of optimizing the reference ensemble [53],
in this work we avoid the complexities of exploring and adequately equilibrating an ensemble of
micellar references, and instead investigate whether a simpler, interfacial reference can produce

reasonable CG models (i.e. models CG-II and CG-III).
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Model CG-II also shares the same alkyl tail bonding parameters as model CG-I, and similarly
exhibits overstretching of the alkyl tail. However, even with a poor tail model, coarse-graining
from the alkyl-water interface leads to a significant qualitative improvement in model CG-II over
coarse-graining from a spherical micelle (model CG-I). An important distinction is the fact that
model CG-II can stabilize an interface and surfactants are correctly retained at the interface (this
explains why model CG-II shows more chain stretching than CG-I, because more chains are ad-
sorbed to the interface in model CG-II). Models CG-I and CG-II differ only in their nonbonded
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parameters, demonstrating that tuning nonbonded interactions alone can correct for the unphysical
desorption of surfactants in model CG-I.

It is surprising that although model CG-II is coarse-grained from an interfacial simulation and
leads to a large qualitative improvement over model CG-I, it does not reproduce the headgroup
interfacial area or tail length. Apparently the relative entropy minimization determines that the
penalty associated with getting the interfacial area wrong is outweighed by other contributions
to the information loss. This rationalizes the necessity of applying additional constraints to the
relative entropy optimization process to reproduce both the alkyl tail r,, and interfacial area in the
derivation of model CG-III (details in Sec. 2.2 and SI Sec. 4). Naturally, once the constraints are
applied, both properties are reproduced. In our experience, applying constraints on r,, or interfacial
area alone was insufficient to reproduce the other property; both constraints need to be applied.
Interestingly, whereas the r,, predicted for the interfacial system by model CG-I (coarse-grained
from micelle) was off by 12.4%, model CG-III (coarse-grained from the dodecane-water interface)
exhibits improved transferability in the reverse direction and only mis-estimates the micelle r,, by
4%. It may seem surprising that simply matching the average surfactant head group area and r,, at
the interface (instead of the full distribution of end-to-end vectors of the whole chain) is sufficient
to achieve reasonable self-assembly behaviors. We believe that there are physical grounds for
this agreement—the surfactant packing parameter p = v/(a - [) [66] characterizing self-assembled
morphologies is dependent on just the surfactant area a and length /.

Additionally, 1D SCFT simulations are also conducted to evaluate the equilibrated interfacial
morphologies. By integrating the density profile, one obtains the surfactant area density in each
interface, and the headgroup area a; is taken to be the inverse of the area density. The SCFT ap-
proximation successfully reproduces the CGMD value for the surfactant headgroup area to within
0.02 nm? (5%), which is remarkable given the short nature of the surfactants and the expectation
for significant fluctuation effects. This gives us increased confidence that SCFT can be used to
quickly study properties that would otherwise be expensive via MD simulations.

For the next test, we consider a system different from any of the reference states (spherical mi-
celle and alkane-water interface). We consider SDS at 30 wt%, where it is experimentally known
to form wormlike micelles [68]. Comparing to wormlike micelles provides an additional test of
both the faithfulness of the CG models to the underlying AA reference, as well as transferability of
the CG models to system states that are not included in the AA references. To simulate wormlike
micelles, we preassemble SDS surfactants into straight cylinders and apply an anisotropic barostat
where the box length along which the micelle is aligned is allowed to fluctuate independently of
the lateral dimensions of the simulation cell. This allows the wormlike micelles to equilibrate
their lengths, and we are able to reliably equilibrate wormlike micelles in both AA and CG molec-
ular dynamics. Over the simulation times considered, the AA model does not show any signs of
aggregate breakup and the micelles remain elongated. This is consistent with experimental obser-
vations at this condition, and further validates that matching the surface tension is a viable way of
obtaining a reasonable AA parameterization of SDS.

Figure S3 presents snapshots of the resulting wormlike micellar structures. Most notably,
model CG-I, coarse-grained from a spherical micelle, actually formed flat structures in CGMD
instead of wormlike micelles. This model performs the worst in reproducing SDS behavior at

an interface, and it continues to perform poorly for the wormlike micelle as well. Secondly, we
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Figure 5: Micelle linear densities at 30 wt% SDS. Solid lines are linear densities along the box axial direction, while
dotted lines are the same quantity evaluated using SCFT.

observe that both models CG-II (not shown) and CG-III correctly form cylindrical micelles. To
quantify the wormlike micelle structure, we consider the linear density of surfactants along the
z-axis of micelle orientation. Given the fairly straight configurations of the wormlike micelles
as seen in Figure S3 (the micelles do not fold back on themselves), this is a reasonable leading
estimate of the surfactant linear density.

In Figure 5 we quantitatively characterize the surfactant linear densities at 30 wt% SDS as a
function of added salt NaCl. We observe that qualitatively, both model CG-II and model CG-III
correctly predict that the surfactant linear density increases with increasing salt. Quantitatively,
we observe that model CG-III is in reasonable agreement with the AAMD results, overpredicting
surfactant linear densities (relative to the box length) in the range of 10-25%. Surprisingly, the
upper end of the deviations is at 2M salt conditions where the CG model parameters are derived,
and the model is in fact more accurate when transferred down to OM salt conditions. Meanwhile,
model CG-II is less accurate than model CG-III, overestimating the surfactant linear density by
25-40% over the salt concentration range.

Finally, we also validate the SCFT field theory simulation by equilibrating 2D simulations at
the same concentrations as those in the CGMD simulations—circular structures in 2D represent
idealized cylindrical structures in 3D. The unit cell sizes are relaxed with concentrations fixed to
those obtained from CGMD simulations. These 2D SCFT simulations do not include fluctuations
of the micelle contour, but should nevertheless give a good approximation of the free energies
involved in assembling the cylindrical morphology of wormlike micelles. Integrating the con-
centration profiles over the unit cell cross-sectional area yields equilibrium linear densities of the
surfactant along the length of the cylindrical micelles. The SCFT results for model CG-III are in
good agreement with both the CGMD results and the AA results, reproducing the CGMD values
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to roughly 10%. Meanwhile, the SCFT predictions for model CG-II actually overestimate the sur-
factant linear density obtained in CGMD by 15-25%. As detailed in Sec. 2.3, the main difference
between the SCFT-approximated field theory and CGMD is that the former ignores field fluctua-
tions [30]; we thus attribute discrepancies between SCFT and CGMD in models II and III to these
fluctuations. Lastly, although model CG-I does not produce a stable wormlike micelle, SCFT is
still able to trap metastable cylindrical structures to estimate an expected surfactant linear density.
The resulting values exceed the axes of Figure 5, and range from 43 /nm at OM NaCl to 260/nm at
2M NaCl.

Overall, model CG-III, which is parameterized to reproduce surfactant tail length and head-
group area at the alkane-water interface, performs the best when considering wormlike micelles.
This again suggests that with an appropriate coarse-graining scheme, quantitative CG models that
capture and describe the self-assembly physics of the underlying AA model can be built.

3.3. Micelle Aggregation Numbers

Given the reasonable agreement of the AAMD and CGMD simulations, and SCFT with the
CGMD simulations, we now explore field-theoretic predictions of quantities that take significant
work to obtain by MD, whether AA or CG; we first focus our attention on micelle aggregation
numbers (N,,). Typically, in MD attention needs to be paid to simulation scales (in both time
and number of surfactants) to equilibrate the slow processes of diffusion, surfactant exchange, and
micelle fission and fusion [29, 69, 70, 71, 72]. The characteristic time for these processes are
easily on the order of us for common surfactants [16, 17].

As previously discussed, one of the unique features of the field-theoretic representation is the
facile access to free energies and its direct minimization over cell size and particle number. At
lower concentrations where discrete micelles are most stable, minimizing the free energy with
respect to the periodic cell size at fixed molecular concentrations (thus varying the total num-
ber of molecules) allows for the straightforward determination of equilibrium micelle aggregation
numbers and micelle number densities. This procedure complements an equivalent particle-based
approach of repeatedly removing surfactants from the micelle and evaluating the free energy dif-
ference upon each removal [28, 29].

In Figure 6a, we present SCFT predictions of micelle aggregation numbers of SDS under
salt-free conditions. We see that model CG-I, parameterized from a spherical micelle greatly over-
estimates the aggregation number. Model CG-II similarly also overpredicts the micelle sizes. It is
likely that the significantly larger micelle sizes in model CG-II are a function of both a surfactant
tail that stretches too much as well as smaller headgroup areas that allow for much tighter packing
of surfactants (see Table 1). In contrast, model CG-III performs quite admirably for the aggrega-
tion number when comparing to inferences from scattering data [73]. SCFT evaluations of model
CG-III appear to provide a good estimate of the balance of the energetic driving force for surfac-
tants to aggregate into discrete clusters versus the entropic preference for surfactant molecules to
be free.

Next, in Figure 6b, we demonstrate that the SCFT of model CG-III correctly captures the salt-
dependence on micelle size, and is in qualitative agreement with experiment [74]. Adding salt is
expected to increase the screening of headgroup charges and reduce the repulsions, thus increasing

the surfactant density and allowing for more surfactants to pack together. Correspondingly, this
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leads to an increase in micelle size with added salt, and is closely related to the salting out effect
of ionic surfactants [75]. We conclude that the derived CG models, when combined with SCFT,
can give reasonable predictions of micelle formation. Interestingly, for nonionic surfactants adding
salt may yield either salting-in or salting-out behaviors [76]. With neutral surfactants, electrostatic
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Figure 6: (a) SCFT-predicted micelle aggregation numbers as a function of surfactant concentration for the various
models considered. The red line is experimental data from Hammouda 2013 [73] at T=343 K. (b) SCFT-predicted
micelle aggregation numbers of model CG-III as a function of NaCl concentration. At fixed SDS molar concentration
the weight percentage changes slightly with changing salt content, with 0.10M, 0.25M, 0.50M SDS corresponding to
2.7 ~29 wt%, 6.8 ~ 7.3 wt%, 13.5 ~ 14.5 wt% SDS, respectively.
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screening is no longer the dominant effect, and whether salt promotes or suppresses aggregation
instead depends on more chemistry-specific effects of salt-induced hydration and dehydration of
micelles. In future work it would be interesting to see if systematic coarse-graining can capture
this rich phenomenon in nonionic surfactants.

We remark that many CGMD studies have found similarly good agreement between predicted
and experimental aggregation numbers, albeit at room temperature where most CGMD studies
have been conducted [9, 13, 21, 22, 77]. One important distinction should be highlighted. Most
CGMD studies of the aggregation number use large cell calculations that yield information re-
garding the distribution of micelle sizes. In contrast, in the SCFT calculations of this work we
perform free energy minimization over the size of a single micelle at constant overall surfactant
concentration; this is analogous to a maximum term approximation of the most probable micelle
size. If a full micellar distribution were required of the SCFT calculations, one would instead
have to evaluate the free energy of different sized micelles at constant chemical potential, which is
beyond the scope of this work.

3.4. SCFT Studies of Morphological Transitions

Having established the fidelity of the CG model and SCFT to realistic AA models and experi-
mental results, we conclude by leveraging the field theory to evaluate free energies across the full
composition range to probe SDS self-assembled surfactant mesostructures.

The experimental phase diagram observes a rich “intermediate phases” regime between 60 wt%
and 70 wt%, with several unidentified but partially-characterized and even coexisting phases [55].
To this end, in addition to considering spherical (sph), cylindrical (cyl), inverse cylindrical (cyl-
inv), and lamellar (lam) phases, we also consider the Ia3d double gyroid phase (gyr), which is
commonly observed in diblock copolymer systems, and the 14,32 alternating gyroid (alt-gyr) cu-
bic phase, which is consistent with some of the partial scattering data observed in experiments on
SDS [78]. By comparing free energy densities, we predict the equilibrium, stable self-assembled
morphologies. Further, the free energy calculations elucidate the energy difference between dif-
ferent morphologies, and quantify the relative stability of metastable morphologies that in practice
may become kinetically trapped.

Given the previously observed discrepancy in self-assembled structures for model CG-1, it is
instructive to consider the energetics of self-assembly of this model, as predicted by SCFT (results
presented in Figure S4). SCFT predicts that bilayer structures are the globally stable morphology,
down to around 2 wt% SDS. This is in accord with earlier observations that model CG-I does
not maintain wormlike micelles at zero salt, and instead forms bilayer structures at 30 wt%. In
fact, at 30 wt% the SCFT free energy difference between bilayer/lamellar and cylindrical struc-
tures is around 0.1 kz7/nm?>. For the simulation volumes considered in the wormlike micelle MD
simulations, this would translate to around a 40 kg7 difference between the two morphologies.

Next, we consider the zero salt phase diagram of model CG-III, thus far the best-performing
and most transferable of the considered CG models. In Figure 7a, we show the SCFT free energy
densities for each morphology relative to the structureless disordered phase under salt free condi-
tions. A free energy density less than zero indicates that there is a driving force for self-assembly.
Representative morphologies obtained from the field theory simulations are shown in Figure 3.
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Figure 7: SCFT-calculated free energy densities at zero salt for model CG-III under (a) salt-free conditions and (b)
0.50 M NaCl added salt. The disordered (unstructured) free energy density is subtracted as a reference value. Insets
are the same free energy densities, but with the domain chosen to highlight the transition from cylindrical to lamellar
structures. On the right (i-vii) are CGMD snapshots of model CG-III with zero added salt at (i) 10 wt%, (ii) 20 wt%,
(iii) 30 wt%, (iv) 45 wt%, (v) 50 wt%, (vi) 60 wt%, (vii) 80 wt%. The blue bounding boxes in each snapshot indicate
the periodic cell. The black arrows on the 50 wt% snapshot are guides to the eye meant to indicate two cylindrical
networks weaving by one another. At 80 wt% it becomes clearer to visualize the water channels (here represented by
the blue beads) instead of visualizing the surrounding SDS tubes.

In tandem, in Figures 7i-vii, we present CGMD snapshots of the same model (relaxed from ini-
tially random configurations) at various weight percentages to judge the correspondence between
CGMD and SCFT morphological predictions.

First, a transition from spherical to cylindrical micelles is estimated by SCFT to occur at around
30 wt% (Fig. 7a). For comparison, experimentally, at room temperature the 2nd CMC for SDS
(characterizing the elongation of micelles) is taken to be around 13 wt% [68, 79], while other
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simulations models have predicted it to occur somewhere between 15 and 20 wt% [9]. At the
higher temperatures (T=348 K) considered in this work, aggregation numbers are expected to be
smaller than at room temperature and correspondingly the 2nd CMC ought to be higher. Our
observed transition is thus in qualitative agreement with prior work and expectations, but likely
overestimates the transition. Although free energy analysis with SCFT predicts a transition from
discrete, spherical micelles to infinite, cylindrical micelles, we are unable to converge ellipsoidal
or elongated micellar shapes around the transition composition—non-spherical shapes may require
fully fluctuating field-theoretic simulations.

CGMD simulations of model CG-III observe the emergence of discrete, ellipsoidal micelles
at 20 wt% (Fig. 7ii), suggesting that the 2nd CMC of this system indeed occurs at a lower wt%
closer to values observed at 25°C. At 30 wt%, around where the SCFT-predicted transition occurs,
infinitely long wormlike micelles (via periodic images) appear in the CGMD (Fig. 7iii); these
wormlike micelles do not align within the simulation time and remain transverse to one another.
Thus, the SCFT-predicted shape transition potentially correlates to the transition from discrete
to infinitely long micelles, instead of when discrete ellipsoidal micelles appear. Additionally,
between 40 and 45 wt% (Fig. 7iv) the CGMD simulations begin exhibiting hexagonal packing of
cylinders, which is still consistent with SCFT (Fig. 7a). Promisingly, experimentally the transition
from wormlike to hexagonally packed cylinders occurs at around 40 wt% [55], which is in good
agreement with the CGMD simulations.

Next, we investigate the crossover from cylindrical to intermediate structures. There is a very
narrow window around 50-51 wt% where the double gyroid is predicted to be stable by SCFT,
and very close in free energy to both cylindrical and lamellar structures (Fig. 7a). Again, CGMD
simulations show approximately the same shape transitions. At 50 wt% (Fig. 7v) the CGMD simu-
lations appear to exhibit an interpenetrating network of cylinders. Although the CGMD simulation
does not relax into a double gyroid structure, this may be because the simulation cell is incom-
mensurate with the equilibrium cell size for double gyroids. The SCFT-predicted free energetic
driving force for forming a double gyroid network relative to other structures is also very small,
suggesting that it may be very hard to equilibrate and observe in MD. The SCFT-predicted win-
dow of stability is also very small and probably shifted by fluctuation effects intrinsically included
in CGMD, making the double gyroid window even harder to pinpoint in CGMD. Nevertheless,
the observed CGMD morphology is consistent with the SCFT prediction that hexagonally packed
cylinders are no longer the favored morphology, and the CGMD morphology also more closely
resembles the double gyroid structure than well-aligned, hexagonally packed cylinders.

Following the gyroid phase, SCFT predicts that the next globally stable structure is the lamellar
phase (Fig. 7a). Correspondingly, at 55 wt% (not shown), the CGMD simulations show signs of
adjacent cylindrical structures fusing and forming flatter, strut-like structures. It is not until 60 wt%
(Fig. 7vi1) that the CGMD simulation unambiguously forms lamellar structures. This is also around
the weight fraction that maximizes the SCFT-predicted free energy stability of lamellar structures
relative to the double gyroid (Fig. 7a). Experimentally, the lamellar transition is observed around
70 wt% [55]. The lamellar transition is thus underpredicted by somewhere between 10 and 20 wt%
by CGMD and SCFT, respectively. There are several potential reasons for this underestimation and
lack of transferability, which will be discussed in Section 4. Finally, at higher weight percentage

of SDS, the predicted stable SCFT morphology features inverse cylindrical structures, where it
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is water that forms the channels while SDS bilayers fill the interstices between them (Fig. 7a).
CGMD at 80 wt% (Fig. 7vii) confirms this SCFT prediction.

In SCFT we are also able to trap metastable alternating gyroid structures (Fig. 3d) of two
networks (one formed by cylindrical structures with an alkyl core and a second network formed
by water channels surrounded by a SDS bilayer). Although SCFT predicts this phase is less sta-
ble than lamellar structures at all concentrations considered, it does outcompete double gyroid
structures above 60 wt% (Fig. 7a), consistent with experimental observations of unidentified in-
termediate phases in the window from 60-70 wt% [78]. The reasonable qualitative agreement
of the location of this alternating gyroid phase with experiment suggests that it could be one of
the intermediate phases. It is possible that future refinement of the coarse-grained model could
globally stabilize the alternating gyroid phase over the lamellar phase.

The structures and transitions observed in our CGMD simulations of SDS with zero added salt
are also largely in agreement with those observed in CGMD studies using other CG models of
surfactants, following the same sequence of structures as the concentration of surfactant increases
[23, 24]. Furthermore, the transitions happen at roughly the same concentrations as well. For
instance, when comparing to recent simulations of several dissipative particle dynamics models
of SDS at room temperature, the transitions for our model (their model) occur at: micellar —
ellipsoidal at 20 wt% (not reported) — cylindrical at 30 wt% (35 wt%) — hexagonal at 40-45 wt%
(40-45 wt%) — bicontinuous at 50 wt% (50-60 wt%) — lamellar at 60 wt% (75-80 wt%) as the
concentration of surfactant increases [7]. The largest discrepancy in our model is for the lamellar
transition, as discussed previously when comparing to experiment.

Next, the same trends are largely preserved upon the addition of 0.5M NaCl salt (Figure 7b).
Relative to the salt-free case (Fig. 7a), all the transitions are decreased by around 3-5 wt%. The
transition from discrete micelles to infinitely long cylindrical micelles now happens at around
25 wt%, and the cylinder-lamellar transition occurs at around 48 wt%. While the crossover in
free energy densities between cylindrical and gyroidal structures remains at around 51 wt%, the
lamellar phase is stabilized sufficiently such that the double gyroidal phase is never globally stable.
Again, these shifts in the phase boundary are in qualitative agreement with physical expectations.
In Figure 6b, we previously demonstrated that increasing salt concentration increases the aggre-
gation number of micelles. This increased micelle size is expected to lead to an earlier transition
to wormlike and lamellar micelles. Alternatively, at constant surfactant volume v and tail length
[, decreasing the headgroup area (via increased screening from added salt) increases the packing
parameter p = v/(a-[l) [66]. Since the packing parameter theory expects the morphology sequence
to follow sphere — cylinder — lamellae — inverse structures as the packing parameter increases,
increasing salt pushes the transitions in the same (and observed) direction.

These observations demonstrate that our coarse-grained models yield reasonable morphologi-
cal transitions, and that CGMD and SCFT can be used in a complementary way on the same un-
derlying microscopic model. We observe that in regions where the SCFT-predicted driving force
for forming a particular morphology is small, the CGMD simulations also exhibit intermediate
morphologies, perhaps because the driving force towards the global equilibrium structure is small
or that there are many metastable states of comparable energy. Due to equilibration challenges,
self-assembled structures in MD are usually full of defects, possibly stressed in an incommensu-

rate cell, subject to hysteresis, and hence phase transitions can be difficult to resolve or interpret.
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SCFT serves as an efficient way to understand and even quantify the competitive landscape of
self-assembled structures.

Finally, to better understand the morphologies, in Figure S5 we examine the characteristic
spacing between SDS structures. For discrete, spherical structures, we define the characteristic
spacing to be d = V'3, where V is the volume of the periodic cell, or roughly the available trans-
lational volume per micelle. For cylindrical structures, this spacing d is taken to be the primitive
cell length of the hexagonal unit cell d = [. The characteristic spacing for lamellar structures and
inverse-cylindrical structures are similarly defined. For the double gyroid structure, because there
are two networks per primitive cell, we define d = [/2 where [ is the side length of the double
gyroid primitive cell. For the alternating gyroid, there are effectively 3 SDS “layers” as one moves
along a primitive cell vector: one from the SDS-filled cylinder, and two bilayer structures from
SDS wrapping around the water channel. We hence define d = [/3 for the alternating gyroid.
Because the geometry of each phase is different, we expect these definitions to only be a rough
guide for comparing spacings between phases.

Nevertheless, we make the important gualitative observation that the characteristic spacing for
each morphology is non-monotonic with respect to the SDS wt%, just as the free energy curves for
each morphology in Figure 7 appear parabolic with increasing SDS content. This non-monotonic
behavior indicates that upon adding SDS, the characteristic spacing of a given morphology can-
not decrease indefinitely, and the domains start swelling beyond a certain concentration of SDS.
To continue decreasing the characteristic spacing as additional surfactant is added, morphologi-
cal transitions are necessary. Correspondingly, the results suggest that morphological transitions
roughly correlate with whichever morphology is best able to minimize the characteristic spacing,
and the sequence of phases that minimize spacing follows the same ordering as predicted by the
free energy calculations (albeit quantitatively at slightly lower concentrations).

4. Conclusion

Surfactant self-assembly is highly sensitive to the chemical structure of the surfactants: for
example, the addition of a couple atoms can significantly change phase behavior [80, 81]. Ge-
ometric and thermodynamic theories have been developed to understand the general behavior of
surfactants in terms of a few key quantities like the headgroup area, tail length, and the surfactant
transfer free energy between free solution and micelle [66, 82]. However, it has always been a
challenge to connect underlying chemistry to physically interpretable parameters, and approaches
range from using group contribution methods to extensive experimental calibration [82, 83]. We
show that without resorting to increasingly complicated potentials or coarse-graining strategies
[84], our multiscale modeling approach can provide a systematic path towards quantifying how
underlying chemical detail manifests in terms of the effective interactions of a bead spring model.
Although simple, the model can be predictive, much in the spirit of how surfactant theories iden-
tified transparent and interpretable quantities governing surfactant behavior.

Our modeling approach’s ability to make de novo predictions of surfactant self-assembled
morphologies stems from its use of all-atom (AA) simulations as the only input for chemical
detail. The approach leverages AA trajectories as chemically-detailed reference systems, and uses
the relative entropy to incorporate this chemical detail into coarse-grained (CG) models that can be
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simulated by field theory. The resulting molecularly informed field theory provides efficient access
to thermodynamic quantities relevant to the calculation of equilibrium structures. We showed that
coarse-graining from a micellar structure does not yield a reasonable CG model. One potential
way to improve upon this model is to study an extended ensemble of micellar references, although
this would introduce many additional considerations for what constitutes an appropriate selection
of micelle structures. Instead, we showed that a straightforward procedure of coarse-graining
from SDS at a water-dodecane interface by minimizing the relative entropy with constraints on
the surfactant headgroup area and tail length can result in reasonable surfactant models that are
transferable across compositions.

The best CG model (CG-III) reproduces surfactant headgroup area and tail lengths at an inter-
face to within 1%, while wormlike micelle linear densities are reproduced to within 10-25%. The
resulting surfactant model at 348 K quantitatively matches experimental aggregation numbers, and
also reproduces expected experimental trends: the aggregation number increases with increasing
surfactant and salt concentrations. This demonstrates the ability of the proposed coarse-graining
approach to produce CG surfactant models that are reasonably predictive for micellar properties,
without the use of explicit experimental data during the coarse-graining process. Part of this agree-
ment stems from the fact that the AA force field quantitatively reproduces the SDS surface tension,
but the performance of the CG models also relies on the coarse-graining procedure preserving the
complex interplay of interactions present in the AA model. While the current workflow is able to
make a priori predictions, in the future, experimentally available quantities (e.g. on aggregation
numbers) can also be used to further constrain and refine the CG models.

At higher densities, the CG model reasonably describes the sequence of morphological tran-
sitions, and we show that although CGMD simulations are difficult to equilibrate, the observed
morphologies nevertheless are broadly consistent with SCFT simulations of the same model. This
demonstrates that despite the mathematical approximations inherent in SCFT calculations, it can
still be profitably used to understand and predict the self-assembly of even small molecule surfac-
tant systems. For example, we are able to isolate a novel alternating gyroid morphology by the
field theory and locate it where experiments expect to see cubic structures [78]. However, the al-
ternating gyroid was only metastable in the SCFT, and further work is needed to see if fluctuations
or a more refined CG model would be able to globally stabilize this morphology.

Further comparing with experiment, the hexagonal ordering transition observed in CGMD is
within 5% of experiment, whereas the lamellar transition is about 10-15 wt% lower than expected
in experiment. There are several potential reasons why the lamellar phase may be overstabilized
at higher concentrations in the CG models, and these reasons provide avenues of future research.
First, our CG models are developed at lower concentrations. This may explain their good per-
formance at reproducing micellar properties at lower concentrations, but they exhibit decreased
transferability at concentrations above 50 wt% SDS. Secondly, consistent with a model developed
at lower concentrations, the electrostatic interaction employed in our model uses a constant back-
ground dielectric set by pure water. This is correct in the low concentration limit when the solution
is mostly water, but does not accurately describe microphase-forming SDS phases, where much
of the mass comes from alkyl tails, which have a much lower dielectric constant (expected to be
around 2) [85, 86, 87]. As an alternative to assuming a constant background dielectric, one could

coarse-grain to a polarizable bead model that gives the correct effective dielectric constant in the
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water and alkyl phases [88, 89, 90]. This would better describe the changing dielectric properties
as SDS is added, and may lead to more accurate model predictions at higher SDS concentrations.

Additionally, the model may be further refined by introducing additional bead types, most
likely a new bead type to describe the last bead of the SDS tail and associated chain-end effects,
as well as an additional bead type to describe the junction between the aklyl tail and the surfactant
headgroup. The introduction of just two additional bead types would introduce 13 additional
nonbonded interactions to the system, which may give it additional representational power to more
accurately describe self-assembly at higher concentrations [91].

Another rich direction for exploration is to make fuller use of experimental data in guiding
model design. For example, SDS exhibits rich behavior in the intermediate 60-70 wt% compo-
sition range. To better resolve these intricate phases, one could attempt to coarse grain directly
at the higher concentrations of interest. However, this approach is challenged by the difficulty of
obtaining appropriate, equilibrated atomistic trajectories to coarse grain from. In this case, addi-
tional experimental data would be invaluable. For example, if space groups were unambiguously
resolved for the phases in this intermediate window, the identified space groups can be applied
as constraints to evaluate the stability of the phases and facilitate exploration of coarse-grained
models to stabilize the target structures. Yet another approach would be to apply additional con-
straints on the coarse-grained model, such as requiring the coarse-grained surfactant to reproduce
bending energies of self-assembled bilayers or wormlike micelles (obtained either by experiment
or all-atom simulation). Lastly, another important area for connecting with experimental results is
to re-coarse grain the model with different salts to assess salt-specific effects, or re-coarse grain at
multiple temperatures to assess effects on micelle morphology at lower temperatures. This will be
pursued in future work.

In summary, we have shown that systematic bottom-up coarse-graining can be used to de-
rive, de novo, CG models that can be effectively simulated in field theory to study self-assembly
behaviors. Our approach demonstrates how field theoretic simulations can complement CGMD
simulations of the same molecular model, and enables new capabilities like easily evaluating free
energies and equilibrating the preferred size and symmetry of ordered microstructures. Impor-
tantly, chemical details representing the complex interplay of ionic and hydrophobic interactions
in the AA model are retained in the CG model, resulting in at times near-quantitative reproduc-
tion of surfactant properties, comparable to an extensive literature of CGMD studies of surfactants
[7, 9, 21, 23, 77]. We believe this work is an important step towards the accurate and efficient
simulation of the self-assembly behaviors of realistic formulations, which are usually highly mul-
ticomponent and depend on the delicate balance of a myriad of interactions. Future work will
develop methodologies for calculating additional properties of interest like the critical micelle
concentration, as well as combine the surfactant model developed in this work with additional
components, such as PEO [34], polyelectrolytes [92], and other small molecule additives.
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1 All atom force field development

1.1 Surface tension and all atom morphologies

(a) (b)

WU TE'S

0.26 0.28 0.30
ONa - oP

Figure S1: Room temperature water-air surface tension at a surfactant coverage of 0.44/nm?, as a function of
the Lennard-Jones interaction diameter o between sodium ions and oxygens with atom type oP. Dashed line
is the experimental surface tension of SDS. Representative morphologies are presented for (I) unmodified
force field, (II) force field parameter used in this work (¢ = 0.2679nm), (a) water-vacuum interface, (b)
initialized from a bilayer structure, simulated at 2wt% NaCl. Figures Ia and Ila depict the water-vacuum
interface, viewed from inside the water layer, while Figure Ib shows a frozen bilayer structure, viewed from
above. Figure IIb shows two wormlike micelles.
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1.2 Sodium-headgroup g(r)’s

70 . ; . .
_JC-EL‘J, o=0.2572nm
60 _JC-FLJ, a=0.2679nm A
JC-e , 7=0.2715nm
50 | LJ ]
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< 40! —AqVist |
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Figure S2: Pair distribution functions g(r) obtained with different Lennard-Jones radii used between sodium
ions and the sulfur atom on the sulfate head group. The final model that reproduces the experimental
surface tension is ¢ = 0.2679nm. The black line uses the Aqvist ion force field,S! a popular ion force field
that fortuitiously produces reasonable radial distribution functions, but it is also known to prematurely
crystallize around 2M.52
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2 Coarse-Grained Parameters

Table S1: Fixed Parameters

Table S2: Common parameters determined by stages 1 and 2

Parameter Value
aw 0.3132 nm
ac, 0.3132 nm

aso; 0.3132 nm
ANo+ 0.3132 nm
aci— 0.3132 nm
Zso; -le
ZNa+ le
2ol -le

Iy 0.7676 nm

Parameter

Value  unit

Table S3: Model-specific parameters

TWww

YCsCs

YC. W
YNaNa
Ycict

YNaCl
YNaW
Yciw

0.2862 kT
1.6039 kT
0.9028 kpT
1.1207 kT
2.2511 kT
-0.7135 kT
-0.1867 kpT
0.6314 kT

Parameter  CG-I CG-II  CG-III  unit
YNaCsy 0.0676  0.2114 0.2860 kT
YCiC, 2.4583  2.5245  2.5137 kT

Ysorsor 0.6967 2.9058 2.9214 kT

Ysorw -0.2515 0.0180 -0.0807 kgT
Vs0; Na+ -0.8933 -1.4236 -0.0300 kT
Vsorci- 0.2970  0.3817 0.3689 kT

Yso; s 0.0295 0.9269 1.0368 kT

beycy 0.4106  0.4106 0.3182 nm

602504_ 0.2112 0.1844 0.1868 nm
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3 Molecular Volumes

Table S4: Estimated molecular volumes.

Molecule  volume (nm?)

water 0.0307
dodecane 0.4148
NaCl pair 0.0316

Na-DS 0.4042

4 Augmented Lagrangian Relative Entropy Minimization

For each target property X;, an additional augmented Lagrangian penalty term is added to the relative

entropy: 53,84

Seet() = D Ain((Xidea () = (Xi)an) + S (X)oa(y) — (Xi)an)? (1)

2

where - are the forcefield parameters (both bonded and non-bonded), i indexes the property of interest, and
n indexes the stage. The coefficient ¢; ,, is the strength of the quadratic penalty and is gradually increased in
each stage until the constraint is satisfied. The inclusion of the Lagrange term with coefficient \; ,, enables the
constraint to be satisfied without requiring the quadratic coeflicient ¢; ,, to go to infinity. In the first stage,
Aiyo s set to 0. After each stage, the Lagrange coefficient is updated A; o1 = A — i n((Xi)oa — (Xi) a4)-

Since the bonding model in this work does not feature angle potentials and only has one parameter, the
bond length, it can not simultaneously reproduce root mean square bond lengths (which would be achieved if
minimizing relative entropy alone) and end-to-end distances. In the spirit of coarse-grained polymer models
where the statistical segment length is chosen to reproduce larger-scale properties like the chain end-to-end
distance instead of monomer-monomer bond lengths, 5° we similarly opt to reproduce the end-to-end distance
as the physical observable relevant for self-assembly. To this end, we treat the bond strength as the only
variable that directly responds to the end-to-end distance constraints.

Coarse graining then follows an iterative scheme:

1. Holding all parameters ezcept for the Cs-C5 bond length bc,c, parameter constant, we optimize the

bond length with only the augmented Lagrangian term.

2. Holding bc,c, constant, we relax the relevant coarse-grained parameters for a given stage of coarse
graining via relative entropy minimization, with augmented Lagrangians applied for either the box

volume or surface area constraints, where applicable.
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In practice, we find that iterating the above process twice is sufficient to reproduce bond lengths to
within 0.01lnm (i.e. after 2 iterations further relaxing the nonbonded interactions via the augmented relative

entropy optimization does not significantly affect the observed end-to-end distances).

5 Wormlike Micelles

(@)

(c)

Figure S3: Representative wormlike micelle structures at zero salt for (a) all-atom, (b) using model CG-III,
and (c) using model CG-I, which collapses into a bilayer, sheetlike structure.
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6 Morphological free energies of model CG-I
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Figure S4: Predicted free energy densities of model CG-I for each considered morphology. Free energies are
plotted relative to the value for the lamellar phase in order to emphasize that bilayer structures are stable
down to around 2wt% SDS. This is consistent with CGMD simulations that were unable to stabilize wormlike
micelles and instead found bilayer structures. At all concentrations considered, the disordered phase has
higher free energy density than the self-assembled structures.
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7 Characteristic spacing of morphologies in model CG-III

characteristic spacing (nm)

0 T T T T T
0 20 40 60 80

wt % SDS

Figure S5: SCFT-predicted characteristic spacings of each morphology as a function of wt% SDS for model
CG-III. The shadings highlight the phase with minimum characteristic spacing. See text for definition of
the characteristic spacing for each morphology.
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