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Abstract

The interpretation of precursory seismicity can depend on a critical nucleation length
scale h*, yet h* is largely unconstrained in the seismogenic crust. To estimate h* and
associated earthquake nucleation processes at 2-7 km depths in Oklahoma, we studied
seismic activity occurring prior to nine M 2.5-3.0 earthquakes that are aftershocks of the
3 September 2016 M 5.8 Pawnee, Oklahoma, earthquake. Four of the nine M 2.5-3.0
aftershocks studied did not have detectable seismicity within a 2 km radius of their
hypocenters in the preceding 16 hr time windows. For the other five events, which
did exhibit foreshock sequences, we estimated the static stress changes associated with
each event of each sequence based on precise earthquake relocations and magnitude
estimates. By carefully examining the spatiotemporal characteristics, we found all five
of these M 2.5-3.0 aftershocks, and 70% of our studied events were plausibly triggered
via static stress transfer from nearby earthquakes occurring hours to seconds earlier,
consistent with the cascade nucleation model and a small h* in this region. The smallest
earthquakes we could quantitatively study were M -1.5 events, which likely have 1-2 m
rupture dimensions. The existence of these small events also supports a small nuclea-
tion length scale h* = 1 m, consistent with laboratory estimates. However, our obser-
vations cannot rule out more complicated earthquake initiation processes involving
interactions between foreshocks and slow slip. Questions also remain as to whether
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aftershocks initiate differently from more isolated earthquakes.

Introduction
The way that earthquakes start and the role that foreshocks
might play in that process is thought to depend on a critical
nucleation length scale #* that is a function of friction param-
eters, stress conditions, and elastic properties of the fault rocks,
as described in equation (1). A small h* (meter scale) suggests a
cascade foreshock model, in which small foreshocks and larger
earthquakes initiate in an identical fashion (Ellsworth and
Beroza, 1995; Beroza and Ellsworth, 1996). This model sug-
gests that foreshocks are earthquakes that trigger each other
(and the mainshock) through static stress transfer without a
widespread aseismic slip component. A large h* (kilometer
scale) is more consistent with the preslip model (Ellsworth and
Beroza, 1995; Beroza and Ellsworth, 1996). In the preslip
model, foreshocks are triggered by aseismic slip, typically
attributed to the extended nucleation of a large earthquake; so
this model can explain prolonged foreshock sequences and
their migration, sometimes observed prior to large subduction
zone earthquakes (e.g., Kato et al., 2012; Ruiz et al., 2014;
Schurr et al., 2014). However, the coexistence of a large earth-
quake that hypothetically requires a kilometer-sized nucleation
region and smaller foreshocks that also rupture dynamically
requires heterogeneous fault properties that likely complicate
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Supplemental Material

the physics beyond what the laboratory and theoretical studies
display (McLaskey, 2019).

Here, we consider the spatiotemporal patterns of seismicity
and the previous foreshock models primarily as a way to help
constrain #* in the seismogenic crust and to test if the seismic
observations are consistent with estimates of h* based on lab-
oratory-derived parameters. Although the techniques outlined
in this work might be applicable to other faulting environ-
ments, we focus this study on north-central Oklahoma,
United States, where fluid injection has contributed to a num-
ber of large earthquakes in recent years.

Background on Nucleation Length Scale
Theoretical considerations indicate that earthquakes begin
slowly, with stable fault slip that precedes dynamic fault rupture
(Ida, 1972; Andrews, 1978; Dieterich 1992; Rubin and Ampuero,
2005). This slow nucleation phase has been observed in labora-
tory earthquake experiments (Okubo and Dieterich, 1984;
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Ohnaka and Kuwahara, 1990; Nielsen et al., 2010; McLaskey,
2019). These works show an early phase characterized by slow
slip and low-rupture velocities until the ruptured region expands
to the critical length #* (also termed L), and a later phase dur-
ing which rupture velocity rapidly increases to close to the speed
of sound (Ohnaka and Kuwahara, 1990; Latour et al, 2013;
McLaskey and Kilgore, 2013). Theoretical arguments suggest
that h* has the form

GD,

hNUnf

(1)

in which G is the shear modulus, g, is the effective normal stress,
and D, and fare frictional parameters. Although the precise def-
inition fis somewhat debated, a common formulation is f = b—a
(Rice, 1993; Scholz, 1998), in which b-a is the velocity depend-
ence of steady state friction.

Laboratory experiments show that #* is on the order of a
meter for smooth, bare granite surfaces deformed at o, ~
5 MPa (McLaskey, 2019). Granite is thought to be a represen-
tative rock for the continental crust and crystalline basement in
Oklahoma, and if we scale g, to pressures expected at seismo-
genic depths (~100 MPa) and include friction parameters deter-
mined for wet granite at seismogenic pressures and temperatures
(Blanpied et al., 1995), we expect h* ~ 0.1-1 m. However, there
is considerable uncertainty regarding the scaling of D,; it is
thought to scale with fault roughness (e.g., Scholz, 1988) or thick-
ness of the shear zone (Marone and Kilgore, 1993). Seismological
studies have showed that a parameter related to fracture energy
scales with earthquake size (Abercrombie and Rice, 2005), which
could suggest D, ~ 1 mm (h* ~ 100 m) for M ~1-2 earthquakes
and D, ~ 1 m (h* ~ 100 km) for M ~6 earthquakes (Tinti et al.,
2005, and references therein). However, those parameters likely
reflect the combined effects of rupture initiation, propagation,
and arrest (Ke et al., 2021), and may not be appropriate for char-
acterizing earthquake initiation, which is arguably a more local-
ized process that is independent of rupture arrest. Modeling
studies have assumed h* ranging from 2 to 20 m (Lui and
Lapusta, 2016; Veedu and Barbot, 2016), up to 1 km (Tse and
Rice, 1986; Barbot et al., 2012); however, this choice is strongly
dictated by numerical tractability. Considering the above argu-
ments, h* at seismogenic depths is highly uncertain.

Bounding the seismogenic zone at very shallow depths, low
0, and unconsolidated granular material likely produce much
larger h*. At great depths, above about 300°C, #* becomes large
or undefined when quartz begins to exhibit crystal plasticity
and f becomes negative, that is, velocity strengthening (Scholz,
1998).

One in situ constraint on h* is the existence of small earth-
quakes. Recent work (Wu and McLaskey, 2019) showed that
for a small earthquake to become fully dynamic (and not slow
with low stress drop), the rupture radius a must be about 5 x
larger than the nucleation length h*. Earthquakes with a = h*
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remain slow, with low Ag, and only weakly radiate seismic
waves. Thus, the observation of small-magnitude standard
seismic events with rupture radius a may place an upper bound
on h* (i.e., h* < a).

However, fault heterogeneity may complicate the relation-
ship between h*, foreshocks, and a minimum earthquake
dimension. Small seismic events might be the result of locally
brittle fault conditions that cause a localized reduction in h*,
whereas the initiation of a larger earthquake might hypotheti-
cally be controlled by a larger, fault-average h* and exhibit a
larger nucleation region. This behavior was observed in labo-
ratory experiments (McLaskey and Kilgore, 2013), and, if rel-
evant to natural faults, it suggests that the spatial extent of the
foreshock region may provide an estimate of the larger nucle-
ation region (e.g., Dodge et al., 1996; Kato et al., 2012; Chen
and Shearer, 2013; McLaskey and Lockner, 2018). Recent mod-
eling studies have investigated the interplay between a larger
aseismic nucleation process and smaller seismic events (Noda
et al., 2013; Schaal and Lapusta, 2019; Cattania and Segall,
2021). Some studies show that the “kick” provided by small
seismic events can facilitate an abrupt nucleation and circum-
vent a larger, slower nucleation process (Noda et al., 2013;
McLaskey, 2019) and directly grow from small events (with
small h*) into larger events (McLaskey and Lockner, 2014;
Cattania and Segall, 2021). Therefore, even if the existence
of small events does not place definitive bounds on fault-aver-
age h*, it may offer a mechanism by which earthquakes can
initiate with effectively small #* and no large preslip region.

If h* is indeed small (~1 m) on continental faults, this sug-
gests that foreshocks and nucleation will likely follow the cas-
cade model (e.g., Landers 1992, Hector Mine 1999, Pawnee
2016, Ridgecrest 2019). We would expect any foreshocks to
be tightly clustered in space and time similar to standard main-
shock-aftershock sequences. Alternatively, if we observed
extended swarms of foreshocks that are spatially isolated
compared to their magnitudes, thus making stress transfer
an unlikely triggering mechanism, we might suspect that wide-
spread aseismic slip or some other factor was responsible for
triggering those events. Some fault zones, particularly creeping
fault segments and some subduction zones, are known to have
more clay-rich minerology (Carpenter et al., 2011, Kameda
et al., 2015), which can produce values of f that are near zero.
Such conditions would promote large h*, perhaps on the order
of kilometers or tens of kilometers. Earthquake swarms and
foreshocks on such faults may be better characterized by some
form of the preslip model (e.g., Tohoku 2011, Iquique 2014,
Valparaiso 2017).

Caveats to This Study
In this work, we study seismic activity occurring before nine
M 2.5-3.0 earthquakes that are aftershocks to the 3 September
2016 M 5.8 Pawnee, Oklahoma, earthquake. Each of these nine
study events share common instrumentation and geologic
Number 4
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setting, so we collectively study the group of earthquakes and
the variations between them, to sample the variability of ini-
tiation processes that might occur under nominally identical
circumstances, and to better inform our estimates of h* in
the region. We built nine catalogs that focus on seismicity lead-
ing up to each of the nine study events, and study the spatial
and temporal distribution of prior seismicity. Our approach
follows previous work (e.g., Dodge et al., 1996; Ellsworth
and Bulut, 2018; Yoon et al., 2019). However, we study events
that are clearly aftershocks of the Pawnee earthquake, and this
can affect the interpretation of our results.

First, some of the events we studied were likely directly trig-
gered by the Pawnee earthquake due to Coulomb stress changes,
dynamic shaking, or other processes. However, we focus our
study on earthquakes occurring 12-31 days after the Pawnee
mainshock when the earthquake rates associated with
Coulomb stress changes are expected to be slowly declining
(i.e., Dieterich, 1994). We must acknowledge that occasional
events during this 12-31 day time period were likely directly
triggered by the Pawnee mainshock, but rate increases associ-
ated with spatiotemporally localized earthquake clusters require
a different driving mechanism. Most of the events in a cluster
must either be aftershocks of aftershocks (in cases where events
were plausibly triggered via static stress transfer within the clus-
ter), or they must be triggered by something else, such as spa-
tiotemporally localized slow slip. Distinguishing between those
scenarios is the central aim of our analysis.

Second, our analysis assumes that event-to-event inter-
actions within an aftershock sequence are controlled by the
same physical mechanisms as those at play for more isolated
earthquakes, just at an accelerated rate. Our results would thus
be biased if aftershocks initiate in a different way from more
isolated earthquakes. There is evidence showing that higher
loading rate can effectively shrink 4* and cause earthquakes
to initiate more abruptly (e.g., Kaneko and Lapusta, 2008;
Guérin-Marthe et al, 2019); however, a full comparison
between inferences based on aftershocks and those made from
more isolated sequences is outside the scope of this article. The
Pawnee earthquake was also the result of wastewater injection;
we assume here that the mechanics of the aftershocks we study
are unaffected by the fluid injection in the region.

Finally, we do not claim that our observations or our esti-
mates of h* can be generalized to other faulting environments.
Pawnee is an intraplate earthquake. We expect a larger h* for
mature plate boundaries, especially some subduction mega-
thrusts (e.g., Bouchon et al, 2013) and on oceanic transform
faults (McGuire et al., 2005).

Although previous studies of foreshocks analyzed seismicity
in the days to weeks before M > 6 earthquakes (e.g., Dodge
et al., 1996; Felzer et al., 2002; Kato et al., 2012; Yoon et al.,
2019), we study only 16 hr time windows prior to M 2.5-3
aftershocks and focus our study on a 2 km sized box surround-
ing each of those events. We chose the 16 hr time window,
Volume 93

Number 4« July 2022 « www.srl-online.org

Downloaded from http://pubs.geoscienceworld.org/ssal/srl/article-pdf/93/4/2147/5634070/srl-2021184.1.pdf
bv Cornell L Iniversitv Liser

because it is relatively long, compared to the seconds-to-
minutes event interactions observed during some sequences,
but not so long that it is a significant fraction of the time since
the mainshock. The 2 km box is approximately twice the radius
of influence of an M 2.5 earthquake, as described later.

Pawnee Earthquake

North-central Oklahoma experienced a rapid increase in the
number of earthquakes since 2009. The majority of this
increased activity is linked to wastewater injection into the
Arbuckle Group (e.g., Ellsworth, 2013; Keranen et al., 2013,
2014). Earthquakes generally occur in the basement, and do
not associate with known faults compiled via reflection seismic
data and geologic mapping (Marsh and Holland, 2016;
Schoenball et al., 2018). Rather, they map out faults that show
a pattern of conjugate faulting that are favorably aligned for slip
within the contemporary tectonic stress state, determined by
wellbore measurements to have a maximum horizontal stress
Shmax Of N85°E (Alt and Zoback, 2017).

The 2016 September 3 12:02 UTC M,, 5.8 Pawnee earth-
quake occurred as the result of shallow strike-slip faulting
about 15 km northwest of Pawnee, Oklahoma. It is the
largest instrumentally recorded earthquake in the history of
Oklahoma, and was widely felt throughout Oklahoma and
neighboring states (USGS, 2016). Figure 1 shows the relevant
faults, seismic stations, and located seismicity in our study.
The earthquake occurred along the previously unmapped,
northwest-southeast-trending Sooner Lake fault (SLF), also
known as the Pawnee fault, which crosses the northeast-south-
west-trending Labette fault (LF). Both the faults are preferen-
tially aligned for failure in the contemporary stress state (Alt
and Zoback, 2017). The SLF also crosses the Watchorn fault,
which is apparently inactive and does not host seismicity. From
the relocated aftershocks, we observe that the SLF is formed
by an en echelon pattern of smaller faults, such as those high-
lighted near study events 2, 3, and 6. We discuss those in more
detail in the Results section. En echelon patterns of fractures
had also been observed near the Arkansas River through
geological surveys, near the epicenter of the Pawnee mainshock
(Kolawole et al, 2017; Schoenball and Ellsworth, 2017).
Moment tensors derived by inverting the W phase and regional
surface waves indicate left-lateral strike-slip focal mechanisms
with near-vertical nodal planes (e.g., Yeck et al., 2017; USGS,
2016).

Figure 1b shows our catalog overlaid on a slip model of the
Pawnee earthquake derived from joint kinematic inversion of
geodetic and seismological data of Grandin et al. (2017). The
hypocenter is located in the Precambrian basement at a depth
of 4.6 km. The aftershocks roughly delineate the upper edge of
the main slip area. They are located within the crystalline base-
ment along a ~7.5 km long segment between 4 and 6 km depth.
According to the slip model by Grandin et al., (2017), the rup-
ture was confined within the basement, concentrated in an
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Figure 1. Relocated seismicity from 3 September to 6 October 2016.
(a) Inset map of the location of the study area within Oklahoma.
Gray dots describe the relocated seismicity, orange dashed lines
denote the three fault traces. LF, Labette fault; SLF, Sooner Lake
fault; and WF, Watchorn fault (inactive); the red star is the epicenter
of the Pawnee mainshock; inverted triangles are the PW seismic
stations; small cyan squares are the nine study events, indexed

chronologically from 1 to 9; magenta lines indicate conjugate

subfaults on which study events 2, 3, and 6 lie (b) depth profile of
seismicity along AB. Circles are hypocenters with colors indicating
the time of each event relative to the mainshock. The background
is adapted from the slip model from Grandin et al. (2017), derived
from the combination of geodetic and seismic datasets. The color
version of this figure is available only in the electronic edition.
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Figure 2. A stem graph of magnitude versus time for the Pawnee
earthquake aftershock sequence. We study the spatial-temporal
patterns of seismicity in each of the nine highlighted 16 hr

subsequences. Each subsequence leads to an event with M 2.5
or above, indicated by blue squares. The color version of this
figure is available only in the electronic edition.

8 km long rupture area at 4-9 km depth, and failed to enter the
sedimentary layer.

Past research on the Pawnee earthquake has been summa-
rized by Chen and Nakata (2017) and references therein, focus-
ing on the hydrological responses, imaging the rupture process
and surface deformation using geodetic and seismic observa-
tions, liquefaction, Coulomb stress interactions between the
foreshocks and mainshock, and stress drop variations.

Methods

Catalog and nine study events

We studied aftershocks in the first 34 days after the Pawnee
earthquake to search for candidate M > 2.5 events for more
detailed analysis. Excluding events in the first 10 days immedi-
ately following the mainshock (which had very high back-
ground seismicity) and events that were further than 1 km
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from either the SLF or LF, we found nine M > 2.5 events (here-
after “study events”). Figure 2 describes the timing and mag-
nitude of those nine study events. The supplemental text 54,
available in the supplemental material to this article, contains
the full catalog.

Figure 3 summarizes the magnitude distribution of nine
subcatalogs compiled for the nine study events. Each subcata-
log is confined both spatially and temporally, containing seis-
micity in a 2 km X 2 km box centered around the study event in
a 16 hr time window immediately preceding the study event.
For catalog number 6, the REST algorithm (Comte et al., 2019)
was used to make detections. In the other eight subcatalogs, we
chose a reference event of ~M 0 located within the 2 km x
2 km box and then manually searched the entire 16 hr time
window for all events with amplitudes greater than or equal to
the reference event. Based on this detection procedure, we

www.srl-online.org Volume 93 Number 4« July 2022



Seq 1
Seq 2
Seq 3
Seq 4
Seq 5
Seq 6
Seq 7|
Seq 8
Seq 9

Count (log10)
o

051

1 1 1 1

—1 0 1 2 3 4
Magnitude

Figure 3. Magnitude of completeness. The nine catalogs from the
nine study events are complete to M 0, except sequence 6, which
is likely complete to M —1. The overall catalog (in black), used to
identify study events, is complete to M 2.5.

conservatively estimate the magnitude of completeness for all
the subcatalogs to be M 0. Sequence 6 is likely complete to
about M —1. Additional events were also located through
match filtering, as described subsequently.

Source location and relocation

For initial location, we manually picked P and § arrivals from
the PW stations. They were deployed from 4 September 2016
to 16 November 2016 as part of the Incorporated Research
Institutions for Seismology (IRIS) XR, O2, and Y7 networks,
and were sampled at 250 Hz. In total, there were 5707 and
7735 P and S picks, respectively. On average, each event has
14 picks, with the ratio of P/S picks at 0.8.

After initial locations using Antelope’s dbloc program, we
carry out hypoDD relocations (Waldhauser and Ellsworth,
2000; Waldhauser, 2001) with differential times from both the
catalog and cross correlation. In total, we obtained 297,541
P-wave differential times from cross correlation and 22,544
from catalog, and 534,866 S-wave differential times from cross
correlation and 36,859 from catalog. Overall, the amount of
cross correlation derived differential times is a factor of 13
larger than those from catalog. The hypoDD double-difference
algorithm iteratively solves for hypocentral variations in a least
squares’ sense by minimizing the residuals of travel times
Volume 93 '« Number 4 .
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between pairs of nearby events recorded at common stations,
thus removing bias due to velocity model errors. To obtain
error estimates of the relocations, we used the resampling
with replacement approach, as discussed in Waldhauser and
Ellsworth (2000). We grouped our catalog into subsets of
~100 events and then used singular value decomposition on
each subset to obtain formal uncertainty estimates, which are
tabulated in the supplemental material, and are shown for all
events plotted in the Results section.

Match filtering detection

To augment our catalogs, we selected 19 M 1.5-2.5 events that
are distributed along the pair of conjugate faults as template
events and performed match filtering in the 16 hr window pre-
ceding each of the nine study events. In total, 274 additional
events were detected. The analysis procedure generally follows
that of Shelly et al (2007). Template events were scanned
through the continuous waveforms (250 Hz) in hourly blocks
for each 16 hr sequence, instead of the entire 24 day record.
Templates were cut 1 s before and 5 s after the P-wave arrival.
Both templates and the continuous waveforms were band-pass
filtered between 15 and 24 Hz. Detections occur when the
stacked correlation coefficient summed across all stations
exceeds eight times the median absolute deviation.

Spectral ratio analysis to determine magnitude
Event magnitude was determined using the multiwindow coda
spectral ratio (MWCSR) method, which was first proposed by
Imanishi and Ellsworth (2006) and is an extension of the
empirical Green’s function method (e.g., Mueller, 1985; Ide
et al., 2003). This method takes advantage of the averaging
property of S-wave coda (e.g., Mayeda et al, 2007) and has
been shown to lead to more stable spectral ratios compared
with conventional spectral ratio methods (e.g., Wu et al., 2018).
We used three-component velocity seismograms, rotated them
to radial, transverse, and vertical directions, and used only the
transverse component. For a pair of collocated events, we first
calculated the spectral ratios between the larger and the smaller
events. We calculated spectral ratios using multiple coda win-
dows and then stacked them. The stacked ratios more closely
resemble the theoretical spectral ratio for the omega-squared
model (Brune, 1970) than the individual spectra. This is
because the cancellation of path effects even for earthquakes
at nearly the same location is not exact, and multiple windows
suppress the uncorrelated noise introduced by multipaths
between source and receiver.

Figure 4 describes the details of the MWCSR method using
a pair of collocated events in our catalog. We fix the number of
windows to five, so 20 individual spectral windows contribute
to the stack (four stations for this event pair, five windows).
The length of the time windows used is 5 s. The first window
starts at 80% of the S-wave travel time (arrival time-origin
time) after its arrival. Each successive window overlaps the

Seismological Research Letters 2151



(a) «10% Station: PW12 Component: Transverse

1.5 T T

T T

Evid 1194, 2016/9/20 19:23:24 (M,, 2.2) ‘

Q
E -
S
(0]
:Czj 15 I i ! i i
?Ez 4000 . ; ; ; ;
< Evid 2540, 2016/9/15 15:35:18 (M, 1.5) ‘
2000 J
0
—2000 J
—4000 : L : L i
30 35 40 45 50
Time (s)

previous one by half the window length. Spectral estimates of
each window (colored lines in Fig. 4b) are averaged using the
method outlined in appendix A of Wu and McLaskey (2019),
and the final stacked spectral ratio is shown in black.

The ideal spectral ratio r(w) is flat at frequencies below the
corner frequency of the larger event (event 1) and above the
corner frequency of the smaller event (event 2), and falls off with
a decay of the form w™ in between. For relative moment esti-
mation, we utilize only the low-frequency amplitude (), and we
utilize the reported seismic moment of the larger events (Yeck
et al.,, 2017), to determine the moment of the smaller events in
our catalog (Q = Mg eyent1/Moevenz)- We estimate that our
moment calculations are accurate to a factor of 2 (6 dB).

Estimation of radius of influence R

An earthquake rupture imparts stress changes that may pro-
mote or inhibit additional ruptures in its vicinity. In this work,
we assumed that nearby events are coplanar and estimated the
on-fault static stress changes A7(r) solely based on the earth-
quake magnitude and an assumed stress drop Ao = 2 MPa,
which was found by Wu et al. (2018) to be the median stress
drop of 73 aftershocks of the 2016 Pawnee sequence. Given the
uncertainties in the fault geometry and difficulties estimating
the stress drop of these small-magnitude events, we believe a
more sophisticated analysis that considers Coulomb stress
changes or includes stress drop calculations is not justified.
We did estimate the stress drop of the larger events in our
catalog based on corner frequencies estimated using the
MWCSR-derived spectra (see the supplemental text S3) and
found Ag = 2 MPa to be a reasonable assumption.
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Figure 4. Details of the multiwindow coda spectral ratio (MWCSR)
method for two collocated events. (a) Transverse component
time series with event origin at 30 s. Colored horizontal lines are
the windows used in MWCSR. (b) About 20 spectral ratios (four
stations x five windows) averaged to the final stacked ratio
(black). The color version of this figure is available only in the
electronic edition.

In our simplified approach, we first estimated the rupture
radius a of each event using its seismic moment M,, and
assume a circular source and Ag = 2 MPa. Using the expres-
sions for seismic moment M, = GAD (AKki, 1966) and static
stress drop Ao = %G% (Kanamori and Anderson, 1975),
we find

7 My’
a= (R A_a) , (2)
in which G = 30 GPa is the assumed shear modulus, A = 7a? is
the rupture area, 22 is the nondimensional shape factor for cir-
cular faults (Eshelby, 1957), and D is the average slip over the
rupture area.

We then assign an analytical slip profile §(r) to an event
constrained by its a and M, and use it to estimate the onfault
stress change A1(r). We chose the slip profile proposed by Ke
et al. (2021) over alternatives (Burridge and Halliday, 1971;
Cowie and Scholz, 1992; Biirgmann et al., 1994), because it fea-
tures a nearly constant stress drop within the ruptured region
and stress changes with no singularities (Fig. 5a). For this pro-
file, the ratio between peak slip D and a is fixed for a given
Volume 93 « Number 4 .
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slip (Fig. 5d):

G [l 36D
2n(1-v) Jo (r—§)o¢

At(r,t) = dé, 3)

in which v = 0.25 is the Poisson ratio. A7(r) shows a reduction
in shear stress within most of its source radius, an increase near
the tip of the arrested rupture, and rapid decay outside the rup-
tured region (Fig. 5d), as observed in recent laboratory experi-
ments (Ke et al., 2021).

Next, we propose a quantity named “radius of influence” R
to characterize the extent of influence for an event. Studies of
stress transfer and earthquake triggering suggest that a specific
stress threshold for earthquake triggering may not exist (Ziv
and Rubin, 2000), rather, stress changes may advance or delay
the time of a future nearby earthquake by an amount of time
proportional to the amplitude of the stress changes, as well as
other factors (Dieterich, 1994). Our work supports this idea
and shows that larger stress changes tended to trigger earth-
quakes in a shorter amount of time. However, to provide a
reference line that illustrates an earthquake’s stress changes,
we assume a 10 kPa threshold for calculating R. 10 kPa is near
the lower limit of where correlation between stress changes and
seismicity rate changes were observed in many aftershock stud-
ies (Harris, 1998; Ziv and Rubin, 2000; and references therein).
For Ao =2 MPa stress drop and the 10 kPa threshold
R = 8.8a. R is quite sensitive to the choice of threshold; a
change to 1 kPa (R > 254) or 100 kPa (R = 3a) would signifi-
cantly affect how an event’s influence is visualized. However, R
is not sensitive to the choice of slip profile. The model of
Burridge and Halliday (1971), for example, produces nearly
identical stress changes A7(r) for r > 4a.

R scales with Ao and M, following a power law relationship
(Fig. 5¢),
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Figure 5. Source parameters—d(r), Az(r), R. (a) Analytical slip
profile 8(r), determined as a function of a and D following Ke
etal., (2021) (b) D and a follow a linear relationship for a given
Ag. The equation is given in the Estimation of Radius of Influence
R section. (c) Contour plot of R as a function of Ac and M,.
(d) Stress change profile computed from §(r) using equation (3).
Black dashed line is A7 = 0. The radius of influence R is defined
for ranges that satisfy At > 10 kPa. (e) Schematic showing the
radius of influence R and a. R is in green, from the center of the
rupture radius until when At < 10 kPa (gray). The color version
of this figure is available only in the electronic edition.

R(My, Ao) = ¢;MEAGP, (4)
in which ¢, =5.95x103 m* N2, a =1/3, B = 1/6.

M, has far more influence on R than Ao: our 2x (6 dB)
uncertainty in M, described earlier, results in ~26% (2 dB)
variation in R, whereas a 4x variation in Ag would produce
similar variation in R. For this reason, and because A¢ esti-
mates depend strongly on corner frequency estimates that
are less reliable, we focus our efforts on accurate estimation
of M, and do not attempt to estimate Ao.

We illustrate the source parameter calculations (a, D, and R)
with an M 2.7 event. Given its seismic moment and assuming
Ao =2 MPa and a circular rupture, we find through equa-
tion (2) that the rupture radius a = 145 m. For the chosen slip
profile (Ke et al., 2021) and 2 MPa stress drop assumption, the
peak slip D and a are linearly related (D = 1.03 x 10~*a), so D
= 15 mm. Next, equation (3) is used to solve for the stress
change profile A7(r,t), which results in R = 1275 m (ie,
A7 drops to 10 kPa at 1275 m from the center of rupture).

Results

Analysis of the nine study sequences

For each event in each of the nine sequences, we compute its R
using equation (4) while assuming Ao = 2 MPa. We then plot
the event hypocenters, estimated rupture areas, and radii of
influence (assuming a 10 kPa threshold) projected onto a fault
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plane (Figs. 6, 7, and Fig. S1). For sequences 5 and 7, the rel-
evant events roughly lie on the SLF and LF, respectively.
However, the relevant events for sequences 2, 3, and 6 scatter
along subfaults that are conjugate to the SLF and LF whose
orientations are described in Figure 1. Figure 6 shows the
spatiotemporal patterns of seismicity for sequences 2, 3,
and 6 with the events projected onto their respective conjugate
subfaults. Figure 7 shows sequences 5 and 7 with relevant
events projected onto the SLF and LF, respectively, as well
as zoom-ins of some smaller swarms that occurred within
the 16 hr time window. Figures 6 and 7 also contain stem
graphs of magnitude against time until the study event, similar
to Figure 2. Sequences 1, 4, 8, and 9 have no observable
prior events within the spatiotemporal constraints and, there-
fore, are only shown in Figure S1. Because of their close prox-

Figure 6. Sequences 2, 3, and 6. For each sequence, the estimated
rupture areas of prior events are plotted as solid circles, and the
study event is bolder and in bold blue; the rupture radius is
computed using equation (2) for A = 2 MPa. The timing of the
relevant events are labeled as T — <time till study event>. The
dashed lines are the radii of influence computed using equa-
tion (4), plotted in the same color as the event itself. Sequences 3
and 6 have been zoomed in to better show the details. Black
crosses show uncertainty in event locations and span from, for
example, —dz to +dz, in which dz is the error estimate reported in
supplemental file S4. On the bottom panel, we plot stem graphs
of magnitude versus time for relevant events of the three
sequences, which are color coded with the top panel.

imity in space and time, sequences 5 and 6 may be linked;
however, because they appear to occur on different subfaults
and are separated by more than 16 hr, we consider them

separately.

Sequences 2, 3, and 6. In sequence 2, an M 1.2 event
occurred 9 s prior to the M 2.7 study event (ie. “T — 9 s7).
The radius of influence of that event overlaps with the hypo-
center of the study event, so we believe that the M 2.7 study
event was triggered through standard stress transfer. In the
lower right corner, an M 1.9 event 8.5 hr prior to the study
event triggered two M 1.5 events 3 and 5 hr later, respectively.
However, the M 2.0 and 1.2 events have no preceding trigger-
ing events within the 16 hr time window.

Sequence 3 started with two events of M 2.1 (T = 10 hr) and
M 1.2 (T = 8.5 hr) with no immediately preceding triggering
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events. After the M 1.2, event, three events follow in a cascad-
ing manner (M 0.6, —0.4, and 0.5), with the first two only
slightly outside of the radius of influence of the triggering
M 1.2 event. The last of the three (M 0.5) triggered an
M 1.9 event (T = 2.4 hr), which then triggered the remaining
events (including the one not labeled), all through standard
stress transfer consistent with the cascade model.

Sequence 6 started with two events of M —0.3 (T = 13 hr)
and M —0.5 (T = 9 hr-11 min), with no immediately preceding
events. The latter seemed to trigger an M 1.5 event 11 min later,
although its R does not fully extend to the hypocenter of the
M 1.5 event. Three hours later, an M 1.6 event occurred with-
out preceding triggering events. It triggered a sequence of
events (M 0.8 T=2hr,M 1.7 T=5min, M 2.8 T = 4 s) that
eventually led to the study event, all through standard stress
transfer consistent with the cascade model.
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Sequences 5 and 7. In sequence 5, shown in Figure 7, an M
2.4 event occurred 14 min prior to the M 3.2 study event. In
sequence 7, an M 2.7 event occurred 1.5 hr prior to the M 2.9
study event. In both the cases, the radius of influence of the
preceding events (M 2.4 and 2.7) overlaps with the hypocenters
of the study events, so we believe that the two study events were
triggered through standard stress transfer.

Sequences 5 and 7 both contain swarms of seismicity that
call for more scrutiny, because swarms can be indicative of
aseismic forcing. In sequence 5, there were two swarms of seis-
micity that are 1.5 and 15 hr before the study event. The M 0
events that compose the swarms have more limited radius of
influence and likely do not affect the cascading sequence that
starts around T = 14 min. However, it is worth zooming in to
observe how each swarm develops.

To better describe the relative timing of the swarm events,
we denote the first event as occurring at time “¢,” and the sub-
sequent events are at “t + Af”. Swarm (c) consists of four
events, and three of them cannot be easily explained by stan-
dard stress transfer. The sequence starts with an M —0.8 event,
followed by M —1.0 (¢t + 22 min) and M -0.3 (¢ + 46 min), and
finally another M —0.8 (t + 49 min). It is unlikely that the first
three events triggered each other via static stress transfer. Their
radii of influence are too small compared to the spatial sepa-
ration of their hypocenters. This type of behavior may suggest
some ~100 m scale aseismic process that triggered the first
three events of the swarm. Approximately 100 m scale slow
fault slip would be inconsistent with the cascade model. The
Volume 93« Number 4
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Figure 7. Sequences 5 and 7 and their swarms. As in Figure 6, the
rupture areas, radii of influence, and location uncertainties are
plotted as solid circles, dashed circles, and black crosses,
respectively. The study event is bold blue, and the timing of the
relevant events relative to the study event is labeled. (b,c,f) Zoom-
ins of the boxed regions in (a) and (e). (d,g) Color-coded stem
graphs of magnitude versus time for the sequences shown in
(@) and (e), respectively.

last event of the swarm (M —0.8 at t + 49 min) falls within the
radius of influence of the preceding M —0.3 event and can be
easily explained as an aftershock of the M —0.3.

Swarm (d) consists of seven events and only the first (M 0.2)
cannot be easily explained by standard stress transfer. Two
events of M 0.6 (¢t + 1 min), M 0.8 (¢t + 8 min) followed the
first event in standard cascading fashion. The hypocenters
of all the following events in a 2.5 hr window fall within
the radius of influence of the M 0.8 event and, therefore, were
triggered through static stress transfer.

In swarm (e) of sequence 7, we only highlight the time and
magnitude of the relevant events. Three events cannot be easily
explained by standard stress transfer: the first event (M —0.3),
an M —0.6 event (¢ + 1.5 hr) that falls slightly out of the radius
of influence of the first event and the M 2.0 event whose hypo-
center also falls somewhat out of the radius of influence of the
first two events. All the remaining, unlabeled events that fol-
lowed fall within the influence of the M 2.0 and 1.1 events and,
therefore, were likely triggered through static stress transfer,
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consistent with the cascade model. We omitted their labels for
clarity. The M 2.7 event (T = 1.5 hr) also falls somewhat outside
the radius of influence of the M 2.0 (T = 6.7 hr).

Sequences 1, 4, 8, and 9—No foreshocks. Study events 1,
4, 8, and 9 had no events (M = 0) in their vicinity within the
16 hr time window.

Summary of spatiotemporal triggering

Figure 8a summarizes the seismicity of sequences 2, 3, 5, 6, and
7 by plotting, for each event of each sequence, the time elapsed
since its likely triggering event (At) and the estimated stress
change (A7) imparted by the triggering event. When an event
could have multiple potential triggering events, we picked the
one that would result in the largest A7. The first event of each
sequence is omitted because At is undefined. The figure shows
that short triggering times (At < 6 min) were always associated
with A7 > 10 kPa. Out of 71 events in the five sequences, 50
events (70%), including all five study events, fall above the
10 kPa threshold. The other events apparently triggered by
A1 < 10 kPa are those that are more difficult to explain with
standard stress transfer from immediately preceding events. As
discussed earlier, some isolated events can be explained as
resulting from stress perturbations from the Pawnee main-
shock; however, sequence 5 contained a number of prior earth-
quakes that occurred far outside the radii of influence of
immediately preceding events, suggesting that perhaps some
~100 m scale aseismic process was responsible for triggering
some of the earthquakes, or that our assumptions about trig-
gering due to standard stress transfer are not entirely appro-
priate. The events of sequence 5 were generally aligned with the
SLEF, which ruptured in the M 5.8 Pawnee mainshock, so it is
possible that afterslip on this fault was responsible. The other
events prior to other study events were aligned either with the
conjugate LF or smaller conjugate faults.

For all five sequences, we observe an inverse relationship
between At and At for the larger events (M > 1.2). This sug-
gests that while small A7 < 10 kPa can potentially trigger an
earthquake, the triggering process takes more time if A7 is
small. This is consistent with a time-dependent nucleation
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Figure 8. Summary of sequences 2, 3, 5, 6, and 7. (a) For each
event, At is the stress change imparted by its assumed triggering
event, and At is the time lapse between them. The first event of
each sequence is omitted. The size of the circle denotes the
magnitude of each event, and the color indicates the sequence to
which it belongs. (b) An example of time-randomized catalog.
The dashed line shows the least squares fit for sequence 2. (c) The
histogram shows the slope of 1000 randomized catalogs. Each
vertical line indicates the actual slope of a sequence.

process that is a function of At (e.g., Dieterich, 1994). On the
other hand, quasi-static afterslip (known to occur after many
earthquakes) would also produce a time-variable effect, as
would other anelastic responses of the rock mass.

Limitations
Our analysis of triggering and stress transfer relies on a num-
ber of simplifying assumptions. We assume circular ruptures
with radial rupture propagation such that the earthquake
hypocenter is also its centroid. Unilateral and noncircular
earthquake ruptures are commonly observed, and this could
produce location errors as large as 1-2a (<23% variations in
R, for our 10 kPa threshold). We also assumed a stress drop
Ao =2 MPa when calculating the radius of influence R.
About 10x variations in Ac would cause ~50% variations
in R. Our estimates of moment may be uncertain by up to
2x, which would cause ~30% variation in R. As previously
mentioned, a 10x change in triggering threshold (i.e., 100 kPa
or 1 kPa) would cause the most significant variations in R
(3% or 300%).

Second, our simplification of stress changes shown in
Figures 5 and 6 are only strictly accurate when both triggered
and triggering earthquakes occur on the same planar fault. In
reality, earthquakes may occur in a more complicated damage
zone. This geometrical effect, as well as the effect of varied focal
mechanisms of the earthquakes, would produce more compli-
cated stress changes, including changes in both normal stress
and shear stress (e.g., King et al., 1994) that are not taken into
account in this study.
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Randomized Catalogs

In this section, we explore the extent to which our findings of
prior seismicity could be due to chance. If we were studying
earthquakes that occurred randomly in space and time, would
we have reached the same conclusions? As described in the
previous section, those conclusions are: inverse relationship
between At and At, and four out of nine study events without
any precursors within the spatiotemporal constraints.

To check this, we first randomized the event timing. For
each event in each of the five sequences shown in Figures 6
and 7 (except the study event), we drew the event time from
a uniform distribution from 0 to 16 hr while keeping its loca-
tion unchanged. At and At were then computed using the
method described in the Results section. About 1000 such
time-randomized catalogs were generated, with an example
shown in Figure 8b. Data points in the randomized catalogs
were uniformly distributed in time, but when plotted on a
log time scale they appear to be concentrated at higher values
of At compared to the sequences shown in Figure 8a.

In Figure 8¢, we quantitatively show the difference between
the actual catalogs and the time-randomized ones by comparing
their slopes in log space. We assume a power law relationship
between At and At (e.g., Dieterich, 1994) At «x At", and com-
pute the exponent n via linear regression between log(A1) and
log(At) for each sequence in each time-randomized catalog. A
histogram of all slopes # is shown in Figure 8c. After converting
the histogram into a cumulative distribution function, we find
that the slope values of the five sequences ranked in the 21st, 5th,
2nd, 1st, and 1st percentiles of all simulated catalogs. This indi-
cates that the characteristics we find in Figure 8a are not due to
chance. We also generated location-randomized catalogs, which
showed that four out of nine study events without prior seismic-
ity was also unlikely due to chance (supplemental text S2).

Discussion
As described in the Introduction, the direct application of lab-
oratory friction values suggests a small #* (~1 m), but if the lab
values should be scaled up to match the conditions of natural
faults (i.e., increased roughness) we could expect a large h*
(>1 km). The dimension of small earthquakes may place an
upper bound on h*, except that fault heterogeneity might
significantly complicate this interpretation. The smallest earth-
quake we could quantitatively study is M —1.5, and sequence 6
may be complete down to M —1. Assuming a circular rupture
and Ao = 2 MPa, an M -1.0 event has a rupture radius of a =
2.0 m. This naively places the upper bound of 4* to be ~1 m,
consistent with laboratory expectations. This small A* implies
that both M—1 and 3 earthquakes initiate similarly, just the M
-1 event arrested, whereas the M 3 event saw fault conditions
favorable for continued rupture.

With a small 4* (~1 m), the spatiotemporal clustering of
events observed prior to five of the nine study sequences is
most easily explained as triggering due to standard stress
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transfer. The majority of the events studied in this work
corroborate with this interpretation, as long as 10 kPa can
be considered a reasonable stress perturbation for triggering
earthquakes within minutes to hours.

If h* were actually on the order of 1 km, and larger events
nucleated following a classical self-nucleation processes consis-
tent with modeling studies (Dieterich, 1992) and laboratory
experiments (McLaskey and Kilgore, 2013), then we might
expect to see an acceleration of the rate of seismicity as the
time to a nucleating event nears as well as a migration of seis-
micity (over hundreds of meters) with the expansion of the
nucleation-related slow slipping region. We do observe clusters
of activity and minutes-long to seconds-long periods of
elevated seismic activity prior to some of the study events,
but clear evidence of acceleration or migration is lacking.

The four study events without detectable prior seismicity do
not constrain h* but offer clues to the variability in fault con-
ditions. If h* was small, the “no foreshock” scenario could be
interpreted as an extreme manifestation of the cascade model.
Instead of a sequence of events that trigger each other through
stress transfer until one event grows into a large rupture, the very
first detectable event occurred at a location with favorable stress
conditions that allowed it to grow into a larger rupture. If h* was
large, the “no foreshock” scenario would simply suggest that
heterogeneity was mild enough that any events driven by nucle-
ation-related slow slip were too small or slow to be detected. In
either case, the “no foreshock” scenario implies a lack of hetero-
geneity in fault properties—a lack of fault conditions required for
events to both initiate and terminate. Yet the seismicity observed
in the other five sequences indicates that, for those times and
locations, there was ample heterogeneity for many smaller events
to initiate and terminate without growing large. This contrast
implicates strong variability of fault properties even within
our 15 km study region in north-central Oklahoma.

Overall, our observations of small-magnitude events and
spatiotemporal clustering are consistent with a meter-sized
h* and a cascade foreshock model, and inconsistent with a
classical self-nucleation process with a kilometer-sized h*,
but they cannot completely rule out more complicated scenar-
ios that include interactions between large slow slipping
regions and small events generated by the localized reduction
in h*. For example, Cattania and Segall (2021) presented mod-
els that illustrate how heterogeneous fault conditions can pro-
duce sequences of foreshocks with spatiotemporal clustering
consistent with triggering due to stress transfer, yet the fore-
shocks are both driven by and contribute to aseismic slip. Such
a scenario exemplifies how it is difficult to distinguish between
different earthquake nucleation models by spatiotemporal
patterns alone, except for extreme cases, such as repeating
earthquakes that are true rerupture of the same fault patch
(presumably driven by aseismic slip) or events that are so dis-
tant compared to their size that triggering from static stress
transfer is very unlikely.
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Another complicating factor is that our entire study area was
perturbed (>10 kPa) by the M 5.8 Pawnee earthquake, which
occurred 12-30 days earlier. This is the likely cause of isolated
events that do not fall within the radius of influence of any pre-
ceding events in the 16 hr windows, but we might also expect
pervasive aseismic afterslip or some other stress relaxation proc-
ess associated with the Pawnee mainshock. If afterslip is an
important driver of the seismicity, then the events we observe
might be the isolated rupture of the most unstable or most
highly coupled sections of the faults that are loaded by the slow
slip of the surrounding, more stable fault sections. In such a case,
stress triggering and spatiotemporal clustering could still occur,
as described by the Cattania and Segall (2021) model, but it may
not be the dominant driver of seismicity. However, the conju-
gate faults defined by many of the earthquake locations would
complicate the afterslip scenario.

Conclusion

We studied seismicity in 16 hr time windows leading up to
nine study events that are M 2.5-3.0 aftershocks of the 3
September 2016 M 5.8 Pawnee earthquake. We estimated
the static stress changes associated with each event of each
sequence based on the magnitude and an assumed 2 MPa stress
drop. We then defined each event’s radius of influence using a
10 kPa stress change as the cutoff and used that to guide
whether subsequent events were triggered through static stress
transfer or whether they occurred so far outside the radius of
influence that aseismic slip or some other triggering process
should be implicated.

As summarized in Figure 8a, 70% of the events studied
occurred within the radius of influence of a prior event, assum-
ing a 10 kPa cutoff, and were, therefore, likely triggered
through standard stress transfer. We also found that rapid trig-
gering, with less than 6 min of time delay between the trigger-
ing and triggered events, was always the result of >10 kPa stress
changes. However, some clusters of events appear to have been
triggered with <10 kPa stress changes, particularly in sequence
5, whose events were aligned with the SLF. This may be an
indication of afterslip-triggered seismicity. Of the remaining
eight study events, four showed foreshock sequences where
the vast majority of the events could be explained through
standard stress transfer, consistent with the cascade model,
without any requirement for extended aseismic preslip. The
other four sequences did not have any detectable seismicity
within a 2 km radius of their hypocenters in the preceding
16 hr time windows. Such conditions indicate a lack of strong
heterogeneity in fault stress and strength, but the contrast with
the other five sequences, which did possess the heterogeneity
required for prior events to both initiate and terminate, speaks
to the strong variability of fault properties that likely exists in
this fault system in the crystalline basement below Oklahoma.

When considering the set of nine study events, we argue that
the observations favor a small nucleation length scale (h* <1 m)
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for seismogenic depths in north-central Oklahoma, consistent
with laboratory expectations. Our observations do not favor a
kilometer-scale classic self-nucleation in which preslip smoothly
accelerates to dynamic instability (e.g., Ohnaka and Kuwahara,
1990; Dieterich, 1992). The existence of small events (M —1),
with rupture dimensions on the order of 1-2 m suggest
h* <1 m, and likely provides a viable mechanism to circumvent
a large preslip nucleation. The spatiotemporal clustering of seis-
micity described above generally supports a small 4*; however,
recent modeling studies (Cattania and Segall, 2021) demonstrate
that spatiotemporal seismicity patterns alone cannot rule out
more complicated earthquake initiation scenarios that involve
the interplay between foreshocks and widespread aseismic slip.

Data and Resources

Seismograms used in this study were collected using Program for the
Array Seismic Studies of the Continental Lithosphere (PASSCAL)
instruments. Data can be obtained from the Incorporated Research
Institutions for Seismology Data Management Center (IRIS DMC)
at https://ds.iris.edu/mda/ (last accessed November 2019). All PW sta-
tions are listed under the XR, O2, and Y7 networks. The supplemental
material contains three additional figures (Figs. S1-S3) and a catalog
of all the events studied (Table S4).
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