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Abstract: We extend results of Richard Holley beyond the integer lattice to a large
class of countable groups which includes free groups and all amenable groups: for
nearest-neighbor interactions on the Cayley graphs of such groups, we show that a
shift-invariant measure is Gibbs if and only if it is Glauber-invariant. Moreover, any
shift-invariant measure converges weakly to the set of Gibbs measures when evolved
under the corresponding Glauber dynamics. These results are proven using a notion of
free energy density relative to a sofic approximation by homomorphisms, which avoids
the boundary problems which appear when applying a standard free energy method in a
nonamenable setting. We also show that any measure which minimizes this free energy
density is Gibbs.

1. Introduction, Main Results

A prototypical example of the type of system we study here is the Ising model, a model
of magnetism first studied by Ising in 1925 [1]. In the classical version of this model we
have a rectangular grid of particles, each of which can have ‘spin’ either +1 or −1. Each
particle interacts only with its nearest neighbors: neighboring particles with opposite
spins increase the energy and neighboring particles with the same spin decrease the
energy. Statistically, the system “prefers” to be in a low-energy state, but a temperature
parameter introduces randomness. The notion that a system in equilibrium minimizes
free energy formalizes the competing preferences of low energy and randomness.

The rectangular grid is natural for modeling an arrangement of particles in euclidean
space. However, it is also natural to study systems with similar pairwise interactions
between particles but other dependence structures. These arise, for example, in some
models of social networks and disordered systems in statistical physics. One important
feature of the rectangular lattice Zr that we would like to keep is its notion of ‘translation.’
It is also important that each vertex has only finitely many neighbors. To preserve these
features we generalize by replacing the rectangular lattice with the Cayley graph of a
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finitely-generated group. Some of our results will require the additional assumption that
the group has “property pa” (also known as md; a definition is given in Sect. 2.4).

In this setting we can model an infinite regular tree as the graph of the free group Fr

(which produces a 2r -regular tree) or of the free product of cyclic groups (Z2)
∗r (which

produces an r -regular tree). Note that these result in different notions of translation.

In the present paper we focus on extending results of Holley in [2]. He studied a notion
of free energy density for systems with sites indexed by Zr , and used it to relate Gibbs
measures and Glauber dynamics. His approach does not seem to work for nonamenable
groups due to non-negligibility of the boundary of large finite subsystems.

In its place we use an “extrinsic” approach to free energy density which is based
on more recent work on the entropy theory of nonamenable group actions, initiated by
Lewis Bowen [3] to solve similar problems which appear in that area.

1.1. Related work. In one respect, Holley [2] worked in slightly more generality than we
do here: he considered finite-range interactions, not just nearest-neighbor interactions.
Higuchi and Shida [4] extended his results to spin systems on Zr which may have
infinite-range interactions, as long as the strength of the interaction decays sufficiently
quickly.

The method of the present paper may be compatible with such generalizations, but
for the sake of simplicity we choose not to pursue them here. We also omit for the sake
of simplicity interactions with hard constraints, such has the hard core model supported
on independent sets.

More recently, Jahnel and Külske [5] have extended the free energy density approach
to non-reversible dynamics on integer-lattice systems.

Caputo and Martinelli [6] have shown that if the product of plus-biased Bernoulli
measures on an infinite tree is evolved under Ising Glauber dynamics, then it converges
weakly to the “plus boundary conditions” Gibbs measure (and similarly the minus-
biased Bernoulli shift converges to the “minus boundary conditions” Gibbs measure).
The present paper does not establish any particular limits, but shows that all limit points
are Gibbs under much more general conditions.

There has been other work on notions of free energy density on nonamenable groups,
but these notions do not appear to have the properties we want for our present purposes.
For example, Dembo and Montanari [7] consider, as we do below, a sequence of finite
graphs that locally converge to an infinite tree. Each of these finite graphs has a unique
measure which is Gibbs for the given interaction, and this measure has its own free
energy density. The limit of these free energy densities is called the free energy density
of the model. In the present paper, we define the free energy density of any shift-invariant
measure μ as a limit of free energy densities of measures on the finite graphs which are
locally consistent with μ.

1.2. Precise statements of basic definitions and main theorems. Let � be a countable
group with r generators s1, . . . , sr and arbitrary relations. Let e ∈ � denote the identity.
Assume that e �∈ {s1, . . . , sr }. We will identify � with its left Cayley graph, which has
vertex set � and an i-labeled directed edge (γ, siγ ) for every i ∈ [r ] and γ ∈ �.

For some finite alphabet A, we define the action of � on A� by

(βy)(γ ) = y(γβ)
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for β, γ ∈ �. We can think of this as moving the center of the labeling to β−1. We say
that a measure μ ∈ Prob(A�) is shift-invariant if β∗μ = μ for any β ∈ �, where β∗

denotes the pushforward. We denote the set of shift-invariant probability measures by
Prob�(A�).

If V is a finite set, we can consider the set Hom(�, Sym(V )) of homomorphisms
from � to the group of permutations of V . It is possible for this set to be empty. Given
σ ∈ Hom(�, Sym(V )), we write the permutation which is the image of γ ∈ � by σ γ .
We can associate to σ a directed graph with vertex set V and an i-labeled edge (v, σ si (v))

for each i ∈ [r ] and v ∈ V .
Either � or the graph of some σ can be endowed with a natural graph distance: the

distance between a pair of vertices is defined to be the minimal number of edges in a
path between them, ignoring edge directions. Let Bσ (v, R) denote the closed radius-R

ball centered at v ∈ V , and similarly define B�(γ, R) for γ ∈ �.
The correspondence between finite and infinite systems is established using empirical

distributions, which we now define. Let σ ∈ Hom(�, Sym(V )) and x ∈ A
V . For any

v ∈ V there is a natural way to lift x to a labeling �σ
v x ∈ A

� , starting by lifting xv to
the root e. Specifically,

(

�σ
v x
)

(γ ) = x
(

σ γ (v)
)

.

The empirical distribution of x is defined by

Pσ
x = (v �→ �σ

v x)∗ Unif(V ) =
1
∣
∣V
∣
∣

∑

v∈V

δ�σ
v x ∈ Prob

(

A
�
)

.

This captures the ‘local statistics’ of x. This notation was used in the approach to sofic
entropy in [8].

To state our results we use the following way of measuring local similarity of a finite
graph σ to �: for σ ∈ Hom(�, Sym(V )), we say Bσ (v, R) ∼= B�(e, R) if there is an
isomorphism of the induced subgraphs Bσ (v, R), B�(e, R) which respects both edge
labels and directions. Define

δσ
R =

1
∣
∣V
∣
∣

∣
∣{v ∈ V : Bσ (v, R) �∼= B�(e, R)}

∣
∣

�σ = inf
R

(

9 · (2/3)R + 6δσ
R

)

.

The constants which appear here are connected to the choice of metric d in Sect. 2 below.
If �σ is small, then σ looks like � to a large radius near most vertices. This is a way of
saying that the action of σ is approximately free.

Note that a sequence 	 = {σn} is a sofic approximation to the group � (or, equiv-
alently, Benjamini-Schramm converges to the Cayley graph) if and only if �σn → 0.
Although the exact quantity �σ defined here is somewhat ad hoc, this is essentially a
standard definition of sofic approximation in this context.

As mentioned above, our central tool is a notion of “free energy density” a	(μ)

of a measure μ ∈ Prob(A�) with respect to a nearest-neighbor potential. This free
energy density is defined relative to a choice of sofic approximation 	 = (σn ∈

Hom(�, Sym(Vn))n∈N. It may be +∞, but if it is finite then it is nonincreasing as μ

evolves according to the Glauber dynamics of the relevant potential (Proposition 3.2).
Moreover if μ is not Gibbs then it is strictly decreasing; Proposition 3.3 gives a stronger
version of this claim. For every choice of 	 there exist measures with finite free energy
density, so this implies the following:
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Theorem A. For any choice of 	, every μ ∈ Prob(A�) minimizing a	(·) is Gibbs.

Note that “a	” and “Gibbs” here refer to the same arbitrary nearest-neighbor poten-
tial, but we will keep these dependencies implicit.

The converse is false, since a Gibbs measure may have free energy density +∞ with
respect to some 	. It is unclear whether a Gibbs measure may have finite but non-minimal
free energy density.

We also use the same framework to show that every limit point of Glauber dynamics
is Gibbs, as long as at some point on the trajectory the free energy density is finite with
respect to some 	:

Theorem B. Suppose μ ∈ Prob�(A�), and let μt denote its evolution under Glauber

dynamics. If there exist s ≥ 0 and 	 such that a	(μs) < +∞, then μt converges weakly

to the set of Gibbs measures as t → ∞.

It is possible to avoid the degenerate case of infinite free energy density by an appro-
priate choice of 	 when � has a property called “property pa”; see Sect. 2.4 below for a
definition and the relevant result (Proposition 2.4). All amenable groups have property
pa, and the property is preserved under free products. Hence we have the following:

Corollary 1.1. If � has property pa, then Glauber dynamics converges to the set of Gibbs

measures from any starting point. In particular, a shift-invariant measure is Gibbs if and

only if it is Glauber-invariant.

The assumption that the group has property pa may also not be necessary for particular
starting points of the dynamics. For example, if μ is a Bernoulli shift then a	(μ) is finite
for any 	, so Theorem B implies that all limit points of μt are Gibbs without additional
assumptions on �.

2. Definitions

For γ ∈ �, let
∣
∣γ
∣
∣ denote the graph distance between γ and the identity e ∈ �.

Give A� the metric

d(x, y) =
∑

γ∈�

(3r)
−

∣
∣γ

∣
∣
1x(γ ) �=y(γ );

the factor 3 is chosen to ensure convergence. Let d̄ denote the corresponding transporta-
tion metric on Prob(A�): specifically, with Lip1(A

�) denoting the set of 1-Lipschitz
real-valued functions, we define

d̄(μ, ν) = sup
{∣
∣μ f − ν f

∣
∣ : f ∈ Lip1(A

�)
}

.

Here μ f denotes the integral of f with respect to μ. Note that d generates the product
topology (which is compact), and d̄ generates the weak topology induced by the pairing
with continuous functions (which is also compact).

For any set V and any x ∈ A
V , v ∈ V , a ∈ A we let xv→a ∈ A

V be given by

xv→a(w) =

{

x(w), w �= v

a, w = v.

Below, an element of AV will be referred to as a microstate and an element of Prob(AV )

as a state.
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2.1. Glauber dynamics. Let V be an at most countable set and fixσ ∈ Hom(�, Sym(V )).
We will apply this in two cases: when V is finite, and when V = � and σ is the action
of � on itself by right multiplication. We will distinguish between these cases by giving
notation superscripts of σ or � respectively (e.g. �σ versus ��).

For simplicity we consider only nearest-neighbor interactions. Fix a symmetric func-

tion J : A2 → R and a function h : A → R, and let S = {s1, . . . , sr , s−1
1 , . . . , s−1

r }. For

v ∈ V , x ∈ A
V , let

�v(x) = h(x(v)) +
∑

s∈S

J (x(v), x(σ sv)),

and for a ∈ A let

cv(x,a) = Zv(x)−1 exp
{

−�v(x
v→a)

}

,

where Zv(x) is the normalizing factor which makes cv(x, ·) a probability measure on
A. Note that cv(x,a) only depends on x through its values at vertices adjacent to v. A
standard stochastic Ising model has A = {−1, 1} and J (a,b) = βab for some β ≥ 0
(the inverse temperature), and h represents an ambient electric field.

We study here the continuous-time Markov process with state spaceAV and generator
given by

� f (x) =
∑

v∈V

∑

a∈A

cv(x,a)[ f (xv→a) − f (x)].

If V is finite then this gives a well-defined linear operator on C(AV ). Otherwise we need
to first define � using the above formula on a particular ‘core’ of ‘smooth’ functions for
which the sum converges, then take the closure of �; see Liggett’s book [9] for details.
We denote the induced Markov semigroup by {S(t) : t ≥ 0}.

For any continuous function f : AV → R and x ∈ A
V , we interpret [S(t) f ](x) as

expected value of f (xt ), where the random variable xt is the evolution of x to time t . The
action of the semigroup on a probability measure is denoted μS(t); this is interpreted
the evolution of a probability measure μ ∈ Prob(AV ) to time t . The evolved measure is
defined via the formula [μS(t)] f :=μ[S(t) f ].

Further details of the construction of the dynamics will only be needed for proofs of
the following two results. The relevant details are contained in Sect. 5.

The first result may be thought of as an approximate equivariance between the Glauber
semigroups and the empirical distribution:

Theorem 2.1. There is a constant M > 0 such that for any x ∈ A
V , σ ∈ Hom(�,

Sym(V )), and t ≥ 0

d̄
(

Sσ (t)Pσ
x , Pσ

x S�(t)
)

≤ �σ · teMt .

The constant M depends only on the Cayley graph � and on the interaction.
It may be helpful to clarify that the first term on the left, Sσ (t)Pσ

x , is the evolution

to time t of the function Pσ
• : AV → Prob(A�) evaluated at x ∈ A

V . The second term is

the evolution of the empirical distribution Pσ
x ∈ Prob(A�). So this theorem says that the

expected empirical distribution after running the finitary dynamics for time t is close to
the result of evolving the original empirical distribution for time t , as long as σ locally
looks like �.

We also use the following Lipschitz bound on the Markov semigroup:
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Lemma 2.2. If μ, ν ∈ Prob(A�) then

d̄
(

μS�(t), νS�(t)
)

≤ exp(Mt) d̄(μ, ν).

2.2. Gibbs measures. For a finite graph with vertex set V and edges induced by σ ∈

Hom(�, Sym(V )), we define the total energy

U (x) =
∑

v∈V

h(x(v)) +
∑

v∈V

∑

i∈[r ]

J (x(v), x(σ si v)).

Note that each directed edge appears in the double sum exactly once; in particular, this
is not the same as

∑

v �v(x), in which directed edges will be counted twice. We can,
however, write

U (x) =
∑

v∈V

Uv(x)

where

Uv(x):=h(x(v)) +
1

2

∑

s∈{s±1
1 ,...,s±1

r }

J (x(v), x(σ sv)).

This definition of Uv also makes sense if V is infinite; below we will make use of the
case V = �, v = e.

Note that if we define

umax = max
a∈A

(

h(a) + r max
b∈A

J (a,b)

)

and

umin = min
a∈A

(

h(a) + r min
b∈A

J (a,b)

)

then for any V, σ and any x ∈ A
V we have

umin ≤
1
∣
∣V
∣
∣
U (x) ≤ umax.

The finitary Gibbs measure ξV ∈ Prob(AV ) can now be defined by

ξV {x} = Z−1
V exp{−U (x)}

where ZV is the normalizing constant. Note that

ξV (y(v) = a | y(w) = x(w) ∀w �= v) =
exp{−U (xv→a)}

∑

b∈A exp{−U (xv→b)}
= cv(x,a),

since

exp{−U (xv→a)}

exp{−U (xv→b)}
=

exp{−�v(x
v→a)}

exp{−�v(xv→b)}
.
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On the infinite graph � we must use a different approach, since the sum defining the
total energy will not converge. We use a natural generalization of [9, Definition IV.1.5];
see also [10] for a much more general treatment of infinite-volume Gibbs measures.

Let Tγ denote the σ -algebra on A� generated by all vertices except for γ . We call

μ ∈ Prob(A�) a Gibbs measure if for each γ ∈ � and a ∈ A, the function y �→ cγ (y,a)

is a version of the conditional expectation μ({x : x(γ ) = a} | Tv)(y). This means that
for every integrable f : A� → R and γ ∈ � we have

∫
∑

a∈A

cγ (x,a) f (xγ→a)μ(dx) =

∫

f (x) μ(dx).

We may also describe this relation by saying that μ is invariant under re-randomizing
the spin at γ using the kernel cγ .

In particular, if μ is Gibbs then for any ‘smooth’ f

μ�� f =

∫
⎛

⎝

∑

γ,a

cγ (x,a)[ f (xγ→a) − f (x)]

⎞

⎠μ(dx) = 0.

It follows that μ�� = 0, which means Gibbs measures are Glauber-invariant.

2.3. Good models for measures onA� . Let V be a finite set and letσ ∈ Hom(�, Sym(V )).

A labeling x ∈ A
V is said to be a good model for μ ∈ Prob(A�) over σ if the empirical

distribution Pσ
x is close to μ in the weak topology. More precisely, we can say x is

O-good if Pσ
x ∈ O for some weak-open neighborhood O � μ. The set of such x is

denoted �(σ,O). An interpretation of this relationship is that average local quantities
of the finite system are consistent with μ.

We define the empirical distribution of a state ζ ∈ Prob(AV ) by

Pσ
ζ :=ζ Pσ

x

(

=

∫

Pσ
x ζ(dx)

)

and say that ζ is O-consistent with μ (for some neighborhood O � μ) over σ if Pσ
ζ ∈ O.

We can still interpret this in terms of averages of local quantities: now the average also
involves a random microstate x with law ζ . We denote the set of such states by �(σ,O).
This way of lifting a finitary state is used in [11]; it also essentially appears in the notion
of “local convergence on average” introduced in [12, Definition 2.3]. See also [13, Sect.
4] and [14, Sect. 5].

This consistency is stable under Glauber dynamics in the following sense:

Proposition 2.3. Suppose σ ∈ Hom(�, Sym(V )), ζ ∈ Prob(AV ), and μ ∈ Prob(A�).

Let ζt , μt denote their evolutions under Glauber dynamics on σ, � respectively. Then

for any t ≥ 0

d̄
(

Pσ
ζt

, μt

)

≤
[

�σ t + d̄
(

Pσ
ζ , μ

)]

exp(Mt).

Proof. For any f ∈ Lip1(A
�), the triangle inequality gives

∣
∣Pσ

ζt
f − μt f

∣
∣ ≤

∣
∣Pσ

ζt
f − Pσ

ζ S�(t) f
∣
∣ +

∣
∣Pσ

ζ S�(t) f − μt f
∣
∣

=
∣
∣ζ
[

Sσ (t)Pσ
x f − Pσ

x S�(t) f
]∣
∣ +

∣
∣Pσ

ζ S�(t) f − μS�(t) f
∣
∣.
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Using that ζ is a probability measure and the definition of d̄, this implies the bound

∣
∣Pσ

ζt
f − μt f

∣
∣ ≤ max

x∈AV
d̄
(

Sσ (t)Pσ
x , Pσ

x S�(t)
)

+ d̄
(

Pσ
ζ S�(t), μS�(t)

)

.

The first term may be controlled with Theorem 2.1 and the second with Lemma 2.2 to
get

∣
∣Pσ

ζt
f − μt f

∣
∣ ≤

[

�σ t + d̄
(

Pσ
ζ , μ

)]

exp(Mt).

The result then follows by taking the supremum over f ∈ Lip1(A
�). 
�

2.4. Free energy density. Given σ ∈ Hom(�, Sym(V )), the free energy of ζ ∈

Prob(AV ) is defined by

A(ζ ) = ζ(U ) − H(ζ ),

where ζ(U ) =
∫

U (x) ζ(dx) is the average energy and H(ζ ) is the Shannon entropy.
Given a sofic approximation 	 = (σn)n∈N with σn ∈ Hom(�, Sym(Vn)) such that∣

∣Vn

∣
∣ → ∞, we define the free energy density of μ ∈ Prob�(A�) relative to 	 by

a	(μ) = lim
O↓μ

lim sup
n→∞

inf
ζ∈�(σn ,O)

1
∣
∣Vn

∣
∣

A(ζ ).

We follow the convention that the infimum of the empty set is +∞.
The outermost limit is over the net of weak-open neighborhoods of μ, partially

ordered by inclusion. Note that for each n the expression infζ∈�(σn ,O)
1∣
∣Vn

∣
∣

A(ζ ) is non-

decreasing as O ↓ μ, so the limit exists and is equal to the supremum over O � μ.
It is straightforward to check from the definitions that ζ(U )/

∣
∣V
∣
∣ = Pσ

ζ (Ue). Conse-
quently we have

a	(μ) = μ(Ue) − hmod
	 (μ),

where hmod is the ‘modified sofic entropy’ in [11], except with a lim inf instead of
lim sup. Other very similar definitions have been studied, for example h̄ in [13] (in the
residually finite case) and “model-measure sofic entropy” in [8, Sect. 6] (with other
notions of local convergence). Since this connection will not be used below, we omit
the proof. It may also be interesting to investigate other sofic free energy densities with
hmod replaced by a different type of sofic entropy.

Since the map μ �→ a	(μ) is defined in terms of a supremum over neighborhoods
of μ, it is lower semi-continuous. Consequently, it attains its minimum on Prob�(A�).

Note also that as long as �(σn,O) is nonempty, for every ζ in this set we have

umin − log
∣
∣A

∣
∣ ≤

1
∣
∣Vn

∣
∣

[

ζ(U ) − H(ζ )
]

≤ umax.

In particular,

a	(μ) ∈
[

umin − log
∣
∣A

∣
∣, umax

]

∪ {+∞}.

The case a	(μ) = +∞ can actually occur, for example if μ is ergodic and the sofic
entropy relative to 	 is −∞. This is because, in the ergodic case, ζ being consistent
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with μ is the same as being mostly supported on labelings which are good models for
μ, but if the sofic entropy is −∞ then there are no good models.

Note, however, that the function μ �→ a	(μ) is not identically +∞ for any choice of
	, since the point mass at a constant labeling in A� always has good models.

If μ were not shift-invariant then the expression defining a	(μ) would still make
sense, but would take the value +∞ for any 	. This is because empirical distributions
are always shift-invariant and Prob�(A�) is closed so, no matter what 	 we choose, any
small enough neighborhood of μ contains no empirical distributions.

Following [15], a shift-invariant measure in Prob�(A�) is called periodic if it has
finite support, and a group � is said to have property pa if the set of periodic measures
is dense in Prob�(A�) for every finite alphabet A; in other words, if every shift-invariant
probability measure on A� has periodic approximations.

In Sect. 4 we prove the following:

Proposition 2.4. A group � has property pa if and only if for every finite alpha-

bet A and every μ ∈ Prob�(A�) there exists a sofic approximation 	 =
(

σn ∈

Hom(�, Sym(Vn))
)

n∈N
such that a	(μ) < +∞.

Property pa was proved to hold for free groups by Bowen in [15, Theorem 3.4].
Kechris later studied another equivalent property in [16] which he called “md”; see also
the survey [17] for more recent information on which groups are known to have this
property. In particular (all from [17, Sect. 5]):

• Amenable groups have property pa.
• If two nontrivial groups are both either finite or property-pa, then their free product

has property pa.
• The recent negative solution to Connes’ embedding conjecture implies that the direct

product F2 × F2 does not have property pa.

2.4.1. Connection with a related notion of free energy density Fix a sofic approximation
	, and for each n let ξn ∈ Prob(AVn ) denote the unique finitary Gibbs measure. Suppose
that P

σn

ξn
→ μ. Then for any O � μ we have ξn ∈ �(σn,O) for all large enough n. But

ξn , being the Gibbs measure, has minimal free energy among all probability measures
on AVn , so

inf
ζ∈�(σn ,O)

A(ζ ) = A(ξn) = − log Zn

where Zn is the normalizing constant appearing in the definition of ξn . It follows that

a	(μ) = − lim inf
n→∞

1
∣
∣Vn

∣
∣

log Zn .

This quantity (without the minus sign) is often called the asymptotic free energy density.

[7] shows that for the Ising model with any positive temperature and positive external
field, the weak limit of P

σn

ξn
is μ+, and that 1∣

∣Vn

∣
∣

log Zn converges to a limit predicted

by the “cavity method” from statistical physics. In particular, this gives a formula for
a	(μ+).
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Fig. 1. A graph of the function F0

2.5. Measuring non-Gibbs-ness. As in [2], we make use of the function

F0(s) =

{

s − s log s − 1, s > 0
−1, s = 0

which appears in an expression for the time derivative of free energy [Proposition 3.1].
This function is concave, nonpositive, and equal to 0 if and only if s = 1. A graph is
included in Fig. 1. If μR ∈ Prob(AB(e,R)) has full support, we define

�R
a
(μR) =

∑

y∈AB(e,R)

μR{y} · F0

(
exp{−�e(y)}

exp{−�e(ye→a)}

μR{ye→a}

μR{y}

)

.

This measures the average failure of μR to be consistent with the Gibbs specification.

Lemma 2.5. Suppose μ ∈ Prob(A�) is a translation-invariant measure such that for

every R ≥ 1 the marginal μR ∈ Prob(AB(e,R)) has full support and �R
a
(μR) = 0 for

every a ∈ A. Then μ is Gibbs.

Proof. Fix R ≥ 1, and letSB(e,R)\{e} denote theσ -algebra generated by sites in B(e, R)\

{e}. Then by definition of conditional expectation, for any a ∈ A

μ
(

{x ∈ A
� : x(e) = a} | SB(e,R)\{e}

)

(y) =
μR{ye→a}

∑

b∈A μR{ye→b}
,

where on the right-hand side we use the shorthand μR{y} = μR{y �B(e,R)} for y ∈ A
� .

Our assumption that μR has full support and �R
a
(μR) = 0 implies that

μR{ye→a}
∑

b∈A μR{ye→b}
=

(

∑

b∈A

μR{ye→b}

μR{ye→a}

)−1

=

(

∑

b∈A

exp{−�e(y
e→b)}

exp{−�e(ye→a)}

)−1

= ce(y,a)
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Taking R to infinity, by martingale convergence we get

μ(· | Te)(y) = ce(y, ·).

By translation invariance, it follows that μ is Gibbs. 
�

3. Proof of Theorem B

Proposition 3.1. Let ζ0 ∈ Prob(AV ), and let ζt denote its evolution under Glauber

dynamics. Then for all t > 0, ζt has full support and

d

dt
A(ζt ) =

∑

x,v,a

F0

(
exp{−�v(x)}

exp{−�v(xv→a)}

ζt {x
v→a}

ζt {x}

)

ζt {x}cv(x,a).

Our proof of this proposition is based on the proof of the analogous result in Holley’s
paper [2], with some minor changes.

For x ∈ A
V , write

P(x) = exp{−U (x)}.

This is just the Gibbs measure on V , except without the normalizing factor. It is easy to
see that

A(ζ ) =
∑

x

ζ {x} log
ζ {x}

P(x)
.

Proof of proposition. A calculation using the Markov generator shows that

d

dt
ζt {x} =

∑

v,a

[

ζt {x
v→a}cv(x

v→a, x(v)) − ζt {x}cv(x,a)
]

.

Now if ζt does not have full support, there is some x such that ζt {x} = 0 but there exist
v,a such that ζt {x

v→a} > 0 (if we think of AV as a graph with edges between labelings
that differ at a single vertex, we are picking an x in the outer boundary of the support

of ζt ). For such an x, by the formula above we would have d
dt

ζt {x} > 0. Unless t = 0
this would imply the existence of times where ζs gives negative mass to {x}. Therefore
ζt has full support for all t > 0.

Therefore

d

dt
A(ζt ) =

∑

x∈AV

d

dt

[

ζt {x} log
ζt {x}

P(x)

]

=
∑

x∈AV

d

dt
[ζt {x}] log

ζt {x}

P(x)

=
∑

x∈AV

∑

v,a

[

ζt {x
v→a}cv(x

v→a, x(v)) − ζt {x}cv(x,a)
]

log
ζt {x}

P(x)
.
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For x, y ∈ A
V , define

A(x, y) =

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

−
∑

a,v
a �=x(v)

cv(y,a), x = y

cv(y,a), x �= y, x = yv→a for some v ∈ V,a ∈ A

0, else.

This has the following useful properties:

∑

x

A(x, y) = 0 ∀y. (1)


�

Proof. For any y,

∑

x

A(x, y) = A(y, y) +
∑

v∈V

∑

a�=y(v)

A(yv→a, y) + 0 = 0.

∑

y

A(x, y)P(y) = 0 ∀x. (2)


�

Proof. For any x,

∑

y

A(x, y)P(y) = A(x, x)P(x) +
∑

v∈V

∑

a �=x(v)

A(x, xv→a)P(xv→a) + 0 = 0

=
∑

a,v
a �=x(v)

[

− cv(x,a) exp{−U (x)}+cv(x
v→a, x(v)) exp{−U (xv→a)}

]

= 0.

In fact every term of this last sum is zero because

cv(x,a) exp{−U (x)}

cv(xv→a, x(v)) exp{−U (xv→a)}
=

exp{−�v(x
v→a)} exp{−U (x)}

exp{−�v(x)} exp{−U (xv→a)}
= 1.

Using these two properties of A, and the fact that ζt has full support, we see that

d

dt
A(ζt ) =

∑

x,y

A(x, y)ζt {y} log
ζt {x}

P(x)

=
∑

x,y

A(x, y)ζt {x}
P(y)

P(x)

P(x)

P(y)

ζt {y}

ζt {x}
log

ζt {x}

P(x)

+
∑

x,y

A(x, y)ζt {x}
P(y)

P(x)

P(x)

P(y)

ζt {y}

ζt {x}
log

P(y)

ζt {y}
(= 0 by Equation 1)

+
∑

x,y

A(x, y)ζt {x}
P(y)

P(x)

(

−1 +
P(x)

P(y)

ζt {y}

ζt {x}

)

(= 0 by Equation 2)
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=
∑

x,y

A(x, y)ζt {x}
P(y)

P(x)
F0

(
P(x)

P(y)

ζt {y}

ζt {x}

)

(definition of F0)

=
∑

x

(

A(x, x)ζt {x}
P(x)

P(x)

0
︷ ︸︸ ︷

F0

(
P(x)

P(x)

ζt {x}

ζt {x}

)

+
∑

v,a
a �=x(v)

A(x, xv→a)ζt {x}
P(xv→a)

P(x)
F0

(
P(x)

P(xv→a)

ζt {x
v→a}

ζt {x}

))

=
∑

x

∑

v,a

cv(x
v→a, x(v)) ζt {x}

P(xv→a)

P(x)
F0

(
P(x)

P(xv→a)

ζt {x
v→a}

ζt {x}

)

(terms where a = x(v) are 0 anyway)

=
∑

x,v,a

F0

(
P(x)

P(xv→a)

ζt {x
v→a}

ζt {x}

)

ζt {x} cv(x,a).

The desired formula follows from the identity P(x)
P(xv→a)

=
exp{−�v(x)}

exp{−�v(xv→a)}
, also used

above. 
�

We first use the previous result to show that free energy density is nonincreasing.

Proposition 3.2. Suppose μ ∈ Prob(A�), and let 	 =
(

σn ∈ Hom(�, Sym(Vn))
)

n∈N

be a sofic approximation.

Then a	(μ0) ≥ a	(μt ) for all t ≥ 0.

Proof. If a	(μ0) = +∞ then the result is trivial, so suppose a	(μ0) < +∞. This means
that for any O � μ0 we have �(σn,O) �= ∅ for all large enough n.

Let Ut be an arbitrary weak-open neighborhood of μt . By Proposition 2.3 there
exists U0 � μ0 such that, for all large enough n, we have ζt ∈ �(σn,Ut ) whenever
ζ0 ∈ �(σn,U0).

Suppose n is large enough that �(σn,U0) �= ∅. Since F0 ≤ 0, the previous propo-
sition implies that for any ζ0 ∈ Prob(AVn ) and any t > 0

d

dt
A(ζt ) ≤ 0.

Therefore for any t ≥ 0

A(ζ0) ≥ A(ζt ),

and hence

inf
ζ∈�(σn ,U0)

A(ζ ) ≥ inf
ζ∈�(σn ,Ut )

A(ζ ).

Now by definition of a	 we have

a	(μ0) = sup
O�μ0

lim sup
n→∞

1
∣
∣Vn

∣
∣

inf
ζ∈�(σn ,O)

A(ζ )

≥ lim sup
n→∞

1
∣
∣Vn

∣
∣

inf
ζ∈�(σn ,U0)

A(ζ )
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≥ lim sup
n→∞

1
∣
∣Vn

∣
∣

inf
ζ∈�(σn ,Ut )

A(ζ ).

Taking the supremum over Ut gives the result. 
�

By a more careful analysis we can get the following proposition, the second part
of which may be interpreted as semicontinuity of the time derivative of a	(μt ) as a
function of the measure:

Proposition 3.3. Suppose μ ∈ Prob�(A�) is not Gibbs. Then there exist c, T > 0 and

an open neighborhood O � μ such that if μ0 ∈ O then

1. There exists δ > 0 such that for any σ ∈ Hom(�, Sym(V )) with �σ < δ and any

ζ0 ∈ �(σ,O) we have A(ζ0) ≥ A(ζt ) + ct
∣
∣V
∣
∣ for all t ∈ [0, T ].

2. If 	 =
(

σn ∈ Hom(�, Sym(Vn))
)

n∈N
is a sofic approximation then a	(μ0) ≥

a	(μt ) + ct for all t ∈ [0, T ].

Here we take the convention that +∞ + ct = +∞.

Proof. Since μ is not Gibbs, there exists R such that either μR does not have full support
or �R

a
(μR) < 0 for some a ∈ A. We will come back to these two cases in a moment,

but for now let R be fixed so that one of them occurs. We may assume R ≥ 1.

Fix σ ∈ Hom(�, Sym(V )). Let

s = min

{
exp{−�e(x)}

∑

b∈A exp{−�e(xe→b)}
: x ∈ A

B(e,1)

}

> 0,

and call v ∈ V good if Bσ (v, R) ∼= B�(e, R), and let V ′ be the set of such v. Then

d

dt
A(ζt ) ≤ s

∑

x,v,a
v good

F0

(
exp{−�v(x)}

exp{−�v(xv→a)}

ζt {x
v→a}

ζt {x}

)

ζt {x}.

Let
˜
P

σ,R
ζ ∈ Prob(AB�(e,R)) be given by

˜
P

σ,R
ζ {y} =

1
∣
∣V ′

∣
∣

∑

x,v
v good

x�B(v,R)=y

ζ {x}

Note that
˜
P

σ,R
ζ is close to the B�(e, R)-marginal of Pσ

ζ in total variation distance if most
vertices are good. Then, applying Jensen’s inequality,

d

dt
A(ζt ) ≤ s

∑

a∈A

∑

y∈AB�(e,R)

∑

x,v
v good

x�B(v,R)=y

F0

(
exp{−�v(x)}

exp{−�v(xv→a)}

ζt {x
v→a}

ζt {x}

)

ζt {x}

≤ s
∣
∣V ′

∣
∣
∑

a∈A

∑

y∈AB�(e,R)

˜
P

σ,R
ζt

{y} · F0

⎛

⎝
exp{−�e(y)}

exp{−�e(yv→a)}

˜
P

σ,R
ζt

{ye→a}

˜
P

σ,R
ζt

{y}

⎞

⎠ .
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We now consider the two cases mentioned above. First, if μR does not have full
support, there exist y ∈ A

B(e,R), v ∈ B(e, R) and a ∈ A such that μR{y} �= 0 but
μR{yv→a} = 0 (this is the same principle used at the beginning of the proof of Propo-
sition 3.1). Using translation-invariance of μ, we may assume v = e, increasing R if
necessary: if R′ is large enough that B(e, R) ⊂ B(v, R′) then there is some extension
y′ of y such that μB(v,R′){y

′} �= 0 and μB(v,R′){y
′v→a} = 0. We could then take R to be

R′ and y to be a translate of y′ with v shifted to e. Then

μR{y} · F0

(
exp{−�e(y)}

exp{−�e(ye→a)}

μR{ye→a}

μR{y}

)

= −μR{y} < 0.

By continuity of F0, there exists ε > 0 such that

∣
∣a − μR{y}

∣
∣ < ε and 0 ≤ b < ε ⇒ a · F0

(
exp{−�e(y)}

exp{−�e(ye→a)}

b

a

)

< −
μR{y}

2
.

In particular, if ‖
˜
P

σ,R
ζt

− μR‖TV < ε then

d

dt
A(ζt ) < −s

∣
∣V ′

∣
∣
μR{y}

2
.

In this case we will take c = s μR{y}/4.
Now consider the other case, in which �R

a
(μR) < 0 for some a. By definition of

�R
a
(μR), we can pick y such that

C :=μR{y} · F0

(
exp{−�e(y)}

exp{−�e(ye→a)}

μR{ye→a}

μR{y}

)

< 0.

and proceed in the same way, picking ε > 0 such that

∣
∣a − μR{y}

∣
∣ < ε and

∣
∣b − μR{ye→a}

∣
∣ < ε ⇒ a · F0

(
exp{−�e(y)}

exp{−�e(ye→a)}

b

a

)

< −
C

2
.

In particular, if ‖
˜
P

σ,R
ζt

− μR‖TV < ε then

d

dt
A(ζt ) < −s

∣
∣V ′

∣
∣
C

2
.

In this case we will take c = s C/4.

In either case, we now have chosen ε > 0 such that if ‖
˜
P

σ,R
ζt

− μR‖TV < ε then

d

dt
A(ζt ) < −2

∣
∣V ′

∣
∣c.

Let O1 = {ν ∈ Prob(A�) : ‖νR − μR‖TV < ε}. By continuity of (μ0, t) �→ μt , we
can pick O, T such that if μ0 ∈ O then μt ∈ O1 for all t ∈ [0, T ].

Fix μ0 ∈ O. By Proposition 2.3, for any η > 0 there exists U � μ0 and δ > 0 such
that if ζ0 ∈ �(σn,U) and �σ < δ then d̄(Pσ

ζt
, μt ) < η for all t ∈ [0, T ]. If we pick

η small enough, this implies ζt ∈ �(σ,O1) for all t ∈ [0, T ]. Hence if ζ0 ∈ �(σn,U)

and �σ < δ then for any t ∈ [0, T ]

A(ζt ) − A(ζ0) ≤ −2
∣
∣V ′

∣
∣ct.
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Now by definition we have
∣
∣V ′

∣
∣ = (1 − δσ

R)
∣
∣V
∣
∣.

If δ is small enough then �σ < δ implies δσ
R < 1/2, so that 2

∣
∣V ′

∣
∣ >

∣
∣V
∣
∣. This completes

the proof of the first part.
For the second part, since 	 is a sofic approximation, for all large enough n we have

�σn < δ and therefore

A(ζ0) ≥ A(ζt ) +
∣
∣Vn

∣
∣ct

≥ inf
ζ∈�(σn ,B(μt ,η))

A(ζ ) +
∣
∣Vn

∣
∣ct

for all t ∈ [0, T ]. Then, since the first limit in the definition of a	 is a supremum

a	(μ0) ≥ lim sup
n→∞

inf
ζ0∈�(σn ,U)

1
∣
∣Vn

∣
∣

A(ζ0)

≥ lim sup
n→∞

inf
ζ∈�(σn ,B(μt ,η))

1
∣
∣Vn

∣
∣

A(ζ ) + ct.

Taking η to zero gives the result. 
�

Proof of Theorem. Suppose for the sake of contradiction that μt does not converge to
the set of Gibbs measures; then we can pick some ν ∈ Prob�(A�) which is not a Gibbs
measure but for every open O � ν we have μt ∈ O for arbitrarily large t .

By Proposition 3.3, we can pick δ, T > 0 and an open neighborhood O � ν such
that for every t with μt ∈ O we have a	(μt ) ≥ a	(μt+T ) + δT .

On the other hand, under the assumption that a	(μs) < +∞, the set {a	(μt ) :

t ≥ s} is bounded: an upper bound is a	(μs) by Proposition 3.2, and a lower bound is
umin − log

∣
∣A

∣
∣. This is a contradiction, so the theorem follows. 
�

4. Connection to Property PA

We first prove the following:

Proposition 4.1. A group � has property pa if and only if for any μ ∈ Prob�(A�)

there exists a sofic approximation 	 =
(

σn ∈ Hom(�, Sym(Vn))
)

n∈N
and a sequence

(xn ∈ A
Vn )n∈N with P

σn
xn

wk
−→ μ.

Some ideas for this proof were shared with me by Lewis Bowen.

Proof. The ‘if’ direction is clear, since each P
σn
xn

is periodic.

For the other direction, suppose � has property pa and let μ ∈ Prob�(A�). By defi-
nition of property pa, we can pick a sequence of periodic measures (μn)n∈N converging
to μ.

Fix n ∈ N. The support of μn consists of finitely many orbits under �; let
{y1, . . . , yk} ⊂ A

� be a set which contains exactly one element of each orbit, and
denote the (finite) orbits by �yi . Then we can write

μn =

k
∑

i=1

ai Unif(�yi ).
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Pick natural numbers m1, . . . , mk , and let Vn be the disjoint union of mi copies of
�yi for each i . Let σn ∈ Hom(G, Sym(Vn)) act separately on each copy of each orbit.
Let xn ∈ A

Vn be given by

xn(v) = v(e).

Then

Pσn
xn

=

k
∑

i=1

mi
∑k

j=1 m j

Unif(�yi ),

so if m1, . . . , mk are chosen appropriately then we can ensure P
σn
xn

→ μ.
But 	 = {σn} as just constructed is not necessarily a sofic approximation. We can fix

this using the following trick: let ν ∈ Prob({0, 1}�) be the product measure with uniform
base. Then then above argument, applied to μ × ν instead of μ, implies the existence of
sequences

(

σn ∈ Hom(�, Sym(Vn))
)

n∈N
and zn ∈ (A×{0, 1})Vn with P

σn
zn

→ μ×ν. If

we write zn = (xn, yn) with xn ∈ A
Vn and yn ∈ {0, 1}Vn , then P

σn
xn

→ μ and P
σn
yn

→ ν.
We will show that the latter fact implies �σn → 0 (i.e. 	 is a sofic approximation).
Suppose v ∈ Vn , γ ∈ � are such that σ

γ
n v = v. Then for any β ∈ �,

(

�σn
v yn

)

(βγ ) = yn

(

σ
βγ
n v

)

= yn

(

σ β
n v
)

=
(

�σn
v yn

)

(β).

In particular, for any finite set D ⊂ � we have

Pσn
yn

{w ∈ {0, 1}� : w(βγ ) = w(β) ∀β ∈ D} ≥
1
∣
∣Vn

∣
∣

∣
∣{v ∈ Vn : σ

γ
n v = v}

∣
∣.

But by assumption, as n → ∞ the left-hand side converges to

ν{w ∈ {0, 1}� : w(βγ ) = w(β) ∀β ∈ D} ≤ ν{w : w(βγ ) = w(β) ∀β ∈ D s.t. βγ �∈ D}

= 2
−

∣
∣Dγ \D

∣
∣
,

and hence

lim sup
n→∞

1
∣
∣Vn

∣
∣

∣
∣{v ∈ Vn : σ

γ
n v = v}

∣
∣ ≤ 2

−

∣
∣Dγ \D

∣
∣
.

As long as γ �= e, the set D can be chosen to make
∣
∣Dγ \ D

∣
∣ arbitrarily large, so that

lim
n→∞

1
∣
∣Vn

∣
∣

∣
∣{v ∈ Vn : σ

γ
n v = v}

∣
∣ = 0.

For any R ∈ N, it can be checked that if σ
γ
n v �= v for all γ �= e such that

∣
∣γ
∣
∣ ≤ 2R +1

then the map

B�(e, R) → Bσ (v, R)

γ �→ σ γ v

is an isomorphism of the (labeled, directed) induced subgraphs. Therefore

δ
σn

R ≤
∑

γ∈B�(e,2R+1)\{e}

1
∣
∣Vn

∣
∣

∣
∣{v ∈ Vn : σ

γ
n v = v}

∣
∣ → 0,

which, since R is arbitrary, implies �σn → 0. 
�
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4.1. Proof of Proposition 2.4. Note a	(μ) = +∞ if and only if there exists an open
neighborhood O � μ such that �(σn,O) is empty for infinitely many n. Therefore if
a	(μ) < +∞ there exists a sequence ζn ∈ Prob(AVn ) with P

σn

ζn
→ μ. Since each P

σn

ζn

is periodic, this shows that if for every μ there exists 	 with a	(μ) < +∞ then � has
property pa.

Conversely, if � has property pa and μ ∈ Prob�(A�) is given, then by the above
proposition we can pick a sofic approximation 	 and (xn)n∈N with P

σn
xn

→ μ. But then
for any open O � μ we have δxn ∈ �(σn,O) for all large enough n, so a	(μ) < +∞.

5. Proofs of Statements Involving Infinitary Dynamics

We first give some additional setup regarding the Glauber dynamics on A� . First, recall
that on an infinite graph we must first define the Markov generator on a ‘core’ of ‘smooth’
functions. Let C(A�) denote the space of continuous real-valued functions on A� , with
the supremum norm ‖ · ‖∞. The smooth functions are defined as follows: given f ∈

C(A�) and v ∈ �, let

� f (v) = sup{
∣
∣ f (η1) − f (η2)

∣
∣ : η1(u) = η2(u) ∀u �= v},

||| f ||| =
∑

v∈�

� f (v),

and

D(A�) = { f ∈ C(A�) : ||| f ||| < ∞}.

Every function which depends on only finitely many coordinates is in D(A�), so D(A�)

is dense in C(A�). For every f ∈ D(A�) the series defining � f converges absolutely,
and � f ∈ C(A�).

Note that the condition ||| f ||| < ∞ does not imply that f is continuous; in fact for
every tail-measurable f we have ||| f ||| = 0.

Continuing to follow mostly the notation from Liggett’s book, let

cu(v) = sup
{

‖cu(η1, ·) − cu(η2, ·)‖T V : η1(γ ) = η2(γ ) ∀γ �= v
}

.

Then

�β(u) =
∑

v∈�

β(v)cu(v)

defines a bounded linear operator on �1(�).
The closure �̄� is a Markov generator, so its domain is a dense subset of the continu-

ous functions C(A�) and the range of I −λ�̄� is all of C(A�) for all λ ≥ 0. We also have
‖ f ‖ ≤ ‖(I − λ�̄�) f ‖ for all λ ≥ 0 [9, comment after Definition 2.1 of Chapter 1]. In
particular I − λ�̄� is injective. An important consequence is that we have a contraction
(I − λ�̄�)−1 : C(A�) → C(A�).

5.1. Approximate Equivariance (Proof of Theorem 2.1). For β ∈ R� , let

‖β‖ = sup
γ∈�

∣
∣β(γ )

∣
∣(3r)

∣
∣γ

∣
∣
.
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Lemma 5.1. For any continuous g : A� → R,

1

3
|||g||| ≤ ‖ ∗ ‖�g =

∣
∣g
∣
∣
Lip

.

In particular, every Lipschitz function is in D(A�).

Proof. For the inequality:

|||g||| =
∑

γ

�g(γ ) ≤

(

sup
γ

�g(γ )(3r)

∣
∣γ

∣
∣

)

∑

γ

(3r)
−

∣
∣γ

∣
∣
≤ 3 sup

γ
�g(γ )(3r)

∣
∣γ

∣
∣
.

Now similarly, for any x, y ∈ A
�

∣
∣g(x) − g(y)

∣
∣ ≤

∑

γ : x(γ ) �=y(γ )

�g(γ ) (using continuity)

≤ sup
γ

�g(γ )(3r)

∣
∣γ

∣
∣ ∑

γ : x(γ ) �=y(γ )

(3r)
−

∣
∣γ

∣
∣

= sup
γ

�g(γ )(3r)

∣
∣γ

∣
∣
· d(x, y),

so
∣
∣g
∣
∣
Lip

≤ sup
γ

�g(γ )(3r)

∣
∣γ

∣
∣
= ‖�g‖.

The converse inequality follows from the fact that for any γ ∈ �

�g(γ ) ≤ (3r)
−

∣
∣γ

∣
∣∣
∣g
∣
∣
Lip

.


�

Lemma 5.2. With respect to the norm ‖ · ‖ on R� , � has operator norm at most

M := sup
γ

∑

h∈�

cγ (h)(3r)d(h,γ ) < ∞.

Proof. For any γ ∈ �,

[�β](γ ) · (3r)

∣
∣γ

∣
∣
≤
∑

h∈�

∣
∣β(h)

∣
∣cγ (h)(3r)

∣
∣γ

∣
∣

≤
∑

h∈�

∣
∣β(h)

∣
∣cγ (h)(3r)

∣
∣h

∣
∣+d(h,γ )

≤ ‖β‖
∑

h∈�

cγ (h)(3r)d(h,γ ),

so, taking the supremum over γ , we see that ‖�β‖ ≤ ‖β‖M and hence the operator
norm is bounded by M .

Finiteness of M follows from the fact that always cγ (h) ≤ 2, and cγ (h) = 0 if h, γ

are not adjacent. So for any γ
∑

h∈�

cγ (h)(3r)d(h,γ ) ≤ 2 · 2r · (3r)1 = 12r2.


�
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We can now give a proof of Lemma 2.2:

Proof of Lemma 2.2. By [9, Theorem 3.9(c) of Chapter 1], we have the pointwise
inequality

�S�(t) f ≤ exp(t�)� f ∀ f ∈ D(A�).

Taking ‖ · ‖ norms of both sides gives, by Lemma 5.1,

∣
∣S�(t) f

∣
∣
Lip

≤ exp(Mt)
∣
∣ f
∣
∣
Lip

.

The result follows from this and the definition of d̄ . 
�

Proposition 5.3. For all small enough λ > 0, for all g ∈ D(A�) we have

∣
∣(I − λ�̄)−k g

∣
∣
Lip

≤ [1 − λM]−k
∣
∣g
∣
∣
Lip

.

Proof. Recall from [9, proof of Theorem 3.9 of Chapter 1] that for all small enough
λ > 0

�(I−λ�̄)−k g ≤ [(1 + λε)I − λ�]−k�g (pointwise)

for any g ∈ D(A�). If we apply the ‖ · ‖ norm to both sides we get, by Lemma 5.1,

∣
∣(I − λ�̄)−k g

∣
∣
Lip

≤ [1 − λ(M − ε)]−k
∣
∣g
∣
∣
Lip

.

The stated bound follows after dropping ε, which is positive. 
�

Define

||| f |||R =
∑

∣
∣γ

∣
∣≥R

� f (γ ).

If f ∈ D(A�) then limR→∞ ||| f |||R = 0; if f is Lipschitz then for any R ≥ 0

||| f |||R ≤ 3
∣
∣ f
∣
∣
Lip

(2/3)R .

The following result establishes an approximate equivariance of Pσ
x with the generator:

Proposition 5.4. Let V be a finite set and σ ∈ Hom(�, Sym(V )). For any f ∈ D(A�),

R ∈ N, and x ∈ A
V ,

∣
∣�σ Pσ

x f − Pσ
x �� f

∣
∣ ≤ 3||| f |||R + 2δσ

R ||| f |||.

Proof. From the definitions of �σ and Pσ
x ,

�σ Pσ
x f =

∑

v∈V

∑

a∈A

cv(x,a)
[

Pσ
xv→a f − Pσ

x f
]

=
1
∣
∣V
∣
∣

∑

v,w∈V

∑

a∈A

cv(x,a)
[

f (�σ
wxv→a) − f (�σ

wx)
]

.



Free Energy, Gibbs Measures, and Glauber Dynamics

We can compare this to if the sum is restricted to pairs v,w which are nearby in the
graph σ :

∣
∣�σ Pσ

x f −
1
∣
∣V
∣
∣

∑

w∈V

∑

v∈Bσ (w,R−1)

∑

a∈A

cv(x,a)
[

f (�σ
wxv→a) − f (�σ

wx)
]∣
∣

≤
1
∣
∣V
∣
∣

∑

w∈V

∑

v �∈Bσ (w,R−1)

∑

a∈A

cv(x,a)
∣
∣ f (�σ

wxv→a) − f (�σ
wx)

∣
∣

Now since the labelings xv→a and x differ only at v, their lifted labelings �σ
wxv→a and

�σ
wx differ only at preimages of v under the map γ �→ σ γ w. Let �σ

w{v} ⊂ � denote
the set of these preimages. Then the above is bounded by

1
∣
∣V
∣
∣

∑

w∈V

∑

v �∈Bσ (w,R−1)

∑

a∈A

cv(x,a)
∑

γ∈�σ
w{v}

� f (γ ) =
1
∣
∣V
∣
∣

∑

w∈V

∑

v �∈Bσ (w,R−1)

∑

γ∈�σ
w{v}

� f (γ ).

Since for each w the sets in the collection {�σ
w{v} : v �∈ Bσ (w, R − 1)} are disjoint

and contained in the complement of B�(e, R − 1), we can bound this by

1
∣
∣V
∣
∣

∑

w∈V

∑

γ �∈B�(e,R−1)

� f (γ ) = ||| f |||R .

Now supposew ∈ V is such that Bσ (w, R) ∼= B�(e, R): then for eachv ∈ Bσ (w, R−

1) the intersection B�(e, R − 1) ∩ �σ
w{v} consists of a single point, which we call γ v .

We then have cv(x,a) = cγ v (�σ
wx,a). From this we can get

∣
∣
∣
∣

∑

v∈Bσ (w,R−1)

∑

a∈A

cv(x,a)
[

f (�σ
wxv→a) − f (�σ

wx)
]

−
∑

γ∈B�(e,R−1)

∑

a∈A

cγ (�σ
wx,a)

[

f
(

(�σ
wx)γ→a

)

− f
(

�σ
wx
)]
∣
∣
∣
∣

=

∣
∣
∣
∣

∑

v∈Bσ (w,R−1)

∑

a∈A

cv(x,a)[ f (�σ
wxv→a) − f

(

(�σ
wx)γ

v→a
)

]

∣
∣
∣
∣

≤
∑

v∈Bσ (w,R−1)

∑

a∈A

cv(x,a)
∣
∣ f (�σ

wxv→a) − f
(

(�σ
wx)γ

v→a
)∣
∣ (∗)

Now our construction also guarantees that the labelings �σ
wxv→a and (�σ

wx)γ
v→a differ

only at sites in �σ
w{v} other than γ v , all of which lie outside B�(e, R − 1). Therefore

we can continue

(∗) ≤
∑

v∈Bσ (w,R−1)

∑

a∈A

cv(x,a)
∑

γ∈�σ
w{v}

∣
∣γ

∣
∣≥R

� f (γ )

≤
∑

∣
∣γ

∣
∣≥R

� f (γ ) = ||| f |||R .
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In the second-to-last line, we have again used that �σ
w{v1} and �σ

w{v2} are disjoint if
v1 �= v2.

For other ‘bad’ w where Bσ (w, R) �∼= B�(e, R), approximating the sum over v by
the sum over γ in this way may be inaccurate, but the fraction of w ∈ V which are bad
is only δσ

R . For these w we note that the magnitudes of both sums in (∗) can be bounded
by

∑

γ∈� � f (γ ) = ||| f |||.

So far we have shown that

∣
∣�σ Pσ

x f − 1∣
∣V

∣
∣

∑

w∈V

∑

∣
∣γ

∣
∣<R

∑

a∈A cγ (�σ
wx,a)

[

f
(

(�σ
wx)γ→a

)

− f
(

�σ
wx
)]∣
∣

≤ 2||| f |||R + 2δσ
R ||| f |||.

To finish, we compare the second term on the left-hand side to Pσ
x �� f using an approach

similar to above:

∣
∣
∣
∣

1
∣
∣V
∣
∣

∑

w∈V

∑

∣
∣γ

∣
∣<R

∑

a∈A

cγ (�σ
wx,a)

[

f
(

(�σ
wx)γ→a

)

− f
(

�σ
wx
)]

−
1
∣
∣V
∣
∣

∑

w∈V

∑

γ∈�

∑

a∈A

cγ (�σ
wx,a)

[

f
(

(�σ
wx)γ→a

)

− f
(

�σ
wx
)]
∣
∣
∣
∣

≤
1
∣
∣V
∣
∣

∑

w∈V

∑

∣
∣γ

∣
∣≥R

∑

a∈A

cγ (�σ
wx,a)

∣
∣ f
(

(�σ
wx)γ→a

)

− f
(

�σ
wx
)∣
∣

≤
1
∣
∣V
∣
∣

∑

w∈V

∑

∣
∣γ

∣
∣≥R

� f (γ )

= ||| f |||R .


�

Lemma 5.5. For all small enough λ > 0, for any m ∈ N and g ∈ Lip(A�) we have

‖(I − λ�σ )−m Pσ
x g − Pσ

x (I − λ�̄�)−m g‖�∞(AV ) ≤ λ�σ
∣
∣g
∣
∣
Lip

m
∑

k=1

(1 − λM)−k .

Proof. We use induction on m, starting with the base case m = 1. Throughout, we
assume λ is small enough for Proposition 5.3 to apply.

Given g ∈ Lip(A�), let f = (I − λ�̄�)−1g. Then for any R ∈ N

‖Pσ
x g − (I − λ�σ )[Pσ

x f ]‖�∞(AV ) = ‖Pσ
x [ f − λ�̄� f ] − (I − λ�σ )[Pσ

x f ]‖�∞(AV )

= λ‖�σ Pσ
x f − Pσ

x �̄� f ‖�∞(AV )

≤ λ(3||| f |||R + 2δσ
R ||| f |||) (Prop. 5.4)

≤ λ(9 · (2/3)R + 6δσ
R)
∣
∣ f
∣
∣
Lip

.

Taking the infimum over R gives
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‖Pσ
x g − (I − λ�σ )[Pσ

x f ]‖�∞(AV ) ≤ λ�σ
∣
∣ f
∣
∣
Lip

≤ λ�σ (1 − λM)−1
∣
∣g
∣
∣
Lip

. (Prop. 5.3)

Since (I − λ�σ )−1 is a contraction on �∞(AV ),

‖(I − λ�σ )−1 Pσ
x g − Pσ

x (I − λ�̄�)−1g‖�∞

= ‖(I − λ�σ )−1
[

Pσ
x g − (I − λ�σ )[Pσ

x f ]
]

‖�∞

≤ λ�σ (1 − λM)−1
∣
∣g
∣
∣
Lip

.

This proves the base case.
Now assuming the m case and the base case, we prove the m + 1 case:

‖(I − λ�σ )−(m+1) Pσ
x g − Pσ

x (I − λ�̄�)−(m+1)g‖�∞

=
∥
∥(I − λ�σ )−1

[

(I − λ�σ )−m Pσ
x g − Pσ

x (I − λ�̄�)−m g
]

+
[

(I − λ�σ )−1 Pσ
x (I − λ�̄�)−m g − Pσ

x (I − λ�̄�)−1(I − λ�̄�)−m g
] ∥
∥

�∞

≤ ‖(I − λ�σ )−m Pσ
x g − Pσ

x (I − λ�̄�)−m g‖∞ (contraction)

+ λ�σ (1 − λM)−1
∣
∣(I − λ�̄�)−m g

∣
∣
Lip

(base case)

≤ λ�σ
∣
∣g
∣
∣
Lip

m+1
∑

k=1

(1 − λM)−k . (inductive hyp., Prop. 5.3)

This completes the induction. 
�

Proof of Theorem 2.1 Given g ∈ Lip1(A
�), for all large enough m we can apply the

previous lemma with λ = t/m, which gives

‖(I − t
m

�σ )−m Pσ
x g − Pσ

x (I − t
m

�̄�)−m g‖�∞(AV ) ≤ t
m

�σ
∣
∣g
∣
∣
Lip

m
∑

k=1

(1 − t
m

M)−k .

Let m → ∞. The left-hand side converges (by Hille-Yosida; [9, Theorem 2.9(b) of
Chapter 1]) to ‖Sσ (t)Pσ

x g − Pσ
x S�(t)g‖∞ while the lim sup of the right-hand side is

bounded by �σ teMt
∣
∣g
∣
∣
Lip

, since

lim sup
m→∞

1

m

m
∑

k=1

(1 − t
m

M)−k ≤ lim sup
m→∞

1

m

m
∑

k=1

(1 − t
k

M)−k = eMt .

Since g ∈ Lip(A�) was arbitrary, the inequality of transportation distance follows.
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