
Applied Surface Science 612 (2023) 155734

A
0

Contents lists available at ScienceDirect

Applied Surface Science

journal homepage: www.elsevier.com/locate/apsusc

Full length article

Artificial intelligence based analysis of nanoindentation load–displacement
data using a genetic algorithm
Abraham Burleigh a, Miu Lun Lau b, Megan Burrill c, Daniel T. Olive d, Jonathan G. Gigax d,
Nan Li d, Tarik A. Saleh d, Frederique Pellemoine e, Sujit Bidhar e, Min Long b, Kavin Ammigan e,
Jeff Terry a,c,f,∗

a Department of Physics, Illinois Institute of Technology, Chicago IL 60616, United States of America
b Department of Computer Science, Boise State University, Boise ID 83725, United States of America
c Department of Mechanical, Materials, and Aerospace Engineering, Illinois Institute of Technology, Chicago IL 60616, United States of America
d Los Alamos National Laboratory, Los Alamos NM 87545, United States of America
e Fermi National Accelerator Laboratory, Batavia IL 60510, United States of America
f Department of Social Sciences, Illinois Institute of Technology, Chicago IL 60616, United States of America

A R T I C L E I N F O

Keywords:
Nanoindentation
Artificial intelligence
Genetic algortithm

A B S T R A C T

We developed an automated tool, Nanoindentation Neo package for the analysis of nanoindentation load–
displacement curves using a Genetic Algorithm (GA) applied to the Oliver-Pharr method (Oliver et al.,1992).
For some materials, such as polycrystalline isotropic graphites, Least Squares Fitting (LSF) of the unload curve
can produce unrealistic fit parameters. These graphites exhibit sharply peaked unloading curves not easily
fit using the LSF, which tends to overestimate the indenter tip geometry parameter. To tackle this problem,
we extended our general materials characterization tool Neo for EXAFS analysis (Terry et al., 2021) to fit
nanoindentation data. Nanoindentation Neo automatically processes and analyzes nanoindentation data
with minimal user input while producing meaningful fit parameters. GA, a robust metaheuristic method, begins
with a population of temporary solutions using model parameters called chromosomes; from these we evaluate
a fitness value for each solution, and select the best solutions to mix with random solutions producing the next
generation. A mutation operator then modifies existing solutions by random perturbations, and the optimal
solution is selected. We tested the GA method using Silica and Al reference standards. We fit samples of
graphite and a high entropy alloy (HEA) consisting of BCC and FCC phases.
1. Introduction

Nanoindentation is a technique well suited to probing mechanical
properties because it can extract hardness and elastic modulus values
from very shallow regions of a sample on the order of microns. During
the nanoindentation process materials undergo two types of material
deformation: plastic and elastic [1]. For a fully elastic deformation, as
seen in the load displacement curve of Fig. 1(a) for fused silica the
material is able to fully recover its original shape (for sufficiently small
indents) resulting in an unloading curve that closely traces the loading.
At the other extreme, a completely plastic deformation results in an
unloading curve that is nearly vertical as the material fails to recover
leaving a large residual indent to nearly the full depth as shown for
single crystal aluminum in Fig. 1(b).

Fine grained, isotropic graphite grades are utilized in many cur-
rent and future fixed target, high-energy proton beam experiments for

∗ Correspondence to: 3101 S. Dearborn St., Chicago IL 60616, United States of America.
E-mail address: terryj@iit.edu (J. Terry).

neutrino production [2–5]. Low-Z materials produce favorable sec-
ondary particle spectra optimal for neutrino production [5,6], and
graphite offers strong resistance to thermal shock [4,7] which is a major
concern for pulsed beam targets that experience a drastic increase in
mechanical load due to the sharp thermal gradient during pulses. Dur-
ing nanoindentation some samples, such as fine grained, polycrystalline
graphite, show recovery properties exhibiting regions of both elastic
and plastic deformation as shown in Fig. 2 where the unloading curve
is sharply peaked near the maximum load and then recovers midway
through the unloading process resulting in a drastic change in the
slope of the curve. This makes fitting the unloading portion of the load
displacement curve difficult using a Least Squares Fitting (LSF) process
as discussed in Section 2.1. Our Genetic Algorithm (GA)-based fitting
process is able to fit this data accurately and efficiently while producing
fitting parameters that are physically meaningful and consistent with
theory.
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Fig. 1. Nanoindentation load/unload curves from indentations on fused silica and single crystal aluminum.
Fig. 2. Representative load/unload curve from nanoindentation of ion irradiated
graphite (Fit data annotated as in [1]).

2. Methodology

2.1. Nanoindentation

Analysis of nanoindentation data can be done by examining the
load/unload curve during indentation using the Oliver-Pharr method,
or by continuous stiffness measurements (CSM) [1]. The results of our
GA fitting package will be compared to those of CSM for identical
indentations in the following section. The nanoindentation unloading
data is found to be well described by the power law expression [1]:

𝑃 = 𝐴(ℎ − ℎ𝑓 )𝑚 (1)

where 𝐴, ℎ𝑓 , and 𝑚 are all free parameters (discussed in detail below)
that will be determined by the GA. The independent parameters used
in the fitting process are ℎ, the indentation depth, and 𝑃 , the indenter
load. For both nanoindentation analysis methods, we are predomi-
nantly concerned with determining the elastic modulus 𝐸 and hardness
𝐻 . For determination of these parameters from the load/unload curve,
we use the following equations [1]:

1
𝐸𝑟

= 1 − 𝜈2

𝐸
+

1 − 𝜈2𝑖
𝐸𝑖

, (2)

𝐻 =
𝑃𝑚𝑎𝑥
𝐴(ℎ𝑐 )

, (3)

where 𝐸𝑟 is the experimentally determined reduced modulus which
accounts for displacement of both the sample and indenter tip, 𝐸𝑖 and
𝜈𝑖 are the modulus and Poisson’s ratio of the indenter tip (commonly
diamond), respectively. The Poisson’s ratio of the sample, 𝜈 is taken
2

from the literature or measured before the nanoindentation measure-
ment [1]. 𝑃𝑚𝑎𝑥 is the maximum load during indentation and 𝐴(ℎ𝑐 ) is
the indenter contact area as a function of peak indentation depth given
by [1,8,9]:

𝐴(ℎ𝑐 ) = 24.5ℎ2𝑐 + 𝐶1ℎ
1
𝑐 + 𝐶2ℎ

1∕2
𝑐 + 𝐶3ℎ

1∕4
𝑐 +⋯ + 𝐶8ℎ

1∕128
𝑐 . (4)

The constants 𝐶1 - 𝐶8 are determined for a particular indenter tip
by performing indentations on a well characterized material such as
fused silica, and ℎ𝑐 is the vertical contact distance. The vertical contact
distance ℎ𝑐 used to determine the contact area takes into account the
fact that there is a region of deformation at the surface that does not
contact the indenter tip which is given by ℎ𝑠:

ℎ𝑠 = 𝜖
𝑃𝑚𝑎𝑥
𝑆

. (5)

The contact depth ℎ𝑐 is therefore related to the maximum indentation
depth by:

ℎ𝑚𝑎𝑥 = ℎ𝑐 + ℎ𝑠. (6)

The geometric constant 𝜖 is 0.75 for a Berkovich tip [1,10], and 𝑆 is
the material stiffness during initial unloading given by [11–15]:

𝑆 = 𝑑𝑃
𝑑ℎ

= 2𝐸𝑟

√

𝐴(ℎ𝑐 )
𝜋

(7)

which can be determined by fitting the upper portion of the unloading
curve using Eq. (1) and evaluating the first derivative at the maximum
load and depth giving a straight line approximation through the maxi-
mum load position as shown in Fig. 2. The stiffness as determined from
the fitting parameters is then:

𝑆 = 𝐴𝑚
(

ℎ𝑚𝑎𝑥 − ℎ𝑓
)𝑚−1 (8)

In Eq. (1), the fitting parameter, 𝐴, is a material constant that gives
a scaling factor that cannot be directly correlated to a feature of the
load/unload curve [1]. The parameter, ℎ𝑓 , is a measure of the residual
indentation depth on unloading after the tip has been withdrawn [1,
16], which can also be directly observed from the load/unload curve as
it crosses the depth axis as shown in Fig. 2. The parameter 𝑚 is depen-
dent on the indented material and indenter tip shape; it corresponds to
the geometry of the contact area between the two [1,10]. If we assume
a linear unloading sequence for indentations using a flat cylinder (or
flat punch), we will have 𝑚 = 1, and 𝑚 = 2 for a cone shaped tip and be-
tween these extremes a paraboloid of revolution has 𝑚 = 1.5 [1,10,17].
It also has been shown by elastic contact theory [12,16], finite element
analysis [18] and experiment [12] that determination of the stiffness
using Eq. (7) is also valid for pyramidal tip shapes such as the Vickers
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and Berkovich tip used in our measurements. For indentations analyzed
according to the above theory that do not display linear unloading
the process is best described by using an exponent 𝑚 that is roughly
between 1.2–1.6 for most tip geometries and materials [1].

For the related CSM experiments, the indenter tip oscillates during
loading with an amplitude on the order of nanometers. The system is
modeled as two springs (stiffness: [𝐶𝑓 +

1
𝑆 ]

−1 and 𝐾𝑠) in parallel with a
damping term 𝐷 attached to indenter tip of mass 𝑚 [1,19,20], so that
|

|

|

|

𝑃𝑜𝑠
ℎ(𝜔)

|

|

|

|

=
√

(

[𝑆−1 + 𝐶𝑓 ]−1 +𝐾𝑠 − 𝑚𝜔2
)2 + 𝜔2𝐷2. (9)

Here 𝐶𝑓 [m/N] is the load frame compliance, 𝐾𝑠 the support spring
stiffness [N/m], and 𝐷 [s/m] the damping coefficient of the capacitive
plate used to measure displacement, all of which are determined during
instrument calibration. 𝑃𝑜𝑠 and ℎ(𝜔) are the magnitude of load and
depth oscillation respectively, 𝜔 the oscillation frequency, and 𝑚 the
indenter tip mass. 𝐾𝑠 and 𝐷 can be determined from oscillations of
the system when not in contact with the surface (𝑆=0), and then
determination of the material stiffness depends only on the measured
oscillation depth ℎ(𝜔) for a given load 𝑃𝑜𝑠 which can be determined at
any depth from the surface up to ℎ𝑚𝑎𝑥.

2.2. Genetic algorithms

Genetic Algorithms [21] are a class of efficient metaheuristic meth-
ods for optimizing highly non-convex objective functions, inspired by
processes of biological evolution. GA operates on a population of 𝑁
individuals (𝑖), each of which represents a set of solution points
(e.g., physical parameters) in the solution domain. Each individual is
evaluated by the use of a fitness value which is determined using an
objective function. During each iteration (i.e., a generation) of the algo-
rithm, a new population is generated such that the average individuals
will have superior fitness values compared to previous generation. The
use of a diverse population combined with genetic inspired operators
(crossover and mutation) enables GA to properly explore any high-
dimensional domains, while reducing the chance of trapping in local
minima.

Our Genetic Algorithm used for the nanoindentation fitting below is
being released as open source software. The algorithm was originally
developed for the fitting of extended X-ray absorption fine structure
(EXAFS) data [22,23]. The open source EXAFS Neo package can be
downloaded on Github [24]. Our nanoindentation fitting program,
Nanoindentation Neo, is also available on Github [25]. Nanoin-
dentation Neo requires the user to select the limits of parameter
space that are appropriate for the materials that have been probed
by the nanoindentation machines. Our objective function relies on
optimizing the equation described by Eq. (1). Our algorithm creates an
initial population of the three parameters (𝐴, ℎ𝑓 , and 𝑚 from Eq. (1))
associated with each of the individuals. The objective fitness is deter-
mined by comparing the model data to the experimental data using
Eq. (10) and used to determine the fitness of the populations in each
generation by computing the difference between the sum of the squares
of the experimental data, 𝐸𝑥𝑝𝑡𝑖, and the calculated result from the GA
Model, 𝑀𝑜𝑑𝑒𝑙𝑖. To prevent over-fitting of the experimental data, the
reduced chi squared, 𝜒2

𝑟 , is used to determine the goodness of fit, where
𝑁𝑖𝑛𝑑 is the number of independent data points, 𝑁𝑝𝑎𝑟𝑎𝑚𝑠 is the number
of fitting parameters, and 𝑁 is the total number of data points. 𝜖𝑖 is
assumed to be 1 since it is difficult to determine the error of each point.
The resulting set of populations are sorted based on their fitness score
using:

𝜒𝑟
2 =

𝑁𝑖𝑛𝑑
(

𝑁𝑖𝑛𝑑 −𝑁𝑝𝑎𝑟𝑎𝑚𝑠
)

𝑁

𝑁
∑

𝑖 = 1

(

𝐸𝑥𝑝𝑡𝑖 − 𝑀𝑜𝑑𝑒𝑙𝑖
)2

𝜀2𝑖
. (10)

Our GA has been described in detail [22,23] and will only be
summarized here. The goal of the GA is to find an individual, 𝑃𝑏𝑒𝑠𝑡, that
best minimizes the difference between the theoretical measurement
3

Fig. 3. A schematic of the iterative structure of the GA of our Nanoindentation
Neo. A number of nanoindentation file is first input using a user-friendly graphical user
interface (GUI) of the package, in which each data file gets separated and enters into
its own analysis subroutine consisting of a GA. Inside the GA, a population consisting of
𝑁 individuals is entered into a fitness evaluation loop where Cross-Over and Mutation
operators are used to improve the diversity and ultimately the fitness, 𝑓 (𝑖), until one
of the termination conditions is reached. Afterward, each sample is analyzed which
returns the physical values such as hardness and modulus. This result can then be
further aggregated and provide an overall result for the sample.

calculated from its set of parameters and the observed data. The fitness
of each individual 𝑓 (𝑖) is computed as reciprocal of the sum-of-
squared-error (SSE) between its predicted against the observed data.
In the GA, individuals with higher fitness will have greater probability
of being retained and selected as potential parents of individuals in the
next population. These subsequent individuals are generated using both
Cross-over and Mutation operators. A schematic of the GA is shown in
Fig. 3. The software we have written parses inputs using a input file,
which contains all analysis and processing parameters. The software
process inputs from the input file and then perform the calculations.
This setup permits the submissions of multiple input scripts simulta-
neously to allow for high throughout. The accelerated workflow also
suits very well with the parallel job submissions capabilities in High
Performance Computing (HPC). HPC systems at INL (sawtooth) were
employed for the analysis sections. Since each individual analysis does
not require huge computational resources, minimal CPU hours were
requested (typically 4-core, and a wall time of 30 min). Instead, a
large amount of jobs are typically submitted to take advantages of the
parallelism.

The Cross-Over operator combines two individuals, 𝑎 and 𝑏, by
choosing random subsets of parameters from each, subject to con-
straints, and returning their union. The Mutation operator, with some
probability (mutation rate), randomly changes one of the three parame-
ters (𝐴, ℎ𝑓 , and 𝑚) in the individual. The mutation rate is randomly
adjusted depending upon the success rate of the generations using
the Rechenberg mutation rate adaptation [26] algorithm. The Rechen-
berg algorithm dynamically alters the mutation rate depending on the
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Table 1
Global random analysis ranges and step size.

Parameters Minimum Maximum Step size

Populations 100 3000 100
Generations 20 100 10
Mutation Chance 20% 100% 10%

number of successful mutations (those whose offspring have increased
fitness). This improvement led to a factor of 10 decrease in the number
of generations required to achieve convergence. Termination of the GA
can be accomplished by reaching either of two endpoints. The first is
when the maximum number of generations set by the user is reached.
This ‘‘cut-off’’ option is designed to provide users a threshold time step
to end the calculation to save computing resources. The second occurs
when the fitness of individuals in subsequent generations has converged
to a self consistent level for a user defined percentage, (𝐾%) of the
total generations. In general, successive populations should increase
the average fitness value of the population, and hence, over time,
generate a population comprising many individuals with high fitness
and therefore low SSE. The final output of the algorithm is the best
fitted individual from the last population.

The analysis package containing the GA code is called Nanoin-
dentation Neo [25]. It is an open source application written in
the Python [27] programming language. There is no emerging need to
parallelize our GA code (though it could be) since the same data set
should be run/analyzed multiple times independently to gauge the er-
rors compared to the experiments. Thus, we strongly recommended that
users execute multiple calculations simultaneously for doing such error
analysis. The available GUI can be used to populate multiple random
parameter sets for simultaneous exploration of the parameter space as
well as serial execution of searches of allowed parameter space. The
multiple solutions could be used in the error analysis described below.

2.3. Error analysis

Our algorithm does not optimize the population size, the number
of children from each set of parents, the number of parents in each
generation, starting mutation probability, or the number of generations.
We use variations in the starting values of these parameters to generate
a number of solutions with different initial conditions to evaluate the
error in the optimal path parameters. Global random analysis [28,29]
was performed to determine these error ranges. Random perturbations
were applied to the parameters Population Size, Number of Generations,
and Mutation Chance, and the GA was run for up to 100 different pertur-
bations for each sample. The ranges and step sizes of each parameter
are shown below in Table 1. The set of result values generated from
the different runs were used to further compute the co-variance matrix
which results in the potential errors of each independent variable. All
listed errors are the statistical errors of the AI analysis routine. They
detail the accuracy and precision of the GA.

3. Results and discussion

3.1. Reference material fitting

The GA-based Nanoindentation Neo was used to analyze data
rom two common reference materials that have been extensively stud-
ed: fused silica and single crystal aluminum. Fused silica is commonly
sed to determine the coefficients of the contact area function given
y Eq. (4) due to its highly elastic recovery during unloading. Single
rystal aluminum can be used for calibrating the spatial offset between
maging hardware and indenter tip due to its easily observable residual
ontact area after unloading. The results of GA fits performed on sets
f 9 indentations in fused silica and aluminum samples are shown
4

n Table 2. Both sets of indentations were performed using Hysitron
TI-950 Triboindenters; the fused silica on an instrument at Northwest-
ern NUANCE (NUANCE), and the aluminum on an instrument at Los
Alamos National Laboratory (LANL).

In the case of fused silica the indentations were done to a maximum
load of 8000 μN. Indentation #1 and #3 penetrated the material to
330.3 nm and 492.2 nm respectively - a much greater peak depth
than the other 7 tests which reached an average maximum depth of
238.5 ± 0.7 nm. The calculated hardness and elastic modulus results
for indentations #1 and #3 are correspondingly low compared to
the rest of the tests bringing down the average values and increas-
ing the experimental uncertainties for both properties. The GA fitting
calculated hardness value (8000 ± 3000 MPa) falls within the range
of values found in the literature of 7000–9500 MPa [1,30,31]. The
elastic modulus (70 ± 20 GPa) is also within the range 69–72 GPa
found in the literature [1,30,32]. If the 2 outlier measurements are
excluded from the set the average hardness increases to 9980 ± 60
MPa, and the average elastic modulus increases to 74.8 ± 0.7 GPa;
values slightly higher than the literature in both cases. The average
value for the parameter 𝑚 is ≈ 5% higher than the value of 1.25 given
by the experiments of Oliver and Pharr for fused silica [1]. Applying a
LSF procedure to this data yields comparable results for the hardness
(8376.0 ± 3157.0 MPa) and elastic modulus (65.94 ± 16.34 GPa) which
increase to 9932.6 ± 63.8 MPa and 73.86 ± 0.43 GPa respectively if
the outliers are excluded. When comparing the two types of fitting
procedures both material properties fall within 1𝜎 of each other with
and without inclusion of the outliers. The average GA fitness score
(discussed in Section 2.2) for the indentations in this set is 1.117 × 1015

which is somewhat better than the LSF fitness value of 1.889×1015 when
the same algorithm is applied to each set of fit parameters.

For the aluminum tests a maximum load of 10000 μN was used
corresponding to an average peak indentation depth of 1178.7 ± 5.6 nm
across all tests. The GA computed average hardness (279 ± 3 MPa)
compares well with values in the literature of 250–330 MPa [1] and
is within experimental error when compared to the values given by
Filippov of 262.4 ± 13.6 MPa for the hardness averaged over all crystal-
lographic orientations [33]. Likewise the elastic modulus (69 ± 2 GPa)
falls within 1𝜎 of the range of values from the literature of 67.1–
70.4 GPa [1,34], and most closely matches the modulus along the
(110) direction calculated by Filippov to be 72.0 GPa [33]. The results
of Oliver and Pharr give 𝑚 = 1.38 for indentations in aluminum [1]
which is 2.3% larger than the parameter found by the GA and within
the experimental error of this value. Fig. 4 shows graphically how
the calculated values of 𝑚 for fused silica and aluminum compare to
those from the literature. LSF fitting done by the Hysitron instrument
calculates a hardness of 311.8 ± 3.0 MPa and elastic modulus of 73.14 ±
2.32 GPa. The LSF hardness is significantly higher than the GA value as
well as that given by Filippov, but the modulus values are within one
standard deviation of each other. The average GA fitness score for this
set of data is 1.737 × 1018 which is again an improvement on the LSF
fitness score of 4.819 × 1020.

3.2. GA fitting of graphite

3.2.1. Comparison with LSF
Nanoindentation measurements were performed using a Hysitron

TI-950 Triboindenter at NUANCE on POCO ZXF-5Q fine grained,
isotropic graphite to a maximum load of 10.0 mN corresponding to
an indenter displacement at peak load of 1024–1506 nm depending on
the local hardness for a particular indentation. LSF of the load/unload
curve using the Oliver-Pharr method returned values of the material
hardness in agreement with the values found in the literature of 𝐻
= 200–400 MPa [35–37] while elastic modulus values are at the low
end of the accepted range of 𝐸 = 9.1–10.5 GPa for fine grained,
isotropic polycrystalline graphite grades [35,38–40]. Additionally the
calculated fit parameters ℎ𝑓 and 𝑚 do not fall within the range of

acceptable values described by the theory of load displacement analysis
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Fig. 4. Values of the power law exponent parameter 𝑚 as defined by the Oliver-Pharr method described in Section 2.1 for POCO graphite calculated using the GA software
(red, point) and LSF (green, point) fitting, and Fused Silica (blue, down triangle) and Aluminum (orange, up triangle) using the GA. The black horizontal dashed line shows the
maximum value of 𝑚 as defined by the theory behind the Oliver-Pharr method while the blue and orange horizontal lines show the values of 𝑚 for Fused Silica and Aluminum
from the literature respectively [1]. For POCO graphite, the GA finds values of 𝑚 within the range predicted by theory, while the LSF values greatly exceed it. The values found
for fused silica and aluminum are similar to those from the literature.
Table 2
Hardness and modulus results for GA fits of fused silica and single crystal Al reference materials.
Indent Fused silica Aluminum

𝐴 (μN/nm𝑚) ℎ𝑓 (nm) 𝑚 𝐻 (MPa) 𝐸 (GPa) 𝐴 (μN/nm𝑚) ℎ𝑓 (nm) 𝑚 𝐻 (MPa) 𝐸 (GPa)

1 7.58 181.2 1.386 4252.3 47.58 154.4 1158.1 1.274 274.63 66.40
2 5.89 85.6 1.432 9892.2 75.72 187.4 1149.3 1.222 281.31 65.45
3 7.59 344.2 1.388 1636.0 29.39 196.6 1153.1 1.216 279.72 66.70
4 10.63 94.0 1.33 10034.9 75.10 120.5 1149.3 1.341 280.52 69.18
5 9.78 92.7 1.344 9979.1 74.93 92.3 1148.8 1.412 280.43 71.23
6 12.91 97.2 1.294 10006.3 73.76 73.2 1138.7 1.465 284.49 71.84
7 11.64 95.9 1.313 9941.9 74.12 102.5 1156.9 1.385 276.61 70.11
8 9.61 91.9 1.346 10070.9 74.89 106.2 1156.1 1.374 276.79 69.39
9 9.05 91.8 1.358 9951.3 75.18 84.8 1155.1 1.428 277.28 70.19

Avg. 9 130 1.36 8000 70 120 1152 1.35 279 69
St. Dev. 2 90 0.04 3000 20 40 6 0.09 3 2
discussed in Section 2.1. Table 3 shows the results obtained from the
LSF compared to those of the GA for the same set of 9 indentations.
Both fitting algorithms used data points from the top 50% of the
unload curve. The calculated hardness values are within the degree
of experimental error when calculated with both methods. According
to Eq. (3) the hardness depends only on peak load and the contact
area at maximum depth which is less dependent on the calculated
stiffness value compared to the elastic modulus found using Eqs. (7)
and (2). On average the hardness value from GA fitting is 1.2% larger
compared to the LSF, while the elastic modulus is 5.3% smaller. The
standard deviation of the hardness results is nominally the same for
both cases (27.6% for the LSF, 27.7% for the GA) as is the standard
deviation for the elastic modulus (20.6% for the LSF, 20.2% for the
GA). The hardness results are near the center of the published range
of results [35–37] and the elastic modulus results near the bottom of
the published range of values [35,38–40]. Examination of the curves
in Figs. 10 and 11 shows that indentations exhibiting larger hardness
and elastic modulus values penetrate to greater depths when compared
to indentations with low hardness and elastic modulus results. This
variation in the maximum indentation depth for a fixed peak load
points to the observed deviation being the result of differing material
5

Table 3
The LSF and the GA results agree within the degree of experimental error for the POCO
ZXF-5Q graphite sample.

Indent Least Sq. GA

𝐻 (MPa) 𝐸 (GPa) 𝐻 (MPa) 𝐸 (GPa)

1 371.57 10.29 375.06 9.93
2 333.95 9.34 338.16 8.91
3 302.49 9.42 305.87 8.98
4 208.52 7.68 211.04 7.22
5 263.52 10.10 266.45 9.52
6 206.61 7.70 208.67 7.31
7 425.14 14.03 431.43 13.14
8 192.44 7.81 193.95 7.47
9 317.60 9.64 323.71 8.92

Avg. 290 10 290 9
St. Dev. 80 2 80 2

properties across the sample surface as opposed to inconsistencies in
the fitting process.

When examining the physically meaningful parameters generated
by both types of fitting shown in Table 4, the LSF greatly overestimate
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Table 4
For the set of 9 indentations in POCO ZXF-5Q polycrystalline graphite, the LSF consistently produces unrealistic values for the indenter shape
parameter 𝑚 while GA fit parameters fall in physically realistic ranges given by the theory.
Indent Least Sq. GA

𝐴 (μN/nm𝑚) ℎ𝑓 (nm) 𝑚 𝐴 (μN/nm𝑚) ℎ𝑓 (nm) 𝑚

1 1.004E−04 652.3 2.994 0.1210 799.4 1.960
2 1.035E−04 696.2 2.972 0.1440 848.6 1.918
3 9.596E−05 765.9 3.006 0.1650 916.8 1.915
4 1.188E−04 992.9 2.966 0.1140 1133.5 1.961
5 1.213E−04 885.9 3.031 0.2750 1024.6 1.874
6 9.892E−05 1000.2 2.997 0.1580 1149.8 1.917
7 1.119E−04 644.8 3.078 0.2410 773.0 1.917
8 5.493E−05 1051.2 3.101 0.3240 1225.4 1.826
9 6.557E−05 729.4 3.058 0.1670 882.6 1.904

Avg. 9.680E−05 824.3 3.023 0.19 1000 1.91
St. Dev. 2.264E−05 160.2 0.047 0.07 200 0.04
the value of 𝑚 which according to the theory should be at most 2.0 and
is expected to fall between 1.2 and 1.6. The mean value of 𝑚 found by
the LSF is 3.02 with a standard deviation of 0.05. When a limit for the
range of 𝑚 of 1.0–2.0 is applied it results in every fit finding a solution
with 𝑚 = 2.0, this is also the case for applying an upper limit of 1.6.

his effectively removes one of the free parameters from the fitting
rocess and results in the user manually choosing a value for 𝑚. The

GA software can find fitting parameters 𝑚 for this set of indentations
hat match the expected range with a mean value of 1.91 and a standard
eviation of 0.04; this discrepancy between the two fitting algorithms is
hown in Fig. 4. The ability of the GA method to find fitting parameters
hat are consistent with the theory behind the Oliver-Pharr method
ncreases confidence that the results are accurate. The values for ℎ𝑓 also

vary between the two fitting algorithms, and in both cases corresponds
to a larger depth than the intersection of the unloading curve with the
depth axis. Figs. 10 and 11 in the Appendix show the plots for each fit
given by the GA and LSF respectively and show graphically the relation
between ℎ𝑓 and the shape of the unloading curve. For all indentations
examined the GA fit value of ℎ𝑓 is larger than that of the LSF, as is
he parameter 𝐴. This is a result of the fact that the exponent 𝑚 is
maller, so the fit peaks upward more gradually. Therefore, the scaling
actor 𝐴 and the depth axis intercept ℎ𝑓 are greater in order to bring
he fitted model into the range of the data points. The GA fitting finds
alues of ℎ𝑓 that correspond to the inflection point where graphite’s
aterial response and the slope of the unloading curve change over

o display a more elastic response. For the LSF, ℎ𝑓 corresponds to a
depth intermediate between the inflection point and the unload curve’s
intercept with the depth axis. For indentations #3 and #5 which show
minimal elastic response at the end of unloading ℎ𝑓 is closely aligned
with the intercept.

3.2.2. Comparison with continuous stiffness measurements (CSM)
Continuous stiffness measurements (CSM) were performed on a pris-

tine IG-430 polycrystalline graphite sample using a KLA iMicro nanoin-
dentation system at Fermi National Accelerator Laboratory (FNAL) to
a maximum displacement at peak load of 1500 nm which corresponds
to peak loads of 11.8–21.4 mN the value of which is again dependent
on the varying hardness of the graphite at a particular indentation
location. IG-430 is an isotropic fine grained graphite very similar to
POCO ZXF-5Q but with a slightly higher density and less uniform
porosity [41]. The calculated hardness and modulus of elasticity as a
function of depth for all 9 indentations by CSM are shown in Fig. 6. For
this set of data the GA fits were done using data from the top 80%–95%
of the unloading curve corresponding to the depths at which the CSM
data was averaged, although it is important to recognize that the GA
uses measurements made during unloading and CSM uses the loading
data. Calculated material characteristics were compared to results from
fitting the load displacement curve using the Oliver-Pharr method with
GA and LSF fitting. The comparison of hardness and elastic modulus
6

values is shown in Fig. 5 and the results from both methods show
predominantly the same trends between indentations with somewhat
higher values of hardness found using the GA and higher modulus
results given by CSM. Material characteristics from LSF are also shown
for comparison, the hardness calculated using LSF is extremely similar
to the GA values while the elastic modulus results are somewhat lower
than the GA fit results. The average hardness computed with each
method is 420.00 ± 92.20 MPa for CSM, 499.89 ± 93.95 MPa for the GA,
and 504.07 ± 94.58 MPa for LSF. CSM hardness values are just above
the expected values for fine grained, isotropic graphite [35–37], while
the GA and LSF values are ≈ 20% larger and closer to the range that
has been reported for the Vickers hardness of pyrolitic graphites at
400–650 MPa [42]. The average elastic modulus is 12.84 ± 1.41 GPa
given by CSM, 10.85 ± 1.19 GPa by the GA, and 10.56 ± 1.17 GPa by
LSF. The GA and LSF results are both within 1𝜎 of values found in the
literature [35,38–40], but the CSM values are ≈ 20% larger and align
more closely with data from indentations on Gilsocarbon and pyrolytic
graphites found in the literature at 10.9–14.7 GPa [36,42–45]. Both
the hardness and elastic modulus values follow the same trends across
all three methods of calculation with GA and LSF values being more
closely aligned with each other compared to CSM. In the case of the
elastic modulus calculations the GA gives intermediate results between
the extremes of the GA and LSF numbers. It is not surprising that
the CSM and Oliver-Pharr fitting results are not in perfect agreement.
There are known cases where non-ideality has been observed with both
techniques [46,47]. The GA methodology utilized here should be used
only on samples where the Oliver-Pharr method is indicated.

3.3. LANL HEA mapping

A high entropy alloy (HEA) sample was selected to compare the
GA approach to fitting results obtained from the Hysitron software.
Electron backscatter diffraction was used to obtain an inverse pole
figure map Fig. 7(a) and phase map (b). A row of nanoindentations,
indicated by a red dashed line, which contained BCC and FCC crystal
structures was selected for the comparison. The fit values for hardness
and reduced modulus shown in the highlighted portion of the maps
in Fig. 7(c) and (d) are plotted along with the values obtained using
the GA method in Fig. 8(a) and (b), respectively. The results of the
LSF algorithm used to analyze the fused silica and graphite samples
is included for comparison to the GA and Hysitron software data.
Overall the three methods show the same trends between BCC and FCC
regions of the sample, and yield similar results for the hardness and
modulus when independently averaged over the BCC and FCC results.
Indentations fully within the BCC region (#6, 7, 8) have a hardness
of 8.4 ± 0.2 GPa as calculated by the GA compared to 8.4 ± 0.2 GPa
(Hysitron) and 8.5 ± 0.2 GPa (LSF). The elastic modulus calculated
for this region is 252 ± 6 GPa, 253 ± 5 GPa, and 253 ± 5 GPa for the
GA, Hysitron, and LSF respectively. Indentation # 1–4 and # 10–
12 are in the region of FCC material and are similarly consistent for

the 3 examined algorithms with a hardness value of 2.86 ± 0.04 GPa
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Fig. 5. Comparison of hardness and elastic modulus results for IG-430 polycrystalline graphite indentations using CSM. The CSM results (blue) are compared to load displacement
analysis using the Oliver-Pharr method fit using the GA (red) and least squares (green) fitting algorithms.
Fig. 6. Nanoindentation CSM results for indentations on pristine IG-430 graphite.
from the GA compared to 2.78 ± 0.05 GPa (Hysitron) and 2.9 ± 0.05 GPa
(LSF). The elastic modulus of the FCC region is found to be 184±6 GPa
(GA), 183 ± 5 GPa (Hysitron), and 186 ± 3 GPA (LSF). The material
characteristics of the 2 different phases of HEA when calculated by 3
different methods all agree within one standard deviation of each other
with the exception of the FCC hardness calculated by the Hysitron
software which is just below the range of 1𝜎 from the GA and LSF
methods. Fig. 7(e) and (f) show the full hardness and reduced modulus
maps calculated using our GA software. Comparison to the Hysitron
software fit results in Fig. 7(c) and (d) shows good agreement with
the GA calculating slightly larger peak hardness and reduced modulus
values for the BCC region in the upper right portion of the figure. A
typical load/unload curve from indentations in the HEA is shown in
Fig. 9. The data from indent # 7 of the highlighted indentations in
Fig. 7 is plotted along with the fits produced by our GA (Fig. 9a) and
LSF (b). The two fits are extremely similar despite the small differences
in the calculated hardness and reduced modulus results as seen in
Fig. 8.

3.4. Comparison of genetic algorithm with conventional least squares fitting

The goal of any scientific curve fitting is not to find the best mathe-
matical fit but to find the most physically meaningful fit. By limiting the
phase space to be examined to realistic physical parameters, the genetic
algorithm can avoid values that are unphysical. As shown in Fig. 4, in
7

the case of graphite, the LSF fit produced an unphysical value for m of
approximately 3.02 during the fit at peak load. The GA fit to the same
data resulted in a value of approximately 1.91. The ability to limit the
fit parameter space to physical values is a big advantage of the genetic
algorithm.

Another advantage of the Nanoindentation Neo software is that
the fitting process is scriptable so one can readily produce maps of
mechanical properties across a material as shown in Fig. 7 without
human input. The fitting of all of the points available across the sample
can be completely automated.

4. Conclusion

A GA-based Nanoindentation Neo package in our general ma-
terials characterization tool Neo framework has been developed for
evaluating nanoindentation load displacement data using the Oliver-
Pharr method [1]. The Nanoindentation Neo package has been
applied to nanoindentation data acquired using Hysitron Triboindenter
and KLA iMicro indentation systems for indentations in aluminum
and fused silica reference samples, 2 grades of fine grained isotropic
graphites, and a high entropy alloy. Results are compared to those
computed using a LSF of the unloading curve for the Triboindenter data
and CSM for the iMicro data. For the fused silica reference material tests
the GA calculates material characteristics that are slightly larger than
those found in the literature, but which are consistent with LSF results
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Fig. 7. Maps of HEA sample. Electron backscatter diffraction inverse pole figure (a), and phase map (b) show the higher hardness (c) and reduced modulus (d) values correspond
to the BCC structure calculated with the Hysitron software. Mapping of (e) hardness, and (f) reduced modulus using an accelerated GA workflow. A row of nanoindentations,
indicated by the red dashed lines are compared in Fig. 8.
Fig. 8. Nanoindentation hardness and elastic modulus result comparison between Hysitron software (blue), GA (red), and LSF (green). The points graphed here correspond to
the area indicated by the dashed red line in Fig. 7.
for fits on the same tests. In the case of the aluminum sample the GA
results are consistent with those found in the literature, and are 10.5%
and 5.7% smaller than the Hysitron software hardness and modulus
results respectively. Compared to the LSF, the GA produces fits where
the contact geometry parameter 𝑚 fits well within the range predicted
8

by theory, while the LSF is much above this range for the POCO ZXF-5Q
graphite tests. For these tests the elastic modulus computed using the
GA is ≈ 5% less than those from the LSF, but show the same trends
between individual indentations while the hardness results are consis-
tent between the two methods. When comparing GA fitting results to
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Fig. 9. Load/unload curve from BCC HEA indentation # 7 of the highlighted row in Fig. 7(a)–(d) with fits calculated using both GA and LSF showing that the two methods
produce substantially similar fits.
Fig. 10. Load displacement curves and GA fits for the top half of the unloading curve of all indentations in POCO ZXF-5Q graphite discussed in Section 3.2, the vertical line
indicates the corresponding location of ℎ𝑓 on the unloading curve.
CSM measurements the CSM results for elastic modulus are consistently
larger for each individual indentation, but the different methods show
the same trends across all indentations. The situation is reversed in the
case of hardness where the GA values are consistently larger than those
from LSF, while the trends between indentations are again consistent.
LSF fits of the same data are more aligned with the results of the GA
9

compared to CSM; the LSF and GA hardness plots are overlapping, but
the LSF modulus results are somewhat lower than both GA and CSM
while again showing the same trends. When applied to indentations in
an HEA the GA results were consistent with the Hysitron software
as well as the LSF algorithm used for analysis of the fused silica and
graphite samples. All three fitting algorithms showed the same trends
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Fig. 11. Load displacement curves and Least Squares fits for the top half of the unloading curve of all indentations in POCO ZXF-5Q graphite discussed in Section 3.2, the vertical
line indicates the corresponding location of ℎ𝑓 on the unloading curve.
across all tests, and produced consistent estimates for the hardness and
modulus of the FCC and BCC phases.
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Table 5
Calibration constants used to determine contact area for the various nanoindentation instruments used in this study.
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instrument NUANCE Hysitron LANL Hysitron LANL Hysitron KLA iMicro
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Appendix

The Appendix contains plots of the raw data and fitting results for
the indentations discussed in Section 3.2 with graphical representations
of the unloading stiffness 𝑆 and residual indentation depth ℎ𝑓 . Fig. 10
hows the fits found with the GA while Fig. 11 shows those given
y Least Squares Fitting. The calibration constants 𝐶0 - 𝐶8 for each

instrument used to calculate the contact area using Eq. (4) are listed
in Table 5.
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