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The interannual variability and trends of sea surface temperature (SST) around southern

South America are studied from 1982 to 2017 using monthly values of the Optimally

Interpolation SST version 2 gridded database. Mid-latitude (30◦–50◦S) regions in the

eastern South Pacific and western South Atlantic present moderate to intense warming

(∼0.4◦C decade−1), while south of 50◦S the region around southern South America

presents moderate cooling (∼ −0.3◦C decade−1). Two areas of statistically significant

trends of SST anomalies (SSTa) with opposite sign are found on the Patagonian Shelf

over the southwest South Atlantic: a warming area delimited between 42 and 45◦S

(Northern Patagonian Shelf; NPS), and a cooling area between 49 and 52◦S (Southern

Patagonian Shelf; SPS). Between 1982 and 2017 the warming rate has been 0.15 ±

0.01◦C decade−1 representing an increase of 0.52◦C at NPS, and the cooling rate has

been –0.12 ± 0.01◦C decade−1 representing a decrease of 0.42◦C at SPS. On both

regions, the largest trends are observed during 2008–2017 (0.35 ± 0.02◦C decade−1

at NPS and –0.27 ± 0.03◦C decade−1 at SPS), while the trends in 1982–2007 are

non-significant, indicating the record-length SSTa trends are mostly associated with the

variability observed during the past 10 years of the record. The spectra of the records

present significant variance at interannual time scales, centered at about 80 months

(∼6 years). The observed variability of SSTa is studied in connection with atmospheric

forcing (zonal andmeridional wind components, wind speed, wind stress curl and surface

heat fluxes). During 1982–2007, the local meridional wind explains 25–30% of the total

variance at NPS and SPS on interannual time scales. During 2008–2017, the SSTa

at NPS is significantly anticorrelated with the local zonal wind (r = –0.85), while at

SPS it is significantly anticorrelated with the meridional wind (r = –0.61). Our results

show that a substantial fraction of the interannual variability of SSTa around southern

South America can be described by the first three empirical orthogonal function (EOF)

modes which explain 28, 16, and 12% of the variance, respectively. The variability of the

three EOF principal components time series is associated with the combined variability

of El Niño–Southern Oscillation, the Interdecadal Pacific Oscillation and the Southern

Annular Mode.
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1. INTRODUCTION

The variability of Sea Surface Temperature (SST), which is highly

influenced by feedbacks with the atmosphere, is a sensitive
indicator of climate change. Recent observation-based estimates

indicate a fast increase of global SST in the past decades as
part of a long-term warming of the ocean surface since the
mid-nineteenth century (Rhein et al., 2013; Abram et al., 2019).
Between 1993 and 2015 global mean SST has increased at a rate

of 0.016 ± 0.002◦C year −1 (Von Schuckmann et al., 2016),
and this increasing rate persisted during 2016 (Von Schuckmann
et al., 2018). Atmospheric CO2 has increased substantially since

the start of the Industrial Revolution generating an imbalance
of energy in the Earth and therefore warming and increased
absorption of CO2 by the oceans (Ciais et al., 2014; Le Quéré

et al., 2018). The majority (∼93%) of the extra thermal energy in
the climate system accumulates in the ocean (Rhein et al., 2013).
Consequently, the ocean heat content (OHC) has increased by

370 ± 81 ZJ since the 1960s, with contributions of 62.5% in the
upper ocean (0–700 m) and 28.6% in the intermediate ocean
(700–2,000 m) (Ishii et al., 2017; Cheng et al., 2020; Johnson and
Lyman, 2020). Ocean warming in the past decades has led to
global mean sea level rise in response to the input of freshwater
by melting of glaciers and ice sheets, and to a lesser extent due to
ocean thermal expansion (Church et al., 2013; Nerem et al., 2018;
Oppenheimer et al., 2019). Ocean warming is considered a major
driver of variability, inducing changes in circulation, mixing,
oxygen content and bioavailability (Oschlies et al., 2018) which
may promote the expansion of oxygen minimum zones (OMZ)
and a reduction of available habitat for some species, particularly
temperature and chemistry-sensitive organisms (Stramma et al.,
2012; Abram et al., 2019; Bindoff et al., 2019).

Documenting fine-scale variability in temperature trends is
an important step in developing and understanding the impact
of climate change on marine ecosystems (Doney et al., 2012;
Ramírez et al., 2017). Variations in SST can affect marine species
altering their physiological functions and behavior. Shifts in
the spatial ranges of their distribution are expected, such as
their poleward migration (Walther et al., 2002; Parmesan and
Yohe, 2003; Ling et al., 2009). Changes in species abundance
and composition have also been observed, particularly in
phytoplankton communities (Hays et al., 2005), which may,
in turn, affect oceanic primary production and thus CO2

sequestration (Beaugrand and Reid, 2003; Rivadeneira and
Fernández, 2005). Improved knowledge on the space and time
variability of SST and of its main drivers is of great climatic
relevance in the current global climate change scenario.

The upper ocean temperature has been rising at global scale
(Hartmann et al., 2013). However, there are significant regional
variations in its pattern, characterized by warming hot spots
(Hobday and Pecl, 2014) and also by regions where the ocean
has been cooling (e.g., Muller-Karger et al., 2014). For example,
one of the detected regional hotspots that is warming faster than
the global average is the southwestern South Atlantic Ocean
(SWA) (e.g., Hobday and Pecl, 2014). In contrast, since 1979
cooling trends occur in areas of the Southern Ocean associated
with sea ice expansion Fan et al., 2014) that could respond

to greenhouse forcing and a positive Southern Annular Mode
trend (Kostov et al., 2018). Despite the significant impacts of
SST variations on the marine environment, the nature of its
long-term variability and trends, and the physical mechanisms
that modulate those changes are still poorly understood. Though
several studies addressed the impact of climate oscillations by
teleconnection patterns in SST in mid and high latitudes in the
North Atlantic Ocean (Lee et al., 2008; García-Serrano et al.,
2017; Yang et al., 2018; Hardiman et al., 2019; Mezzina et al.,
2020) very few have been carried out in the southern hemisphere
(Meredith et al., 2008; Rodrigues et al., 2015; Garreaud et al.,
2021). Observed changes in mid-latitude SST on timescales from
months to years in the South Atlantic have been associated with
remote atmospheric fluctuations in the tropical Pacific Ocean,
particularly during El Niño events when the response in the
extratropics may be due to the atmospheric bridge mechanism
(Dong et al., 2006; Kayano and Capistrano, 2014; Rodrigues et al.,
2015).

Here we focus our analyses on the productive Atlantic
continental shelf off southern South America (70◦–60◦W, 40◦–
60◦S), hereafter Patagonian Shelf (PS, after Piola et al., 2018).
South of 40◦S the climatological wind stress is relatively high,
around 0.15 Pa (Palma et al., 2004), due to the strong westerly
winds (Glorioso and Flather, 1995). Annual-mean climatological
SST on the PS varies between 7◦C south of ∼52◦S and 14◦C at
∼42◦S with a strong seasonal cycle with ∼7◦C annual amplitude
(Rivas, 2010). High tidal amplitude, the inflow of low-salinity
water from the Magellan Strait, and persistent westerly winds
force a long-term mean northeastward circulation (Palma et al.,
2004, 2008; Matano et al., 2010). Offshore from the continental
shelf, the mean circulation in the SWA is characterized by
the northward flowing Malvinas Current (MC) which advects
nutrient-rich subantarctic waters along the upper continental
slope. Near 38◦S, the MC encounters the southward flowing
Brazil Current (BC) characterized by warm and salty subtropical
waters (e.g., Gordon and Greengrove, 1986). The region where
the MC and BC encounter is referred to as Brazil-Malvinas
Confluence (BMC) (see mean dynamic topography (MDT) field
in Figure 1A).

The above-mentioned processes lead to stratification-
destratification cycles, nutrients redistribution and retention
zones thatmediate one of themost productivemarine ecosystems
in the southern hemisphere (Bisbal, 1995; Falabella et al., 2009).
Phytoplankton blooms occur during the spring over most of the
shelf region and persist through the summer when the vertical
stratification is intense, particularly near frontal regions (Acha
et al., 2004; Romero et al., 2006) (Figure 1B). The phytoplankton
productivity sustains a diverse community of species including
significant fisheries and top predators that feed on and breed
in its seas (e.g., Acha et al., 2004). SST variability in this region
could lead to changes in the vertical stratification and therefore
affect the timing and persistence of these blooms (Pecl et al.,
2014; Gianelli et al., 2019).

In this study, we describe the linear trends and interannual
variability of SST on the PS between 1982 and 2017, and
explore the possible links with local and remote atmospheric
forcing processes. We describe the observed spatial distribution
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FIGURE 1 | (A) Distribution of climatological SST between 1982 and 2017 (see Section 2.1). Overlaid light blue arrows represent the schematic circulation of the

Antarctic Circumpolar Current (ACC), Malvinas Current (MC) and Brazil Current (BC), based on the climatological MDT (1993–2012) from AVISO. (B) Climatological

austral summer chlorophyll-a surface distribution (2002–2017) derived from MODIS aqua with 9 km spatial resolution. Also shown is the 200 m isobath (solid gray line,

data from ETOPO1). Black dots (Sites A to D) are buoy locations of in-situ wind measurements (see also Table 2). Black rectangles indicate from North to South the

main regions analyzed in this study: Northern Patagonian Shelf (NPS), Central Patagonian Shelf (CPS), and Southern Patagonian Shelf (SPS) (see Section 3.2,

Table 3).

of long-term trends and interannual SST fluctuations focused
on areas of significant warming and cooling. To understand
the forcing mechanisms of the observed SST fluctuations,
we analyzed the relationships between SST anomalies and
local winds, air-sea heat fluxes and sea level pressure, and
with teleconnection patterns associated with global ocean-
atmospheric oscillations, i.e., Southern Annular Mode (SAM), El
Niño Southern Oscillation (ENSO) and the Interdecadal Pacific
Oscillation (IPO). This paper is organized as follows. In Section 2
we present the datasets used in this study and we describe the
methodology underlying the time series analyses. The Results
are presented in Section 3. Given the significant role of wind

variability on SST through a variety of processes, we first analyze
the performance of different wind products in the region, and
then present the results and discussion of SST variability together
with the local variability of local atmospheric forcing and large-
scale teleconnection patterns. The discussion and final remarks
are summarized in Section 4.

2. MATERIALS AND METHODS

2.1. SST
We use the Optimally Interpolation SST version 2 (OISSTv2)
gridded dataset (Reynolds et al., 2007) available at http://
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www.esrl.noaa.gov/psd/data/gridded from January 1982 through
December 2017. This dataset has daily temporal resolution and
0.25◦ spatial resolution. OISSTv2 is based on measurements
of the Advanced Very High-Resolution Radiometer (AVHRR)
onboard NOAA polar orbiting satellites which began supplying
data in late 1981. The satellite derived SST data are calibrated
using in-situ observations. The OISSTv2 dataset improves
the spatial and temporal resolution of previous versions (1◦

spatial resolution, weekly data) and it is chosen for this study
because it employs the same type of satellites during the entire
measurement period, reducing the errors associated with the use
of different radiometer frequencies or orbits (i.e., microwaves,
infrared or geostationary and polar orbits).

2.2. Near-Surface Atmospheric Parameters
Changes in surface wind modulate the variability of momentum
and turbulent heat fluxes through the sea surface, the upper
ocean circulation, and vertical stratification. Numerical studies
suggest large differences in oceanic circulation patterns and
volume transports on the PS when forced by different wind stress
climatologies (Palma et al., 2004), underlying the sensitivity of the
shelf circulation to the wind stress characteristics. It is therefore
important to evaluate the relative quality of surface wind stress
products. To this end we analyze in-situ, satellite-derived and
reanalysis winds. Several studies have assessed the quality of
wind reanalysis in different parts of the world ocean (Bao and
Zhang, 2013; Liléo et al., 2013; Lledó et al., 2013) by comparing
wind speeds with wind observations from radiosondes and tall
wind towers. In the SWA, there is a single 1-month comparison
between reanalysis and in-situ wind data (see Supplementary
Material in Lago et al., 2019). For completeness, in this study we
briefly evaluate the performance of reanalysis and scatterometer-
derived products by comparing the surface wind with in-situ data
using all available records in the region (see Section 2.2.3).

2.2.1. Reanalysis Products
Three widely used reanalysis products are used: The National
Centers for Environmental Prediction / National Center for
Atmospheric Research reanalysis (NCEPR1, Kalnay et al., 1996),
the NCEP Climate Forecast System Reanalysis (CFSR, Saha et al.,
2010), and the European Centre for Medium-Range Weather
Forecast ERA-Interim Reanalysis (Era-Interim, Dee et al., 2011).

The selected reanalysis products cover the same period of the
SST data (Section 2.1) and have different characteristics. NCEPR1
includes a full set of atmospheric variables and is available for
the period 1948 to 2017. CFSR has been designed to provide the
best estimate of the state of the coupled atmosphere-ocean-land
surface-sea ice domains in high spatial resolution. Compared to
NCEPR1, CFSR uses an improved model, finer spatial resolution,
advanced assimilation schemes, and atmosphere-land-ocean-sea
ice coupling. Unlike NCEPR1, because CFSR is a relatively
new product, few evaluations of CFSR have been conducted
so its performance is not as well-documented. ERA-Interim is
produced by the European Center for Medium-Range Weather
Forecasts (ECMWF). As CFSR, ERA-Interim covers the period
from 1 January 1982 until August 2019.

2.2.1.1. Winds From Reanalysis
Reanalysis products of near surface (10 m) wind data are
used from NCEPR1, CFSR and ERA-Interim. For NCEPR1 we
select monthly wind data at 10 m, with 2.5◦ spatial resolution,
downloaded from the NOAA/ESRL/PSD archive http://www.
esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html. CFSR
is analyzed for the period 1982–2017, and in this study,
we use monthly mean wind data at 10 m, with 0.5◦

spatial resolution (https://rda.ucar.edu/datasets/ds093.1/). ERA-
Interim is available in various spatial and temporal resolutions
and in this study, we selected monthly data and a 0.25◦

spatial resolution (https://apps.ecmwf.int/datasets/data/interim-
full-moda/levtype=sfc/).

2.2.1.2. Sea Level Pressure
We analyze monthly fields of mean sea level pressure (SLP) for
the period 1982–2017 from the above-described reanalyses.

2.2.1.3. Heat Fluxes
Monthly means of daily surface heat fluxes are used for the
analysis of the components of the sea-air heat flux. Net heat flux
(Qnet) is computed as:

Qnet = SW + LW − LH − SH (1)

where SW denotes net downward shortwave radiation flux, LW
net downward longwave radiation flux, SH sensible heat flux,
and LH latent heat flux. In this work, we define positive fluxes
to indicate heat gained by the ocean. The time period analyzed
is 1982–2017.

2.2.2. Scatterometer Winds
We use data from the Cross-Calibrated Multi-Platform gridded
surface vector winds product, version 2.0 (CCMPv2, Atlas et al.,
2011) in order to assess the accuracy of 10 m wind data in the
SWA from different reanalyses. CCMPv2 combines radiometer
wind speeds, QuikSCAT, and ASCAT scatterometer wind vectors,
moored buoy wind data, and ERA-Interim model wind fields
using a Variational Analysis Method (VAM) to produce 6-h maps
of 0.25◦ gridded vector winds. The CCMPv2 dataset is available
for the period 1987 to the present, and does not cover the full
record of SST. The ERA-Interim reanalysis winds are used in
the CCMPv2 processing as the first-guess wind field. All wind
observations (satellite and buoy) and model analysis fields are
referenced to a height of 10 meters. CCMPv2 winds have been
processed by Remote Sensing Systems (RSS, Wentz et al., 2015)
and the data are provided on the RSS website (http://www.remss.
com/measurements/ccmp). The main features of wind datasets
and variables considered in this work are listed in Table 1. The
three reanalyses products are compared with CCMPv2 winds
that provide an accurate depiction of the winds over the global
ocean (excluding the Arctic Ocean) at high spatial and temporal
resolution (0.25◦, every 6 h).

2.2.3. In-situ Wind Measurements
The performance of wind data products from reanalyses
(Section 2.2.1) and scatterometers (Section 2.2.2) is evaluated by
comparing with in-situ data collected on moorings deployed at
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four locations on the PS shelf break listed in Table 2 (Sites A
to D in Figure 1B). Data from neither of these sites have been
assimilated in any of the global data sets and thus are useful
independent measurements for validating the different surface
winds analyzed here. For each site, the mooring configuration
consists of an oceanographic buoy holding a set of atmospheric
sensors (air temperature, air pressure, humidity, and wind speed
and direction). Wind speed and direction observations were
collected hourly 4 m above the sea level by a JM Young
04016 Wind Monitor-JR. The intercomparison of the buoy and
atmospheric reanalyses winds, as well as the scatterometer-
derived wind products, is performed for the period and data
points closest to the buoy’s positions.

2.3. Construction of SST and Ancillary
Time Series and Trends Computation
As our goal is to study regional interannual and long-term trend
variability of SST fluctuations on the PS, SST monthly means are
calculated at each grid point from the daily fields, as well as the
record-length monthly mean climatology produced as the mean
values for each month. To obtain the SST anomalies (hereafter
SSTa) at each grid point we subtracted themonthly climatological
annual cycle calculated for the period between 1982 and 2017
from the monthly SST record. To preserve the variability of
SSTa at interannual timescales (3–7 years), we evaluated centered
running mean filters by varying the windows length from 12
to 48 months. For this study we selected a 36-month window.

Note that similar results are found when a longer window length
is considered (not shown). We choose to be conservative and
use the 36-month filter in order to lose only 18 months at the
beginning and at the end of the record and yet retain most of the
interannual variability.

Long-term trends of SSTa are calculated at each grid point
over the domain defined by 110◦-10◦W and 10◦-60◦S by linear
regression of the monthly data with regression coefficients
estimated by ordinary least squares, and their significance is
tested using Mann Kendall’s non-parametric trend test with a
95% confidence level (Mann, 1945; Kendall, 1955; Hirsch et al.,
1991; McLeod et al., 1991). TheMann Kendall trend test is a non-
parametric test for randomness against the trend and has been
extensively applied in meteorology and oceanography. The null
hypothesis of randomness states that the data are a sample of n
independent and identically distributed random variables. In this
study, the number of independent variables of filtered time series
was calculated following the methodology of degrees of freedom
proposed by Emery and Thomson (2014). From the distribution
of SSTa trends, three regions of interest are selected a posteriori
on the PS because of their significance, hereafter referred to
as Northern Patagonian Shelf (NPS), Central Patagonian Shelf
(CPS), Southern Patagonian Shelf (SPS), which will be described
in detail shortly (see Figure 1B and Table 3). The SSTa time
series are spatially averaged within each region for each monthly
time step resulting in three time series that represent the
temporal SSTa variability at NPS, CPS, and SPS, respectively.

TABLE 1 | Wind datasets used in this work.

Wind dataset Time frequency Spatial

resolution

Period of data

(mm/yyyy)

Variables

NCEP NCAR R1 Monthly means 2.50◦ x 2.50◦ 01/1982–12/2017 u-wnd, v-wnd, wnd speed, SLP, heat fluxes

NCEP CFSR 6 h 0.50◦ x 0.50◦ 01/1982–12/2017 u-wnd, v-wnd, wnd speed, SLP, heat fluxes

ERA Interim Monthly means 0.25◦ x 0.25◦ 01/1982–12/2017 u-wnd, v-wnd, wnd speed, SLP, heat fluxes

CCMPv2 6 h 0.25◦ x 0.25◦ 01/1982–12/2017 u-wnd, v-wnd, wnd speed

TABLE 2 | Positions, period of observation and duration of the 10 m wind records (columns 1 to 5) from meteorological buoys.

Site Latitude (◦S) Longitude (◦W) Period of observation

(dd/mm/yyyy hh:mm,

UTC)

Duration

(in days)

r

(CCMPv2, buoy)

r

(ERA-I, buoy)

r

(CFSR, buoy)

r

(NCEPR1, buoy)

A 39.95 56.10 21/12/2014 12:00–

20/02/2015 11:00

62 0.75 (0.84) 0.74 (0.82) 0.70 (0.78) 0.71 (0.79)

B 40.98 57.00 25/09/2006 00:00–

08/03/2007 23:00

165 0.71 (0.77) 0.73 (0.80) 0.70 (0.78) 0.72 (0.79)

C 43.82 59.67 15/03/2006 00:00–

26/04/2006 14:00

43 0.81 (0.86) 0.81 (0.86) 0.82 (0.89) 0.72 (0.77)

C 43.82 59.67 16/10/2005 00:00–

05/12/2005 11:00

51 0.74 (0.81) 0.74 (0.81) 0.71 (0.79) 0.65 (0.71)

D 44.68 59.99 16/05/2016 15:00–

07/06/2016 05:00

23 0.93 (0.94) 0.90 (0.90) 0.89 (0.91) 0.74 (0.77)

Sites (A to D) are indicated in Figure 1B. Correlation coefficients (r) between wind speed measured at the buoy locations and from CCMPv2, ERA-interim, CFSR and NCEPR1 are shown

in columns 6, 7, 8 and 9, respectively. Correlations after removing outliers are shown in brackets. All correlation coefficients are significantly different from zero at the 95% confidence

level.
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TABLE 3 | Basic statistics of Sea Surface Temperature for the regions NPS, CPS, and SPS.

Region Latitude (◦S) Longitude (◦W) Climatological

annual mean SST

(◦C)

Maximum

climatological SST

(◦C)

Minimum

climatological SST

(◦C)

Amplitude SST

(◦C)

NPS 42.125– 45.875 65.125– 60.125 11.5 15.6 7.9 7.7

CPS 47.375– 48.125 63.875– 62.125 9.7 13.6 6.7 6.8

SPS 49.625– 52.625 66.375– 61.875 8.0 10.5 5.8 4.7

Latitude and longitude boundaries of each region are given in columns 2–3.

To examine the relationship between local atmospheric forcing
and the observed long-term trends and variability of SSTa we
analyzed winds and surface heat flux anomalies. For each region,
all the above-mentioned variables were monthly averaged and
filtered with an 36-month running averaged identical to the SSTa
(described above).

2.4. EOF Analyses
To determine the dominant spatial and temporal patterns of
interannual variability of SSTa, we carried out an empirical
orthogonal function (EOF) analysis (Preisendorfer and Mobley,
1988). The EOF is made over the spatial domain over the region
110◦-10◦Wand 10◦-60◦S, after removing the record-length trend
from the records. The temporal evolution of the spatial pattern
of each EOF is described by its principal component time
series (PC).

3. RESULTS

The results are presented as follows: in Section 3.1 the different
wind products are evaluated against the in-situ observations
collected with the four moored buoys (black dots in Figure 1B).
In Section 3.2 we present the analyses of the linear trends of
SSTa in the region of study. Subsequently, we analyze the possible
physical drivers of observed SSTa variability at interannual time
scales and the possible relationship between SSTa and the local
atmospheric forcing on the PS, by evaluating the variability of
surface wind, sea level pressure, and sea-air heat fluxes. Section
3.3 presents the analysis of the leading modes of SSTa variability
around southern South America and their possible link with
large-scale climate indices.

3.1. Performance of Wind Products
Comparisons of climatological wind stress and wind stress curl
in the southeast Southeastearn Pacific Ocean (SEP) and SWA
estimated from NCEPR1, CFSR, Era-Interim, and CCMPv2 data
during the overlapping period (1987–2017) reveal substantial
differences in spatial distribution (Figure 2). In general, CCMPv2
wind stress curl shows more complex spatial distribution among
the four products, while reanalyses display smoother patterns.
This can be noted in the BMC region and around 50◦S in the
SWA. While the spatial patterns of ERA-Interim and CFSR agree
well, there are areas where CFSR presents higher absolute values
than ERA-interim. For example, the estimated wind stress curl
in the Drake Passage is −0.4x104 N m−2 km−1 ERA-Interim
and –0.6 x 104 N m−2 km−1 CFSR. Similarly, in the BMC, the

wind stress curl reaches 0.5 x 104 N m−2 km−1 CFSR and 0.2
x 104 N m−2 km−1 ERA-Interim, possibly due to the higher
spatial resolution of the latter. Compared with the other datasets,
NCEPR1 displays a wider area of negative wind stress curl north
of 36◦S in the SEP. The wind stress curl is less intense in NCEPR1:
in the subtropics the maximum values are 0.3x104 N m−2 km−1

in NCEPR1 and larger than 0.5x104 N m−2 km−1 in CCMPv2,
ERA-Interim, and CFSR.

There are notable regional differences among the four wind
databases analyzed here. To further investigate these differences
on the PS, we compared time series of wind speed of atmospheric
reanalysis (NCEPR1, CFSR and ERA-Interim) with CCMPv2 to
determine which is the most suitable dataset for the region. We
estimate the correlation coefficients (r) and root-mean-square
error (RMSE) between wind speed for filtered and non-filtered
time series at NPS, CPS, and SPS. The statistical significance of
the correlation coefficients is calculated evaluating the degrees
of freedom of each time series (Thomson and Emery, 2014)
and are listed in Table 4. The highest correlation and the
smallest RMSE are obtained between ERA-Interim and CCMPv2.
This comparison is helpful as we wish to identify the most
accurate reanalysis to analyze the atmospheric surface forcing in
the study region. The correlation coefficients of the 36-month
filtered wind data are higher than for non-filtered monthly
records. For example, the correlation coefficients of wind speed
at NPS between CCMPv2 and ERA-Interim are 0.66 and 0.86
for non-filtered and filtered data, respectively, indicating that
the discrepancy between the two products increases at higher
frequencies. Consistently, this is also noted in the smaller RMSE
for filtered records. The correlation coefficients between ERA-
Interim and CFSR (both filtered and non-filtered records) are
statistically different from zero at 5% error probability. However,
the highest correlations are found between CCMPv2 and ERA-
Interim after 36-month low pass filtering, indicating that the
latter is a suitable reanalysis to use for evaluating the atmosphere-
ocean interactions on the PS. The reader is reminded that
CCMPv2 uses ERA-Interim reanalysis as the first-guess wind
field and therefore the data are not entirely independent from
each other.

Winds in the open ocean are notoriously difficult to validate,
and there are limited in-situ data to match the location and
time of reanalyses and other wind products. Based on the
above-mentioned results, in Figure 3 we present a comparison
between ERA-Interim, CCMPv2 and the longest in-situ wind
data available in the SWA shelf break at 40.98◦S, 57◦W. The in-
situ observations extend from 25 September 2006 to 8 March
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FIGURE 2 | Distribution of climatological wind stress at 10 m height (vectors) and wind stress curl (background shading) during 1988–2017 from (A) CCMPv2, (B)

Era-Interim, (C) CFSR, and (D) NCEPR1. Wind data are described in Section 2.2. Positive wind stress curl indicates anticyclonic wind stress circulation and negative

wind stress curl indicates cyclonic circulation. Vectors are shown every 20 gridpoints for CCMPv2 and ERA-Interim, every 10 gridpoints for CFSR and every 3

gridpoints for NCEPR1. The solid dark blue line represents the mean location of the Subantarctic Front (SAF, Kim and Orsi, 2014).

TABLE 4 | Linear correlation coefficients (r) and root-mean-square error (RMSE) of 10 m wind speed derived from CCMPv2 and from reanalysis NCEPR1, CFSR and

ERA-Interim at NPS, CPS and SPS.

Region CCMPv2 vs. NCEPR1 CCMPv2 vs. CFSR CCMPv2 vs. ERA-Interim

r RMSE (m/s) r RMSE (m/s) r RMSE (m/s)

NPS 0.64 (0.70) 4.57 (4.24) 0.67 (0.77) 4.77 (4.38) 0.66 (0.86) 4.22 (4.10)

CPS 0.66 (0.81) 4.17 (3.96) 0.68 (0.77) 4.33 (4.14) 0.66 (0.90) 3.91 (3.80)

SPS 0.44 (0.40) 2.64 (2.16) 0.55 (0.78) 3.64 (3.40) 0.61 (0.85) 3.50 (3.34)

Correlation coefficients for 36-month running mean filtered data are shown in brackets. Correlation coefficients significantly different from zero at the 95% confidence level are indicated

in bold.

2007 (Site B, Figure 1 and Table 2). The hourly buoy data
were sub-sampled to match the 6-h winds at 10 m (00, 06,
12, and 18 UTC) from ERA-Interim and CCMPv2. Note that
wind speed is referenced at 10 m height in CCMPv2 and ERA-
Interim, while buoy winds were observed at 4 m height. We
adjusted the 4 m in-situ wind speed observations to 10 m height
following Atlas et al. (2011). This adjustment leads to a 13%
increase in time-mean wind speed compared to the original 4
m winds. The correlation coefficient between adjusted in-situ
wind speed andCCMPv2 (ERA-Interim) is 0.71 (0.73). Removing
outliers, defined as values above and below ± 2 standard
deviations (SD), the correlation improves to ∼0.80 for CCMPv2

and ERA-Interim. Correlations with and without outliers are
statistically significant at 5% error probability. The linear least-
square adjustment between in-situ and CCMPv2 data indicates
that at this location the scatterometer-derived winds tend to
overestimate buoy observations at wind speeds lower than 5 m
s−1, and underestimate it at higher wind speeds. Similar results
are found for ERA-Interim reanalysis, though the transition
occurs at a higher wind speed (8.5 m s−1, Figures 3C,D). The
correlation coefficients for the other deployments (Sites A, C
and D, Figure 1) are listed in Table 2. The best adjustment
is found at Site D, possibly because the wind speed was less
variable at that site during the time of deployment. Correlation
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FIGURE 3 | Comparison of wind speed time series from: hourly in-situ data (solid green line) from an oceanographic buoy located at 40.98◦S, 57◦W (Site B,

Figure 1B and Table 2) and (A) CCMPv2 (solid magenta line) and (B) Era-Interim (solid red line) data extracted at the nearest grid point. The wind speed data from

CCMPv2 and Era-Interim used here have a 6-h temporal resolution. (C,D) Scatter plot between the time series shown in (A,B) together with the linear fit by

least-squares (solid black line). r is the correlation coefficient and the line y = x is shown in orange.

coefficients between ERA-Interim/CCMPv2 and in-situ wind
speed observations at the four locations range between 0.71
and 0.93, indicating a relatively good adjustment with ERA-
Interim/CCMPv2 wind speed. Given the similar performance
of both datasets and that CCMPv2 products are available
only since early 1987, in the following analyses we use ERA-
Interim reanalysis which also provides consistent surface heat-
flux estimates and covers the same time period as the SST
observations analyzed here. The same comparison was made
between in-situ wind data and CFSR / NCEPR1 reanalysis
obtaining a lower correlation compared with the correlation with
ERA-Interim / CCMPv2, except for one measurement point (Site
C, Period of observation 15/03/2006 00:00–26/04/2006 14:00)
where the correlation coefficients with CFSR are slightly higher
(Table 2).

3.2. Linear Trends and Temporal Variability
of SSTa
3.2.1. Spatial Distribution of SSTa Linear Trends

Between 1982 and 2017
The spatial distribution of record-length satellite-derived linear
trends of 36-month filtered SSTa (Section 2.1) in the SEP and
SWA is shown in Figure 4 (only significant trends at the 95%
confidence level are shown). The distribution of SSTa trends
reflects large-scale patterns. The largest positive and negative

trends are observed along the BC and the BMC (around
0.4◦C decade−1) and in the central Drake Passage (< −0.3◦C
decade−1), respectively. Significant warming (positive) trends
are located in mid-latitudes between 20 and 50◦S. Most of
these areas in the SWA are located north of the Subantarctic
Front (SAF, green line in Figure 4, extracted from Kim and
Orsi, 2014), suggesting that the majority of the warming occurs
within the South Atlantic Subtropical Gyre (i.e., north of the
SAF). In particular, the SWA region has been identified as a
warming hotspot where SST is increasing faster compared to
other regions (Hobday and Pecl, 2014; Hobday et al., 2016) and
recent analyses from satellite data and models suggest that the
warming is associated with a southward migration of the South
Atlantic subtropical gyre and a southward penetration of the
Brazil Current (e.g., Yang et al., 2020; Goyal et al., 2021). Notably,
the shallow (< 10 m) inner region of Rio de La Plata estuary
registers the largest positive linear trend (> 0.8 ◦C decade−1). In
contrast, cooling (negative) trends are found north of 25◦S and
south of 50◦S, except for the region east of 45◦W that presents
moderate warming. The most intense cooling in this domain is
located in the western Scotia Sea and Drake Passage (centered
around 56◦S–60◦W). Only about 20% of the grid points in the full
domain present cooling trends. Along the path of the MC, linear
trends are slightly negative but mostly non-significant, except
for a small region close to its northernmost extension near 39◦S
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FIGURE 4 | Observational trends of filtered SST anomalies (SSTa) for the 1982–2017 period. SSTa are obtained by subtracting the climatological annual cycle

calculated for the same time period from the SST record at each grid point and then smoothed by a 36-month running mean (see Section 2.1). Only regions where

trends are significant at a 95% confidence level (after Mann Kendall’s-test) are shaded. Black rectangles indicate the NPS, CPS, and SPS regions (identical to the

boxes in Figure 1B). The solid dark green line represents the mean location of the Subantarctic Front (SAF, Kim and Orsi, 2014).

(< –0.2◦C decade−1). The large-scale meridional dipole pattern
of linear trend distribution in the SWA extends over the PS,
with positive trends north of 46◦S, neutral trends around 48◦S,
and negative trends south of 49◦S. Motivated by the potential
impacts of SSTa variability on the productive Atlantic Patagonian
Shelf, we will focus our subsequent analyses on SSTa time series
constructed at the selected regions (NPS, CPS and SPS; Figure 5;
Section 2.3). NPS and SPS are located at the positive (northern)
and negative (southern) sides of the above-described dipole of
meridional SSTa trends, respectively, while CPS is located in the
neutral transition zone (see regions indicated in Figure 4), where
no significant trend is observed. At NPS and SPS, the magnitude
of warming and cooling trends is similar: 0.15 ± 0.01 and –0.12
± 0.01 ◦C decade−1, respectively. For the entire period spanning
between 1982 and 2017, these linear trends represent variations
of almost half a degree, with an increase of 0.52◦C at NPS and a
decrease of –0.42◦C at SPS.

The PS presents a large amplitude seasonal cycle of SST,
with mean amplitudes exceeding 5◦C over most of the domain
(Rivas, 1994, 2010). It is therefore relevant to determine to
what extent the long-term trends are associated with specific
seasons. To this end we analyzed the seasonal linear trends of
SSTa (Supplementary Figure S1). Seasonal trends of non-filtered
SSTa present warming in mid-latitudes of SEP and SWA that
are larger in February and March (late austral summer) and
exceed 0.3◦C decade−1 at NPS. These positive trends remain

significant but are weaker (0.2–0.3◦C decade−1) during April
and May (austral autumn) and July and August (austral winter).
The cooling signal is stronger (< –0.2◦C decade−1) at SPS
during January and February (austral summer), indicating that
summers have become colder over the period of observation
analyzed here. A possible driver of the observed cooling could
be enhanced vertical mixing within the upper water column.
In the remaining of the year, there is no significant trend on
the PS.

3.2.2. Interannual Variability of SSTa on the PS

Between 1982 and 2017
The focus of this section is to study the interannual variability
and the temporal evolution of SSTa linear trends in the PS.
We examine the frequency distribution of the variability in the
detrended time series of SSTa at NPS, CPS and SPS based on
the variance preserving power spectral density of filtered and
detrended time series using the Welch method (Welch, 1967;
Figure 6). The data were divided into five 16-year segments
with 75% overlap. A Hamming window was used to compute
the modified periodogram of each segment. At interannual time
scales, the spectra of the three records present a significant peak
centered at about 80 months (∼6 years) reaching maximum
SSTa variance at SPS (0.032 ◦C2) and minimum SSTa variance
at NPS (0.02 ◦C2). In both cases ∼70% of the total variance
is associated with the frequency band between 3 and 10 years.
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FIGURE 5 | (Top) Time series of 36-month running mean of SSTa (solid line), standard deviation (shaded) and linear trend fit (dashed line), together with their

corresponding linear trends based on the SST data set described in Section 2.1 at (A) NPS (B), CPS, and (C) SPS shown in Figure 1B. The construction of the SSTa

time series for each regions is described in Section 2.3. Trends at NPS and SPS are significant at the 95% confidence level. (Bottom) Temporal evolution of linear trend

slope between 1982 and 2017, at (D) NPS, (E) CPS, and (F) SPS. Values for the time steps when the linear trends are significant at 95% confidence level are marked

in black.

Spectral variance at periods shorter than 36 months is effectively
removed by the running means.

The SSTa time series at NPS and SPS present similar
interannual fluctuations displaying large positive anomalies
centered in 1990, late 1998, and 2005, and sharp negative
anomalies in 1996 and late 2001 (Figure 7A). To address the
similarities and differences in the temporal evolution of SSTa at
NPS and SPS, we computed the time series of the correlation
coefficient between both variables (Figure 7B). The linear
correlation is positive and significant until ∼2010. After 2008
the correlation decreases and becomes progressively negative,
though it does not exceed the 95% confidence level at the end
of the record. Since the attribution of linear trends depends
on the end-points of the time series, we define the year 2008
as a “breakpoint” and analyze the 1982–2007 and 2008–2017
periods separately instead of the entire record. Before 2008,
there are no significant linear trends of SSTa at either of the
three selected regions on the PS. In contrast, during 2008–2017,
significant positive linear trends are observed at NPS: 0.35 ±

0.02◦C decade−1, at SPS –0.27 ± 0.03◦C decade−1, while at
CPS there is no significant trend. Thus, the record-length SSTa
trends observed at NPS and SPS are mostly associated with the
variability observed during the last 10 years of the records.

3.2.3. Physical Drivers of Observed SSTa Trends

Variability on the PS
Due to the behavior shift of the SSTa prior to and after 2008
on the PS (Figure 7), the spatial distribution of linear trends
is analyzed over the SEP and SWA dividing the full-length
record in two periods: 1982–2007 and 2008–2017. As mentioned
earlier, large interannual variations of SSTa are observed on
the PS (Figure 6). The interannual variability will be analyzed
in detail in Section 4.3. To investigate the possible role of
physical drivers on the observed linear SSTa trends over the
SEP and SWA prior to 2007 and after 2008, we examined
the relationship between the SSTa and the anomalies of the
zonal and meridional wind components (u-wnda and v-wnda,
respectively), wind speed (wspda), wind stress curl (curla), sea
level pressure (SLPa), and net surface heat-flux (nhfa) from
ERA-Interim (see Section 4.1). Subsequently, we compared
SSTa with the above-mentioned atmospheric anomalies during
1982–2007, 2008–2017, and 1982–2017 (full record) at NPS,
CPS, and SPS. Linear correlation coefficients between SSTa and
atmospheric variables are listed in Table 5 with significant values
(95% confidence) indicated in bold. The correlation coefficients
between all heat flux components (long and short-wave radiation,
latent and sensible heat) and SSTa are low and non-significant
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FIGURE 6 | Variance preserving Welch spectra of filtered and detrended SSTa time series (see Section 2.1) at NPS (solid red line), CPS (solid gray line) and SPS (solid

blue line) shown in Figure 1B). Dashed lines indicate the power spectral density of red noise for each spectrum. The dashed green line indicates the period of

maximum variance centered at ∼6 years (see Section 3.2.2).

(not shown). Thus, only the net heat flux is presented in
Table 5.

3.2.3.1. Linear Trends During 1982–2007
The spatial distribution of linear trends of SSTa for the period
1982-2007 exhibits moderate warming trends in the SWA
(∼0.2◦C decade−1), located over the Zapiola gyre (centered
roughly at 44◦S, 45◦W) and south of 20◦S along the main path
of the BC (Figure 8A), while trends over the continental shelf
are mostly neutral, except for the inner Río de la Plata and the
South Brazil Bight. Over the SEP, significant warming greater
than 0.2◦C decade−1 is observed between 24 and 40◦S and west
of 90◦W, which is also apparent in the SSTa trend distribution
for the entire 1982–2017 period (see Figure 4). During 1982–
2007, only weak cooling trends are observedmostly located south
of 50◦S.

The zonal wind component u-wnda in the SWA presents a
negative trend (–0.4m s−1 decade−1) north of 50◦S and a positive
trend over a few small regions further south, with a magnitude
ranging between 0.2 and 0.4 m s−1 decade−1 (Figure 8B). This
distribution is consistent with the positive SLPa trend of around
1 hPa decade−1 centered near 50◦S, 30◦W which leads to
weaker westerlies between 30 and 50◦S and stronger westerlies
south of 50◦S (Figure 8F). U-wnda trends over the continental

shelf are slightly positive (0.2 m s−1 decade−1) between 40
and 50◦S and negative off the Rio de la Plata. Over the SEP,
positive u-wnda trends are located in mid-latitudes between 35
and 50◦S, and negative north of 20◦S (intensified trades) and
south of 55◦S (weakened westerlies). Trends in the meridional
wind, v-wnda, are weak or non-significant throughout most
of the domain (Figure 8C). Thus, the linear trend in wind
speed distribution follows the spatial pattern of u-wnda trends
(Figure 8D).Weak andmostly non-significant trends of curla are
found during this period (Figure 8E). The distribution of nhfa
trend is mostly neutral or negative over the SWA (-8 W m−2

decade−1), particularly along the path of the BC, and over the
outer continental shelf north of 50◦S, where it exceeds –10 W
m−2 decade−1, and the Rio de la Plata estuary. This indicates a
larger heat loss from the ocean in the southern portion of the BC
and the BMC. In contrast, the estimated trend suggests a weaker
heat gain in shelf break region north of 50◦S (Figure 8G). In the
SEP negative nhfa trends are observed near 10◦S 100◦W.

To summarize, during the 1982-2007 period the continental
shelf between 35 and 55◦S presents non-significant SSTa trends.
The region is dominated by weak and positive u-wnda trends
resulting in stronger eastward wind speed. Non-significant or
very weak trends are observed in v-wnda, curla, and SLPa. There
is a significant negative trend of nhfa at northern PS, on average
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FIGURE 7 | (A) Time series of filtered SSTa at NPS (solid red line) and SPS (solid blue line). The time series are identical to those shown in Figures 5A,C. (B)

Temporal evolution of the correlation coefficient (r) between SSTa at NPS and SPS. Heavy black lines indicate significant correlations at the 95% confidence level. The

dashed green line indicates the “breakpoint” year centered at 2008 as identified in Section 3.2.2.

TABLE 5 | Linear correlation coefficients (r) between the time series of

atmospheric forcing and SSTa at NPS, CPS, and SPS for different time periods:

between 1982 and 2007, between 2008 and 2017, and for the full records

between 1982 and 2017 (see Section 4.2.2).

u-wnda v-wnda wspda curla SLPa nhfa

1982–2007 –0.12 –0.58 –0.01 –0.26 0.46 –0.15

NPS 2008–2017 –0.85 0.19 –0.86 0.62 0.67 –0.12

1982–2017 0.16 –0.32 0.22 –0.14 0.32 –0.34

1982–2007 –0.18 –0.50 –0.09 0.06 0.33 –0.10

CPS 2008–2017 –0.52 –0.03 –0.50 0.29 0.42 –0.26

1982–2017 –0.31 –0.32 –0.26 0.14 0.38 –0.08

1982-2007 –0.15 –0.44 –0.14 –0.03 0.18 –0.13

SPS 2008–2017 –0.48 –0.61 –0.46 0.55 –0.16 –0.20

1982–2017 –0.57 –0.25 –0.57 0.25 0.37 –0.15

Correlation coefficients significantly different from zero at the 95% confidence level are

indicated in bold.

of –8 W m−2 decade−1. In conclusion, though the interannual
variations remain important during this period (see Section 4.4)

weak trends are observed on the PS in the wind components,
wind-derived fields and the SSTa linear trend distribution.

Over the 1982–2007 period, significant negative correlations
are found between SSTa and v-wnda at NPS, CPS, and SPS (r
= –0.58, –0.50, and –0.44, respectively, Table 5). During this
period, there is no linear trend of SSTa at the three selected
regions of the PS, indicating that the observed fluctuations
are, at least partially, dominated by interannual variability. The
significant relationship between SSTa and v-wnda suggests that
part of the SSTa variability is modulated by meridional wind
variability. These fluctuations of meridional wind intensity may
drive the temperature changes reported here by inducing changes
in the northward advection of cold waters through the southern
boundary of the continental shelf. This process will be further
discussed in the next section. In contrast, there is no significant
correlation between SSTa and the other variables analyzed here
(Table 5).

3.2.3.2. Linear Trends During 2008–2017
The spatial distribution of linear trends of SSTa during 2008–
2017 feature notable differences in magnitude and spatial
patterns relative to the 1982–2007 period. While in 1982–2007
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FIGURE 8 | (Left) Distribution of climatological (A) SST, (B) u-wnd, (C) v-wnd, (D) wind speed, (E) wind stress curl, (F) SLP, and (G) net heat flux for the 1982–2017

period. The wind speed, SLP and heat flux data are from Era-Interim (see Section 2.2). The spatial distribution of the linear trends of filtered anomalies of each variable

are shown in the left panels (see Section 2.3 for methodology) calculated over 1982–2007 (center) and 2008–2017 period (right) (see details of selection of time

periods in Section 3.2.2). Vectors in (B–D) show the distribution of climatological wind speed at 10 m height during 1982–2007 (center) and 2008–2017 (right)

periods. Vectors are shown every 20 gridpoints. In every panel the 200 m isobath is also shown (solid gray line).
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the SSTa trends as well as the trends of the analyzed forcing terms
are null or weak (Section 4.2.3.1, center panel in Figure 8A), in
the most recent period since 2008 the trends become stronger
and significant (Figure 8A). Thus, this spatial pattern resembles
the pattern of the full record length trends (Section 4.2.1), but
the trends are now more intense. As in Figure 4, in the SWA
significant warming trends (> 0.5◦C decade−1) extend over the
South Atlantic subtropical gyre and the continental shelf between
25 and 40–45◦S, reaching maximum values in the BMC (> 1.5◦C
decade−1) and in the Rio de la Plata estuary (> 0.8◦C decade−1)
(right panel in Figure 8A). Cooling areas in the SWA are mostly
located south of 40◦S in the open ocean and extend over an
outer portion of the southern PS. The largest negative trends are
observed in the central Drake Passage and extend eastward up to
50◦W with values exceeding -1.0◦C decade−1. The eastern SEP
presents sharp warming trends between 10–20◦S and between
35–60◦S, ranging from 0.2 to 1◦C decade−1, while in the western
SEP moderate cooling extends between 30 and 35◦S.

Over the SEP, positive trends of u-wnda are located in the
subtropics between 15 and 35◦S (i.e., weakened trades) and
negative south of 35◦S (i.e., weakened westerlies, Figure 8B).
This is consistent with weakened meridional gradients of SLP
suggested by the distribution of SLPa (right panel in Figure 8F).
In the SWA south of 48◦S there is a significant increase of u-
wnda (reaching maximum values of about 1.2 m s−1 decade−1

in the Drake Passage, right panel in Figure 8B), which is
consistent with the strong trends in the meridional gradient of
SLPa (right panel in Figure 8F) at that location. The significant
intensification of the westerlies could be partially responsible for
the observed cooling in this region due to increased northward
Ekman transport that advects cooler waters in the upper layer,
and enhances the vertical mixing. In tropical latitudes in the
SWA, u-wnda trends contribute to enhance easterlies north of
20◦S and westerlies further south and east of 30◦W by as much
as 0.4 to 1 m s−1 decade−1 (right panels in Figures 8B,D).
These changes of the lower atmospheric circulation are largely
associated with the enhanced meridional SLP gradients (positive
SLPa trend of ∼2.0 hPa dec-1) centered near 15◦S, 25◦W and
negative SLPa trend further south (right panel in Figure 8F). On
the continental shelf and adjacent deep ocean, negative u-wnda
trends (–0.6 m s−1 decade−1) are observed between 40 and 50◦S
and west of 45◦W, which lead to weaker westerlies (right panel
in Figure 8B). The negative trend in u-wnda leads to a similar
trend in wspda (right panel in Figure 8D), which may contribute
to the positive SSTa due to decreased wind mixing and increased
vertical stratification. The distribution of v-wnda trends in the
SWA basin are significant and negative between 18–40◦S and
50–30◦W (values of –1.4 m s−1 decade−1) leading to increased
northerly winds in this region. The trends of v-wnda are positive
south of 50◦S, with the highest values localized in the western
Scotia Sea (1.2–1.6 m s−1 decade−1), resulting in a meridional
wind reversal (from northerly to southerly) and continuing
increased southerly winds during this period. V-wnda trends are
positive over most of the west coast of South America, leading to
increased southerly winds north of 30◦S. South of 45◦S, southerly
wind anomalies imply a meridional wind reversal from northerly
to southerly (right panel, Figure 8C). V-wnda time series around

southern South America indicates that during 2014 and 2015
in-phase southerly wind anomalies prevail on the Pacific and
Atlantic shelves (not shown). The trend distribution of wspd-a is
highly dominated by u-wnda in the entire domain (Figure 8D).
At high latitudes, the trend of curla intensifies over the southern
SEP (50◦-60◦S) and slightly further north over the southwestern
portion of the SWA (45◦-55◦S) with a range of 0.4 to 1 x 104

s−1 decade−1 (right panel in Figure 8E). Negative trends of curla
are located south of 54◦S and east of 50◦W in the SWA (∼
−0.5 x 104 s−1 decade−1). These negative wind stress curl trends
over regions of negative curl can drive stronger Ekman–induced
upwelling and thereby lead to negative SSTa. At low latitudes,
north of 20◦S in the SEP and north of 30◦S in the SWA, there is a
significant negative trend of nhfa exceeding –24Wm−2 decade−1

(Figure 8G). In the mid to high latitudes the distribution of nhfa
trends is mostly positive, with some regional maxima observed
in the BMC (>30 W m−2 decade−1) and in the central Drake
Passage (∼25 W m−2 decade−1). The localized yet intense nhfa
trend dipole pattern observed over the BMC replicates the SSTa
pattern, though with opposite signs (i.e., warming regions are
associated with negative nhf trends and viceversa). This pattern
clearly indicates that SSTa trends are not due to trends in
nhfa. Since the region of warm waters north of the BMC is
characterized by intense net heat loss to the atmosphere, the
negative nhfa trend is consistent with a southward displacement
of warm waters, and the associated positive SSTa trend along the
narrowmeridional strip located near 54◦Wbetween 38 and 44◦S.
Moreover, it suggests a strong modulation of the trends observed
in the surface heat flux components by the local SSTa trends, but
unraveling the dynamics of this feature is beyond the scope of this
paper. Similarly, negative SSTa trends observed south of 40◦S in
the SWA occur with positive nhfa trends, suggesting that cooling
in this region is not a direct response to sea-air heat flux trends.

The meridional dipole of SSTa trends observed on the PS
during the entire record (Figure 4, Section 4.2.1) is similar
to the one observed in 2008–2017 (right panel in Figure 8A),
with values reaching 1◦C decade−1 in the northern region and
−0.8◦C decade−1 in the southern region. Thus, the 2008–2017
SSTa trends shape the trends observed in the full-record, as
also observed from the temporal evolution of the SSTa trends
at NPS and SPS (Figures 5, 7). The distribution of u-wnda
displays negative trends (decreased westerlies) and the v-wnda
trends (0.4–0.8 m s−1 decade−1, right panel in Figure 8C)
indicate southerly wind anomalies that reverse the meridional
wind from northerly to southerly approximately in 2012 (not
shown). These changes in surface wind imply an anticyclonic
circulation anomaly which leads to the positive trend of curla
observed between 40 and 51◦S on the PS (right panel in
Figure 8E). This pattern drives an anomalous convergence of
surface water that could enhance the positive SSTa trend observed
at NPS in 2008-2017. However, this mechanism cannot explain
the negative trend of SSTa observed at SPS. At the eastern
mouth of the Magellan Strait (52◦S), there is a region of
negative curla trend, which acts to weaken the downwelling
associated with the positive record-length mean curl (left panel
in Figure 8E). Positive SLPa trends observed on the PS south
of 45◦S result in strong negative trends in u-wnda north

Frontiers in Marine Science | www.frontiersin.org 14 March 2022 | Volume 9 | Article 829144



Risaro et al. Temperature Trends Around South America

of 50◦S and positive trends further south. Significant linear
correlations between u-wnda (and wspda) and SSTa are found
at NPS (r = –0.85 and –0.86, respectively). This indicates that
the positive trend of SSTa observed in this region is associated
with a decrease in the local zonal winds. At SPS, there is a
significant correlation between SSTa and v-wnda (r = –0.61),
indicating that the decreasing SSTa occurs partially in response
to the above described reversal in meridional wind, by enhancing
the northward advection of relatively cold waters. Numerical
simulations suggest that the interannual variations of along-shelf
transport in the southern portions of the continental shelf are
moderately modulated by the meridional wind stress variability,
which sets-up a cross-shelf pressure gradient through Ekman
dynamics and thus geostrophically drive along-shelf transport
variations (Combes and Matano, 2018; Guihou et al., 2020).
Moreover, the interannual fluctuations of meridional wind are
closely associated with SAM. Some small areas of significant
negative nhfa trends are observed in the inner PS, while in the
remaining of the PS the nhfa trends are non-significant (right
panel in Figure 8G). At the northern PS, the negative rate of nhfa
does not seem to be associated with the positive SSTa trends,
indicating that heat fluxes are not responsible for the observed
warming at these timescales.

During the entire period (1982–2017), significant negative
correlations are found at SPS between SSTa and u-wnda (r =

–0.57), and wspda (r = –0.57). These negative correlations
suggest that the decreased SSTa is partially a response to
enhanced vertical mixing associated with the increased u-
wnda that are more intense during 2008–2017. The correlation
coefficients between the SSTa and the other atmospheric variables
considered (v-wnda, curla, SLPa, and nhfa) are not significant in
all regions analyzed (Table 5).

3.3. Leading Modes of Interannual SSTa
Variability
To further investigate the nature of the interannual variability
which dominates the SSTa around southern South America at
periods of nearly 6 years (Figures 5, 6) we carry out an EOF
analysis of detrended SSTa in the domain bounded by 110◦-
10◦W, 10◦-60◦S. Figure 9 depicts the leading modes of filtered
SSTa during the entire record (1982–2017). Each EOF pattern
is multiplied by the square root of their eigenvalues so that the
amplitude of each mode is scaled in ◦C. The first mode (EOF1,
left panel in Figure 9A) explains 28% of the total SSTa variance
and resembles the first mode of SSTa variability documented by
previous studies for different time periods (Deser et al., 2010;
Messié and Chavez, 2011). This mode exhibits negative SSTa near
the tropics associated with a characteristic ‘horse-shoe shaped’
pattern present on the tropical Pacific that usually extends along
the west coast of North and South America. EOF1 presents
maximum variance over the subtropics of the eastern South
Pacific and over the subpolar South Atlantic east of 30◦W. The
second mode (EOF2, left panel in Figure 9B), which accounts
for 16% of the total SSTa variance, displays most of the variance
centered in the SWA with an out-of-phase relationship between
SSTa north and south of about ∼40◦S. This dipole pattern

extends on the PS, though with weaker amplitudes (< |0.1|◦C)
suggesting a possible linkage between the shelf SSTa variability
and a basin-scale pattern of variability. The maximum values
in the southern center of action are located close to the SAF,
where SSTa ranges between 0.2 and 0.3◦C. EOF3 (right panel in
Figure 9C) explains 12% of the variance with maximum positive
values located close to BMC and negative values north of 20◦S.
Thus, the combined three leading modes explain 56% of the
variance of filtered SSTa. Similar results are obtained applying
running means considering shorter time windows to compute
the filters: 55% of the total variance is explained by the first
three modes when 24-months filter is used and the total variance
explained is only slightly higher (57%) when 18-months filter is
used (not shown). The variance explained by the three leading
modes of non-filtered monthly SSTa decreases to 31%, suggesting
that the importance of the most significant modes increases for
longer time scales.

To investigate the sensitivity of the EOF to the selected spatial
domain, we repeated the analysis after dividing the region into
two subregions: SEP (110◦-70◦W, 10◦-60◦S) and SWA (70◦-
10◦W, 10◦-60◦S) (not shown). The spatial pattern of EOF1 in
SEP is nearly identical to the pattern displayed in the Pacific
sector of EOF1 of the entire domain and their corresponding PC
time series are almost perfectly correlated (r = 0.97). The spatial
pattern of the Atlantic sector of EOF2 from the entire domain
is similar to EOF1 of the SWA domain and the correlation
between their PC time series is very high (r = 0.99). For
the third mode, the correlation between PC3 of the entire
domain and PC3 over the SWA is significant and negative (r =
–0.75), and positive but non-significant with PC3 of SEP (r =

0.51). This analysis indicates that EOF1 and EOF2 of the entire
domain (Figure 9) are associated with modes of SSTa variability
centered over the SEP and SWA basins, respectively; while EOF3
combines variance from both basins. We also carried out an
EOF analysis of SSTa over the continental shelf domain. The
first mode, which explains 38% of the variance, resembles EOF2
of the entire domain. The second mode accounts for 16% of
the total SSTa variance. This further illustrates the strong link
between the western South Atlantic SST and the variability over
the continental shelf at interannual time scales. In the remaining
of this paper, we will only use the spatial patterns and PC
time series that correspond to the full domain (right panels in
Figure 9). The variance preserving spectra of PC1 has its most
energetic fluctuations at interannual to decadal timescales (4–12
years) with a peak in spectral variance in periods of about 120
months (10 years) that accounts for ∼50% of the total variance
(Figure 9D). The PC2 spectrum presents a similar peak, while
PC3 presents spectral density accumulated in the band of 4–16
years that accounts for ∼70% of the total variance, with higher
variance in comparison with PC1 and PC2. The sum of PC1 and
PC2 is significantly correlated with the detrended SSTa at SPS (r
= 0.71), accounting for 51% of the variance explained by these
two principal components. The correlation with detrended SSTa
at NPS is very low and non-significant (r = 0.1).

The observed fluctuations of SSTa on the PS are partly
associated with the variability of the three previously described
leading EOF modes. Thus, we will explore the relationship
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FIGURE 9 | (Left) First three (A–C) leading EOF of filtered and detrended SSTa estimated over the period 1982–2017 (Section 3.3) and (right) Principal Components

(PC) time series of each EOF in normalized units (see Section 2.4 for methodology). The solid gray line in the EOF indicates the 200 m isobath and the solid dark blue

line indicates the mean location of SAF (identical to Figures 2, 4). (D) Variance preserving Welch spectrum of the corresponding PC time series for the three leading

EOF (solid violet, orange and green lines, respectively). The power spectral density of red noise for each spectrum is indicated by the dashed lines (see Section 3.3).
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between the temporal evolution of the PCs and large-scale
patterns of the climate system that could drive the interannual
SSTa variability by atmospheric and/or oceanic teleconnections.
We focus the discussion on three main patterns of variability
that are known to impact on extratropical ocean basins in
the southern hemisphere on interannual to decadal timescales:
Southern Annular Mode (SAM), El Niño Southern Oscillation
(ENSO) and the Interdecadal Pacific Oscillation (IPO). The
SAM index measures the strength of the meridional pressure
gradient around Antarctica (Thompson and Wallace, 2000). The
increasing trend to a positive SAM index observed during the
past decades has led to the intensification and poleward shift of
the westerly winds (Hall and Visbeck, 2002) affecting the local
atmospheric forcing on the PS and therefore the response on the
SST in that region. On the other hand, the interannual variability
of tropical Pacific SST depicted by ENSO events (periods of
positive ENSO 3.4 index) can trigger atmospheric Rossby waves
that propagate poleward and eastward, modulating regional
changes of SST in the southern SWA by local changes on zonal
and meridional surface winds (Turner, 2004; Meredith et al.,
2008). In addition, we include the IPO in the analysis, a broader
SST pattern associated with Pacific-wide SSTs (Henley et al.,
2015) on interdecadal timescales. Recent studies have shown
that these decadal patterns are partially induced by tropical
variability associated with ENSO events (Newman et al., 2016).
Linear correlation coefficients at zero-lag between the SSTa PCs
(Figure 9) and climate indices time series filtered with 36-month
running mean are listed in Table 6.

Moderate but significant correlations are found between PC1
and the IPO (r = –0.50), and between PC2 and the IPO and
ENSO 3.4 (r = –0.42 and –0.53, respectively). The correlations
with SAM are low and non-significant for all PCs. Thus, only
moderate correlations are observed between PCs and individual
climate indices (Table 6). This suggests that the contribution of
these indices to the SSTa variability on the PS is not direct.
Because the interest of this work is to explain the interannual
variations of SSTa on the PS through its PC, we analyzed the sum
of PC1 and PC2 series (PC1+2) which explain 51% of the total
variance of the SSTa at SPS and adequately represents the negative
and positive SSTa periods. A multiple linear regression was
performed to estimate PC1+2 values through the three climatic
indices considered (SAM, ENSO 3.4, IPO). This regression
significantly correlates (r = 0.63) with PC1+2 and explains 40%
of its variance. The coefficients obtained by the multilinear

TABLE 6 | Linear correlation coefficients (r) between the PC time series of SSTa in

the region spanning 110◦-10◦W, 60◦-10◦S and climate indices (ENSO 3.4, SAM,

and IPO), for the period 1982–2017 (see Section 4.3).

ENSO 3.4 SAM IPO

PC1 SSTa –0.38 –0.26 –0.50

PC2 SSTa –0.53 0.26 –0.42

PC3 SSTa 0.40 –0.31 0.09

Correlation coefficients significantly different from zero at the 95% confidence level are

indicated in bold.

regression are positive for the ENSO 3.4 and IPO indices and
negative for SAM. This indicates that during positive ENSO
periods, the poleward and eastward propagation of Rossby waves
promotes positive values of PC1+2 and therefore positive SSTa
at SPS. On the other hand, the relationship with SAM is inverse:
when SAM is positive (intensified westerly winds), the northward
advection of cold waters in the Ekman layer from the south to the
SPS region and increased wind speeds enhance vertical mixing
are promoted. In addition, as meridional wind speed variability
around southern South America is negatively correlated with
SAM index (r = −0.52) (Guihou et al., 2020), during positive
SAM index periods, southerly winds can partially induce
cross-shore pressure gradient and an anomalous northward
geostrophic transport. These factors will likely promote negative
PC1+2 anomalies and negative SSTa at SPS.

This simplified multilinear regression model provides a first
approach to assess the teleconnection mechanisms that are
relevant for the interannual variations of SSTa on the PS.
Furthermore, since the global patterns considered have a certain
degree of predictability on interannual time scales (Newman,
2007), it is possible to estimate, at least, the sign of regional SSTa.

4. DISCUSSION

We analyzed linear trends and the interannual variability of
SST anomaly fluctuations over the Southeastern Pacific and
the Southwestern Atlantic focused on the variability over
the productive Atlantic Patagonian continental shelf. The
possible link between SSTa variability and local and large-scale
atmospheric forcing from 1982 to 2017 was investigated using
satellite and reanalysis databases. Intense positive SSTa linear
trends are observed along the Brazil Current and the Brazil-
Malvinas Confluence (> 0.4◦C decade−1), while negative trends
(< –0.2◦C decade−1) are observed in the northernmost extension
of the Malvinas Current. This meridional dipole pattern in the
linear trend of SST extends over the continental shelf of the
western South Atlantic, where significant positive trends north
of 46◦S and negative trends south of 49◦S are observed. For our
analysis we selected two areas of significant warming and cooling
trends on the PS (NPS and SPS, respectively). We found that the
observed trends in these regions represent variations of almost
half a degree, with an increase of 0.52◦C at NPS and a decrease
of –0.42◦C at SPS and that they are mostly associated with the
variability observed during the past decade (2008–2017). During
2008–2017, the positive SSTa trend at NPS is strongly correlated
with a decrease in the local zonal wind, i.e., to a local decline of the
strength of westerly winds (r= –0.85). The SSTa variability at SPS
is significantly correlated with the meridional wind (r = –0.61).
This is consistent with enhanced southerly winds that reinforce
northward geostrophic advection anomalies of cold waters at SPS
as suggested by numerical simulations.

We find a strong interannual signal on the PS with periods
centered at around 6 years. The first three leading modes of
variability (EOF) in the domain bounded by 110–10◦W, 10–
60◦S explain 28, 16, and 12% of the variance, respectively. Our
analyses indicate that EOF1 and EOF2 over the above-mentioned
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domain represent variability associated with SSTa in the southeast
Pacific and southwest Atlantic basins, respectively, while EOF3
combines variance from both basins. The sum of PC1 and
PC2 (PC1+2) is significantly correlated with detrended SSTa
(r = 0.71) and explains 51% of the variance at SPS. A
multiple linear regression was performed including SAM, ENSO
3.4, IPO indices. This regression is significantly correlated (r
= 0.63) with PC1+2 suggesting that during positive ENSO
periods, the poleward propagation of atmospheric Rossby waves
modulates the zonal and meridional wind variability generating
anticyclonic wind anomalies (u-wnda < 0 and v-wnda > 0)
that promote positive values of PC1+2 and therefore positive
SSTa at SPS. In addition, the relationship with SAM is inverse:
when SAM is positive (intensified westerly winds), the northward
advection of cold waters to the SPS region is promoted and
is further increased by intensified wind speeds that enhance
vertical mixing. These two factors promote negative PC1+2
anomalies, that is negative SSTa in the SPS region. These
results suggest that the SST variability observed around southern
South America is partially modulated by the PDO, ENSO 3.4
and SAM, which indicate a linkage with the variability of the
east-central Pacific.

To summarize, we have developed a comprehensive analysis
whereby the SSTa interannual variability and trends on the SEP
and SWA are forced by a combination of local and remote
processes, with trends on the PS explained by local winds during
the past 10 years of the records and interannual variability caused
by a combination of IPO, ENSO and SAM.
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