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Abstract 
The use of a laser-ignited expanding flame as a virtual particle for seedless velocimetry of a flammable mixture is described 
and demonstrated, a method referred to as flame image velocimetry. Within an expanding flame, the burned gas is nominally 
stagnant relative to the local flow field, such that the motion of the flame centroid can be interpreted as an advected particle 
and serve as the basis of a single-point velocity measurement. This technique is applied to study the post-reflected-shock 
(region-5) environment in a shock tube using propane and n-heptane as fuels, lean equivalence ratios (0.3 ≤ � ≤ 0.9), and 
oxidizers consisting of 18.1% to 21.4% O2 balanced with combinations of nitrogen, argon, and helium diluents; thermody-
namic conditions spanned the temperature and pressure ranges 571 K ≤ T5 ≤ 1076 K and 1.0 atm ≤ P5 ≤ 1.9 atm. A novel 
imaging configuration is devised to provide simultaneous, dual-perspective, high-speed images of expanding flames ignited 
10.3 cm from the end wall of a shock tube. From the resulting images, the three-dimensional velocity field of the region-5 
core gas is measured, revealing near-zero velocities in the radial directions and small, but measurable, velocities along the 
axis of the shock tube. Two conceptual models for axial region-5 velocity are developed: residual velocity resulting from 
the attenuation of the incident and reflected shock waves and pressure-change-induced velocity associated with temporal 
variations in the post-reflected-shock pressure. While neither model alone is predictive of the measured axial velocities, their 
combination systematically recovers the measured results, suggesting that these two conceptual models, based on experi-
mentally measured pressures, are sufficient to predict the region-5 velocity in shock-tube experiments.

Graphical Abstract

1  Introduction

In studies of high-temperature gas-phase chemistry, the 
shock tube serves as the pre-eminent apparatus for zero-
dimensional kinetic studies, readily producing post-
reflected-shock (region-5) temperatures in the range 
400K < T5 < 10, 000 + K and pressures ( P5 ) from sub-
atmospheric to 100s of atmospheres on microsecond time 
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scales (e.g., Shepherd 1948; Bauer 1963; Tsang and Lifshitz 
1990; Hanson and Davidson 2014). This ability to nearly 
instantaneously change the thermodynamic state of a gase-
ous mixtures enables the study of even the fastest kinetic 
processes, including high-temperature combustion chemistry 
and the vibrational relaxation of air at hypersonic-relevant 
conditions.

In an ideal shock tube, the reflected shock wave perfectly 
stagnates the test gas in region-5 (Gaydon and Hurle 1963); 
the corresponding assumption of “quiescent” or “stagnant” 
region-5 gas is found throughout the shock-tube literature 
(e.g., Huang et al. 2004; Davidson et al. 2010; Ninnemann 
et al. 2018; Camm et al. 2018). As the driven-side end wall 
of the shock tube represents an impermeable boundary, stag-
nation of the gas at the end wall is expected to hold exactly 
even under real-world shock-tube conditions and is foun-
dational to solution methods for the shock-jump equations 
(e.g., Emanuel 2000; Campbell et al. 2017). However, in real 
facilities, quiescence is expected to break down away from 
the end wall due to non-ideal effects of the end-wall thermal 
and side-wall boundary layers (Mark 1958).

The flow field associated with a shock–boundary-layer 
interaction (SBLI) has been the subject of extensive theo-
retical (e.g., Davies and Wilson 1969), experimental (e.g., 
Kleine et al. 1992; Yoo et al. 2010; Yamashita et al. 2012), 
and numerical investigation (e.g., Weber et al. 1995; Grogan 
and Ihme 2017). Nevertheless, few studies report the cor-
responding impact of the boundary layer on the core-gas 
flow field. To the authors’ knowledge, the baseline parti-
cle image velocimetry (PIV) experiments of Wagner et al. 
(2015, 2018) in a multi-phase shock tube are the only direct 
post-reflected-shock gas velocity measurements reported in 
the literature. Performed in a square test section located one 
meter from the driven-side end wall, the PIV measurements 
show counter-flowing gases in region-5, with the core gas 
retaining velocity toward the end wall after passing through 
the reflected shock and the flow in the boundary layer revers-
ing to flow away from the end wall. While the one-meter 
measurement location is not immediately relevant to kinet-
ics studies typically performed two centimeters or nearer to 
the end wall, the velocities measured to be on the order of 
10’s of meters per second nonetheless raise questions regard-
ing the degree to which region-5 quiescence may also break 
down at more relevant axial conditions.

Details of the region-5 flow field are especially pertinent 
to the shock-tube flame speed method. In this approach to 
measuring premixed laminar flame speeds, first introduced 
by Ferris et al. (2019), a shock tube is used as an impulse 
heater for the unburned-gas. Flames are ignited behind the 
reflected shock using a plasma spark generated through 
laser-induced breakdown (LIB). LIB serves as a relatively 
non-intrusive alternative to the use of electric sparks as are 
commonly employed in static flame vessels, as the requisite 

protruding electrodes would disturb the high-speed, post-
incident-shock (region-2) flow. Propagation of the result-
ing expanding flame is recorded using high-speed imaging, 
allowing for extraction of the laminar flame speed. This 
method has been demonstrated to enable experiments at 
unburned-gas temperatures that would not otherwise be 
accessible to flame-speed measurements, but are relevant to 
practical engine applications (e.g., Susa et al. 2019, 2021). 
Nevertheless, the interpretation of such measurements has 
required assumptions regarding the flow field in which 
flames are ignited, such that characterization of the three-
dimensional (3-D) core-gas velocity in a shock tube could 
provide beneficial new insights toward enhancing the fidelity 
of such experiments.

2 � Flame image velocimetry method

The validity of tracer-based velocimetry methods is depend-
ent upon the extent to which the particles accurately follow 
the underlying flow field. When applied to gaseous flows, 
PIV methods typically require micron-scale solid particles 
or aerosol droplets (Melling 1997). While compatible tracers 
and seeding techniques exist for even harsh, high-tempera-
ture, and reactive environments (e.g., Willert et al. 2007), 
seedless diagnostics are nonetheless required to enable 
measurements in certain applications, such as within high-
purity shock tubes where tracer particles might otherwise 
contaminate the facility.

Flame image velocimetry (FIV) is proposed here as a 
seedless, single-point velocity measurement technique that 
can be readily implemented in flow systems compatible with 
flammable gas mixtures and combustion events. Unlike tra-
ditional PIV, which relies on tracking physical particles or 
droplets, FIV instead tracks the bulk translation of a pre-
mixed flame as it is carried by the underlying flow field. 
Under quiescent conditions, a freely propagating expand-
ing flame remains nominally stationary. However, if a bulk 
velocity field exists in the unburned gas, the flow fields are 
superimposed, with the burned gas taking on the velocity 
of the underlying flow field. In this manner, the centroid of 
the flame tracks the average bulk velocity of the unburned 
gas and can be treated as a “virtual particle” with which 
the underlying flow-field velocity can be measured. While 
buoyancy effects can become relevant to expanding flames 
exhibiting low flame speeds at relatively long time scales 
(Berger et al. 2020), the effect of buoyancy is negligible at 
the short measurement times considered in the present FIV 
measurements.

This behavior of flames being advected by bulk flows has 
been documented in various forms through previous studies; 
a few relevant examples are introduced here in brief. Jones 
et al. (1998) studied turbulent flame propagation behind 
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reflected shocks in a shock tube with an upstream grid to 
introduce turbulence into the flow. In that study, the authors 
reported an equipment failure that undermined an effort to 
measure the mean flow velocity using laser doppler ane-
mometry (LDA), and the researchers did not make use of the 
observed bulk motion of the flame to measure the velocity. 
Beduneau et al. (2009) performed velocity compensation in 
their study of laser ignition in a laminar flow; this correction 
was premised on the fact that the flame was carried by the 
flow field, but made use of the known flow velocity rather 
than the observed translational velocity of the flame. Kob-
ayashi et al. (2019) measured differences in the propagation 
speed of the top and bottom of a flame kernel that resulted 
from buoyancy under normal gravity, but the analysis did 
not continue to the point of extracting a corresponding bulk 
velocity of the flames. Most recently, Jo and Gore (2022) 
measured flame kernel velocities in their study of hydrogen 
ignition by LIB in jet, showing the kernel velocity came to 
match the known jet velocity after a response time of about 
20 μs.

The FIV technique is related to the laser-induced plasma 
image velocity (LIPIV) method introduced by Shi et al. 
(2019). Like LIPIV, the present realization of FIV uses a 
laser-induced plasma to non-intrusively introduce a vir-
tual particle into a flow. The primary difference between 
the LIPIV and FIV methods lies in the source of emission 
imaged following the laser-induced breakdown (LIB). In 
LIPIV, only emission from the plasma itself is present, which 
exhibits a short radiative lifetime and limits the maximum 
inter-frame measurement time. Shi et al. (2019) reported 
interframe times of 50–100 μ s as typical in their study, 
requiring camera exposure times of 20–100 μ s to acquire 
sufficient signal. In the FIV method, a sustained flame is 
ignited, providing persistent chemiluminescence that can be 
imaged over much longer timescales (frames recorded over 
a span of 250 μ s were used in this study), thus providing 
greater sensitivity to small flow velocities. Additionally, as 
the flame emission does not decay in time, short exposure 
times (10 μ s or less) can be used independent of the inter-
frame time, thus reducing potential impacts from motion-
induced blurring in the images.

The ability to perform measurements over the extended 
measurement intervals required to observe small flow veloci-
ties is a unique capability compared to many of the flow-
tagging velocimetry techniques that have been developed 
primarily for the study of high-speed flows, a non-exhaustive 
selection of which are introduced here in brief. Hiller et al. 
(1984) reported laser-induced phosphorescence of biacetyl 
for velocimetry; relatively long radiative lifetimes of the 
phosphorescent transition allowed camera delay times of 
up to 6 ms, sufficient for measuring O(1m∕s) velocities, but 
required an oxygen-free environment. Hassa and Hanson 
(1985) demonstrated laser-induced sulfur aerosols generated 

by the photochemical decomposition of sulfur hexafluoride 
as an early alternative to smoke wires for seeding flows for 
Mie scattering visualization. Acetone molecular tagging 
velocimetry (MTV) was reported by Lempert et al. (2002) 
to exhibit maximum emission lifetimes of only 200 ns at 
extremely low, millibar pressures. By tagging a flow through 
the photodissociation of NO2 and subsequently applying NO 
PLIF to interrogate the position of the dissociation prod-
ucts, which served as persistent chemical tags, Jiang et al. 
(2010) demonstrated MTV over longer timescales but at 
the expense of requiring a specialized pulse-burst laser and 
optical parametric oscillator. Krypton tagging velocimetry 
(KTV), as reported by Parziale et al. (2015), utilizes chemi-
cal tags in the form of metastable, excited-state krypton 
atoms with lifetimes on the order of 10 μ s. KTV beneficially 
makes use of a chemically inert tracer, making it attractive 
for use in reactive environments, but brings with it a high 
cost for krypton seeding and the requirement of specialized 
dye lasers. In the femtosecond laser electronic excitation 
tagging (FLEET) technique, a seedless velocimetry method 
in which nitrogen molecules in air are tagged, Michael et al. 
(2011) report emission levels sufficient for the determination 
of the tagged position that are evident up to 30 μ s after the 
laser pulse, providing the upper limit for the measurement 
interval.

FIV also shares some relation to image correlation 
velocimetry (ICV) methods first reported by Tokumaru and 
Dimotakis (1995) and since employed in various forms for 
seedless velocity measurements. ICV techniques use the cor-
relation of successive images of features naturally present 
within a flow field to determine the magnitudes and direc-
tion of fluid motions and have been demonstrated utilizing 
numerous image types including Rayleigh scattering (Komi-
yama et al. 1996) and laser-induced fluorescence (Fielding 
et al. 2001) applied to turbulent flames, shadowgraphs of 
sprays (Sedarsky et al. 2013), and schlieren images (Jonas-
sen et al. 2006). While these methods are attractive in many 
circumstances where inherent flow features can be tracked, 
ICV methods are not well suited to the core gas of region-5 
shock-tube environment, where no such features naturally 
exist.

3 � Experimental methods

The basic instrumentation requirements to perform 3-D FIV 
are an ignition source for a flame, and two perpendicularly 
arranged cameras from which the three velocity compo-
nents can be extracted. In Sect. 3.1, such an experimental 
arrangement is described that builds upon the configuration 
of Ferris et al. (2019), with the critical addition of a side-
wall camera to measure the axial components of the veloc-
ity. From the resulting images, velocities are extracted from 
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flame centroid locations, following a procedure detailed 
in Sect. 3.2. Section 3.3 then describes a methodology for 
using measured incident and reflected shock velocities to 
calculate the region-5 state at locations in the shock tube 
other than the driven end wall.

3.1 � Experimental setup

Experiments were performed in a stainless-steel, 11.5-cm-
diameter shock tube, a facility described in detail by Camp-
bell et al. (2014) and depicted in cross-section along with the 
associated instrumentation in Fig. 1. For the static charac-
terization experiments reported in Sec. 4.1, the shock tube’s 
sliding gate valve was closed, isolating the 40 cm of the tube 
nearest the driven end wall as a constant-volume, ambient-
temperature, static vessel. Post-reflected-shock experiments 
were performed with the gate valve open and using conven-
tional filling.

Figure 1 additionally shows the coordinate system as 
defined in this study. The Z direction is defined along the 
axis of the shock tube, with the positive direction defined 
as moving into the tube, away from the end wall; this is 
the horizontal direction in side-wall images. The X and Y 
axes are oriented radially within the shock tube, where Y 
is defined as the vertical axis visible in both the side- and 
end-wall views, and X is the horizontal direction viewed 
from the end wall.

A Kistler pressure transducer located 2 cm from the 
driven end wall provides high-speed pressure measure-
ments throughout the experiment. Fast-response pressure 
transducers (PCB Piezoelectronics) at four locations along 
the length of the tube record the step changes in pressure 
associated with the passage of the shock waves. All pressure 
signals were recorded at 10 MHz by a National Instruments 

PXI-6115 multifunction data acquisition system; by log-
ging the complete time-resolved pressure traces, the timing 
and speeds of both the incident and reflected shocks can be 
obtained from the PCB transducer data (Sect. 3.3).

As in the shock-tube flame speed method, flames are 
ignited behind reflected shock waves 10.3 cm from the 
driven end wall by a plasma spark generated through LIB 
(Fig. 1). This method provides a physically non-intrusive 
means of igniting flames, an important consideration when 
post-incident-shock gas velocities of up to 1 km/s preclude 
the use of protruding electrodes. The 10.3-cm location is 
the optical port location second nearest the end wall in the 
shock-tube test section used in this work (Campbell et al. 
2014) and that used in the majority of prior shock-tube flame 
studies (e.g., Ferris et al. 2019). A Q-switched, neodym-
ium-doped yttrium aluminum garnet (Nd:YAG) laser (Solo 
PIV 120, New Wave Research) serves as the ignition-laser 
source. An integrated second-harmonic generation (SHG) 
cavity produces 532-nm light from the 1064-nm Nd:YAG 
output; the laser produces quoted pulse lengths of 3–5 ns 
and maximum pulse energies of 120 mJ at 532 nm. In prac-
tice, the pulse energy is reduced by shortening the Q-switch 
delay time relative to the flash lamp from its optimal value 
( ≈ 180 μs). The spark timing after the reflected-shock pas-
sage ( tspark ) is controlled through external triggering of the 
laser by an upstream PCB pressure transducer. The beam is 
focused by a 15-cm-focal-length, best-form bispherical lens 
to a focused beam waist (estimated waist diameter ∼ 10 μ m 
based on manufacturer beam-quality specifications) at the 
center of the tube; it is at the beam waist where LIB occurs, 
creating a plasma spark that ignites an expanding flame.

A dual-camera imaging configuration was devised to 
provide simultaneous side-wall and end-wall imaging of 
flames in the shock tube, as represented in Fig. 1. A quartz 

Fig. 1   Schematics of the instru-
mentation used in this work for 
a high-speed imaging and b 
igniting the flame. The cameras 
and ignition laser are out of 
plane in views (b) and (a), 
respectively, and are not shown 
for clarity. Camera ray tracing 
is approximate. Coordinate axes 
used in this work are shown 
centered on the flame in both 
views
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end-wall window provides axial optical access to the shock 
tube (Troutman et al. 2016). End-wall emission images were 
recorded by a Phantom v2012 camera (Vision Research) 
with an ultraviolet- (UV-) sensitive, high-speed intensified 
relay optic (HS-IRO-X, LaVision) outfitted with a 200-mm 
Nikkor lens. A 896- by 800-pixel sensor region was recorded 
at 20,000 frames per second (fps), a sufficiently large por-
tion of the full-frame sensor to capture the complete 25-mm 
image circle of the HS-IRO-X. With this arrangement, a 
7.2-cm FOV could be imaged at a spatial resolution of 123.6 
pix/cm.

The limited side-wall optical access provided by a 
1.8-cm-diameter port presented a unique imaging challenge. 
In order to maximize the FOV at the object plane, a large, 
f/2.8-aperture lens (Sodern Cerco) was used, offset by a 
13-mm extension ring to produce a converging, hypercentric 
arrangement. An iris was positioned just outside the optical 
plug to restrict the collection angle of light, which helped 
to homogenize the spatial intensity profile observed at the 
object plane within the shock tube. With this arrangement, 
and the intensification provided by a HS-IRO (LaVision) 
to compensate for the low collection efficiency of emitted 
light, a roughly 2.5-cm FOV was imaged through the side-
wall port using a reduced, 528- by 520-pixel sensor region 
of a Phantom v710 camera (Vision Research) at 191 pixel-
per-cm resolution and 20,000 fps. The collection of frames 
was synchronized to coincide with those of the end-wall 
recordings.

3.2 � Velocimetry data interpretation

The process for extracting the bulk motion of flames from the 
emission videos, the heart of the FIV method, is described as 
follows and visually represented in Fig. 2. Emission images 
are binarized using a hysteresis thresholding method (Canny 

1986), with the upper and lower thresholds being chosen 
from among single and dual-level Otsu thresholds (Otsu 
1979; Liao et al. 2001) such that the binary regions may be 
judged to subjectively coincide with the flames observed 
in each experiment. Binary images are cleaned using mor-
phological closing and filling operations using open-source 
image processing tools available in Python through the 
SciPy (Virtanen and et al. 2020) and scikit-image (van der 
Walt et al. 2014) packages; borders of the resulting binary 
regions are shown as blue lines in Fig. 2. The centroids of 
the binary regions representing the flame are then extracted 
(solid blue dots in Fig. 2); end-wall images (Fig. 2a) pro-
vide X and Y positions, and side-wall images (Fig. 2b) pro-
vide Y and Z locations (see Fig. 1 for coordinate definition). 
Labeled times are relative to the first video frame following 
the spark.

The average velocity over the measurement interval is 
taken as the slope of a linear fit applied to the centroid-
displacement vs. time data. Figure 3 shows examples of 
such fits obtained for the first six frames following the 
spark, spanning a measurement period of 250 μ s in a post-
reflected-shock experiment. This same measurement interval 
was typical for measurements reported in this work, though a 
few experiments required the use of shorter, 150 μ s intervals. 
The velocity uncertainty of the fit, �u,f it , is taken as the range 
of slopes covered by the 95% confidence interval, which 
is calculated with an appropriate t-value to account for the 
small number of samples (Student 1908) and depicted as 
a shaded region accompanying each best-fit line in Fig. 3.

3.3 � Thermodynamic state calculation

In order to calculate the thermodynamic state of the gas at the 
axial measurement location ( z5 = 10.3 cm) where the flame 
is ignited, a particle tracking argument is used to determine 

Fig. 2   Representations of 
the image processing method 
applied to extract flame motions 
for a lean ( � = 0.5 ) n-heptane/
O2/Ar experiment with T5 = 729 
K and P5 = 1.1 atm (#17 in 
Table 3). Raw emission images 
are shown overlaid with blue 
borders of the flame regions 
identified through binarization; 
a solid blue marker identifies 
the location of the centroid in 
each image. The initial and final 
centroid locations are shown 
as open green and red circles, 
respectively, for reference of the 
flame’s motion throughout the 
measurement period

(a)

(b)
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the position, z1 , at which the gas is accelerated by the inci-
dent shock. The basic setup of this problem is shown in Fig. 4, 
where the left axis represents the driven-side end wall of the 
shock tube. Using the first-order approximation of constant 
lab-frame incident and shock velocities ( Vis and Vrs , respec-
tively), the following expression is derived by equating the 
time needed for the region-2 gas to travel from z1 to z5 at veloc-
ity u2 to the time required for the incident shock to reach the 
end wall at z = 0 , and subsequently reflect to reach z5,

(1)

z5 − z1

u2
=

0 − z1

Vis

+
z5 − 0

Vrs

z5 − z1

u2
=

z5

Vrs

−
z1

Vis

This expression can subsequently be rearranged to solve for 
the location z1,

All values required to solve for z1 in Eq. 1 are either 
known, as is the case for z5 , or can be evaluated from 
experimentally measurable quantities. By logging the pres-
sure–time histories measured by the PCB pressure trans-
ducers, the timing of both the incident and reflected shocks 
can be detected, as illustrated in Fig. 5a. It is noted here 
that such reflected-shock velocity measurements would not 
be possible with the more conventional strategy of using 
differential timers to measure the incident shock velocity 
and subsequently calculating the reflected-shock velocity 
using normal shock jump relations, as with the FROSH code 
described by Campbell et al. (2017). With the locations of 
the PCB transducers precisely known, the velocities of the 
incident and reflected shocks are determined as a function of 
position by applying a linear fit to the differential velocities 
(Fig. 5b,c respectively for the incident and reflected shocks).

As previously mentioned, the impermeable boundary 
ensures that the region-5 gas is completely stagnated at 
the end wall. In order for this condition to be enforced, an 
additional constraint is imposed on the fit of the measured 
reflected shock velocities, wherein the end-wall (0-cm) 
value of the fit is fixed as Vrs,FROSH , the velocity determined 
by FROSH as necessary to stagnate the flow at the driven 
end wall. FROSH solves the normal shock jump equations 
assuming the mixture is chemically frozen but accounting 
for effects of vibrational relaxation. The thermodynamic 
assumption of full vibrational relaxation in both regions 2 
and 5 is used in this work, as is appropriate for mixtures 
consisting of relatively high concentrations of hydrocarbon 
fuels (Campbell et al. 2017). The constrained reflected-
shock fit, shown as the dash-dot line in Fig. 5c, is found to 
fall within the shaded confidence interval of the nominal, 
unconstrained fit (solid line). For the shock experiments 
reported in Sect. 4.2, the mean absolute difference between 
the intercept of the nominal best fits and Vrs,FROSH was 3.6 
m/s, about 1% of the observed values Vrs . The final param-
eter, u2 , required to calculate z1 using Eq. 2 is obtained using 
the normal-shock relations as the lab-frame gas velocity 
behind the incident shock of measured velocity Vis.

To accurately account for the change in shock velocity 
with position, Vis and u2 should be evaluated at zis = z1 and 
Vrs at zrs = z5 when solving for z1 . As such, a recursive solu-
tion method is appropriate, in which zi

1
 at each iteration i is 

solved using Eq. 2 with Vis and u2 evaluated using the previ-
ous solution zi−1

1
 . Table 1 presents the key results of such a 

solution applied to the experiment shown in Fig. 5. The “end 

(2)z1 = z5

(

u2 − Vrs

u2 − Vis

)(

Vis

Vrs

)

Fig. 3   Flame-drift displacements and linear velocity fits from the 
same n-heptane/O2/Ar experiment shown in Fig.  2 (#17: � = 0.5 , 
T5 = 729 K, P5 = 1.1 atm). Colors distinguish coordinate directions; 
line and marker styles identify the imaging perspective from which 
measurements were obtained

Fig. 4   Representative position-time (z-t) diagram of a shock-tube 
experiment illustrating the setup of the particle-tracking problem. The 
incident and reflected shocks are shown as solid blue and red lines, 
respectively. The path of the test gas first shocked at z1 and reshocked 
at z5 is shown as a dashed dark-green line
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wall” column represents values evaluated at the driven end 
wall ( zis = zrs = 0 ), wherein the solved value of z1 is taken 
as z0

1
= zis to initialize the recursive solution method. The 

two columns under the “recursive” heading display results 
of the first recursive solution step and the fully converged 
solution; only negligible differences are found between the 
first and final solutions.

Additionally reported in Table 1 is the lab-frame, post-
reflected-shock gas velocity, u5 , calculated with FROSH by 
applying the normal shock relations using measured shock 
velocities and the constrained reflected-shock fit. The end-
wall result of u5 = 0 m/s reflects the boundary condition. At 
the 10.3-cm measurement location, a non-zero solution of 
u5,FROSH = −2.57 m/s is found, indicating that the reflected 
shock is not sufficiently strong to fully stagnate the region-2 
gas at locations offset from the end wall. This “residual 
velocity,” u5,res = u5,FROSH , that remains after the reflected 
shock will be considered in Sect. 5.1 as one mechanism to 
account for the core-gas velocity measured using FIV in 
shock-tube experiments.

4 � Results

4.1 � Static characterization

Static flame experiments provide an opportunity to quan-
tify the performance of the FIV method under known, 
zero-velocity conditions. Here, the results of eight static 
experiments are reported. All experiments were performed 
at ambient temperature ( T ≈ 296 K) and pressures spanning 
from sub- to above-atmospheric ( P ∈ {0.5, 1.0, 2.0} atm). 
The oxidizer used in the fuel–air mixtures consisted of 21% 
oxygen (O2) and 79% helium (He). Ethane (C2H6) was used 
as the fuel for the static experiments at unity equivalence 
ratio ( � = 1.0).

The velocities measured in static experiments are shown 
graphically in Fig. 6 and summarized in Table 2. Consider-
ing first the X and Z velocity components, both the distribu-
tion of discrete measurements reflected in the plot and the 
summary statistics reported in the table show that, on aver-
age, the X and Z velocities capture the expected, static con-
dition of the unburned gas. The mean values of the X and Z 
velocity measurements, −0.02m∕s and −0.13m∕s , are both 
near zero and well within the average measurement uncer-
tainties ( ̄𝜎u,f it ) of 0.35 m/s and 0.26 m/s, respectively. Fur-
thermore, the close agreement between the standard devia-
tions (std. dev.) and average uncertainties suggest that the 
spreads observed in the X and Z measurements are largely 
explained by the uncertainties of the centroid-position vs. 
time fits.

Unlike those in the other directions, the Y-component 
velocities show a systematic variation from the expected 
zero-velocity result. In Fig. 6, almost every discrete Y-veloc-
ity measurement falls more than its uncertainty from zero. 

Fig. 5   Example shock-experiment data showing a identification 
of incident and reflected shocks from PCB data, b measured shock 
velocities and fit of incident-shock speed, and c fit of reflected-shock 
velocity measurements, showing the nominal best-fit line and the fit 

with the end-wall Vrs value fixed. Confidence intervals (CI) are shown 
as shaded regions at the 95% level. Initial conditions: T1 = 294.6 K, 
P1 = 75.6 torr, composition: 0.0095 n-C7H16, 0.2081 O2, 0.7824 Ar

Table 1   z
1
 calculation parameters and results

Method: End Recursive

Wall 1 Step Full

zis (cm) 0.0 45.92 46.51
Vis (m/s) −563.9 −566.8 −566.9
u
2
 (m/s) −314.1 −317.2 −317.3

zrs (cm) 0.0 10.3 10.3
Vrs (m/s) 322.3 321.1 321.1
u
5
 (m/s) 0.0 −1.99 −1.99

�
�
 (cm) 45.92 46.50 46.51
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These deviations manifest both as a systematic offset in 
the mean velocities and a random component in the stand-
ard deviations of the Y-axis measurements, both of which 
exceed the mean uncertainties, 𝜎̄u,f it.

The duplicated measurement of the Y-axis velocity pre-
sents an opportunity to evaluate the self consistency of the 
FIV method and repeatability of the non-zero Y-direction 
results. Despite the variance from zero, the Y-axis veloci-
ties show a high degree of correlation (Fig. 7). Across all 
experiments, the two Y-velocity measurements are found 
to be within their joint uncertainty of one another, and the 
regression line of the measurements falls well within its 
confidence interval (CI) of the dotted reference line; both of 
these observations indicate the measurements are repeatable 
and that scatter observed in the Y velocities is not a result of 
random measurement error.

The relatively large variation in the Y-velocity measure-
ments stems from the co-alignment of the Y axis with the 
path of the Nd:YAG laser used to ignite the flames. It has 
been widely reported that plasma kernels formed through 
laser-induced breakdown, along with subsequently ignited 
flame kernels, exhibit asymmetric growth along the axis of 
the laser (e.g., Phuoc 2006; Mulla et al. 2016). Dumitra-
che and Yalin (2020) attribute this asymmetric structure to 

vorticity generated by the breakdown process that yields a 
toroidal ring propagating in the direction of travel of the 
igniting beam and a “third lobe” propagating backward 
toward the focusing lens. While the presence of these coun-
ter-propagating structures, and the flame morphology they 
induce, led to variability in the Y velocity components, the 
X- and Z-direction measurements, the latter of which is of 
primary interest in the post-reflected-shock measurements 
reported in the section that follows, are unaffected by this 
phenomenon.

4.2 � Post‑reflected‑shock measurements

As an application of the FIV technique, measurements of 
the 3-D core gas velocity were performed behind reflected 
shock waves in 21 experiments covering a range of con-
ditions detailed in Table 3. Propane (C3H8) and n-heptane 
(n-C7H16) were used as fuels, prepared at lean equivalence 
ratios ( 0.3 ≤ � ≤ 0.9 ) with oxidizer mixtures consisting of 
18.1% to 21.4% O2 balanced with various combinations 
nitrogen (N2), argon (Ar), and He to comprise the diluent(s). 
Post-reflected-shock temperatures computed following the 
methodology of Sect. 3.3 at the 10.3-cm measurement plane 
fell in the range 571 K ≤ T5 ≤ 1076 K and pressures varied 
from near atmospheric to elevated (1.03 atm ≤ P5 ≤ 1.88 
atm). Relatively short spark delay times (the time at which 
the flame is ignited following the reflected shock) in the 
range 0.3 ms ≤ tspark ≤ 2.5 ms were used for the reported 
measurements, defining the starting time of the 250 μ s (typi-
cal) measurement interval.

The measured velocities are presented in Fig. 8, plot-
ted against the post-reflected-shock temperature, T5 . Each 
shock experiment provides four discrete velocity measure-
ments: X and Y components from the end wall and Y and Z 

Fig. 6   Measured 3-D velocity components from 8 static experiments. 
Error bars show measurement uncertainty as the 95% confidence 
interval of the centroid-position vs. time fits. Colors correspond to the 
axes shown in Fig. 1

Table 2   Static experiment velocity statistics

Perspective Axis Mean Std. Dev. 𝜎̄u,fit

(m/s) (m/s) (m/s)

End Wall X −0.02 0.41 0.35
Y −0.85 1.06 0.38

Side Wall Y −0.82 1.12 0.32
Z −0.13 0.31 0.26

Fig. 7   Comparison of the Y-velocity components (along the igni-
tion laser axis) measured in 8 static experiments. All measurements 
are found to be within their joint uncertainty of the dotted line (unity 
slope), indicating consistency between the side- and end-wall meas-
urements
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components from the side wall. Statistics of the measure-
ments, summarized across all shock experiments for each 
imaging perspective and coordinate axis, are provided in 
Table 4. Further details of the Z-axis velocity results are 
provided in the discussion section (Sect. 5.3, Table 5).

Across all the shock experiments, the X and Y compo-
nents of the velocity were found to be small in magnitude 
( ≤ 3 m/s) and show no clear trend with temperature. The 
mean, standard deviation, and average uncertainty of the 
X velocity measurements are all of larger magnitude than 

those recorded in static experiments, but still suggest that 
measurement accuracy of about 1 m/s is realizable using 
the FIV technique under practical conditions. The Y veloci-
ties show a systematic discrepancy of 0.55 m/s between the 
two perspectives, but remain correlated to a high degree 
(Fig. 9). At the higher temperatures in post-shock experi-
ments, flames were found to form more pronounced third 
lobes in the direction of the laser. The systematic error 
between the measurements is believed to be a result of the 
side-wall imaging system having been more sensitive to the 
weak emission from this lobe, resulting in enhanced detec-
tion of the lobe during image binarization and leading to 
the positive bias seen in the Y velocities measured through 
the side-wall.

Unlike the randomly distributed X and Y velocities 
shown in Fig. 5, the Z velocity components tend to increase 

Table 3   Shock experiment 
conditions

# T
5

P
5

Fuel φ Oxidizer tspark

(K) (atm) (−) O
2

N
2

Ar He (ms)

1 615 1.08 C
3
H

8
0.8 0.19 – 0.39 0.42 1.26

2 613 1.07 C
3
H

8
0.8 0.19 – 0.39 0.42 0.53

3 696 1.10 C
3
H

8
0.8 0.19 – 0.39 0.42 0.66

4 719 1.10 C
3
H

8
0.8 0.19 – 0.39 0.42 0.70

5 751 1.13 C
3
H

8
0.8 0.19 – 0.39 0.42 1.44

6 752 1.14 C
3
H

8
0.8 0.19 – 0.39 0.42 1.44

7 805 1.13 C
3
H

8
0.8 0.19 – 0.39 0.42 1.51

8 860 1.03 C
3
H

8
0.8 0.19 – 0.39 0.42 1.57

9 908 1.21 C
3
H

8
0.8 0.19 – 0.39 0.42 1.62

10 1076 1.23 C
3
H

8
0.8 0.19 – 0.39 0.42 0.76

11 828 1.13 C
3
H

8
0.8 0.19 – 0.39 0.42 0.49

12 820 1.10 C
3
H

8
0.8 0.19 – 0.39 0.42 2.49

13 669 1.10 C
3
H

8
0.8 0.19 – 0.39 0.42 2.46

14 718 1.88 n-C
7
H

16
0.9 0.18 – 0.41 0.41 2.05

15 721 1.06 n-C
7
H

16
0.5 0.21 – 0.79 – 0.37

16 732 1.09 n-C
7
H

16
0.5 0.21 – 0.79 – 0.36

17 729 1.10 n-C
7
H

16
0.5 0.21 – 0.79 – 0.33

18 744 1.10 n-C
7
H

16
0.3 0.21 – 0.79 – 0.34

19 758 1.12 C
3
H

8
0.3 0.21 – 0.79 – 0.99

20 571 1.12 C
3
H

8
0.8 0.20 0.40 – 0.40 1.69

21 619 1.11 C
3
H

8
0.8 0.20 0.40 – 0.40 1.00

Fig. 8   Velocimetry results obtained from both the side- and end-wall 
perspectives during reflected-shock experiments. Error bars display 
the 95% confidence intervals of the velocity fits

Table 4   Shock experiment velocity statistics

Perspective Axis Mean Std. Dev. 𝜎̄u,fit

(m/s) (m/s) (m/s)

End Wall X 0.24 1.19 0.96
Y −0.66 1.00 0.66

Side Wall Y −0.11 0.98 0.72
Z −5.81 3.57 0.63
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in magnitude with T5 , conditions associated with stronger 
incident shocks and larger region-2 (post-incident-shock) 
gas velocities. The magnitudes of measured Z velocities, 
up to 10 m/s or greater, are significantly larger than the 
average measurement uncertainty ( ̄𝜎u,f it ). Furthermore, the 
negative bias of the mean velocity ( −5.83m∕s ) and fact that 
no single Z-velocity measurement was found to be positive 
provides strong evidence that the core gas in the shock-tube 
experiments does, in fact, retain a non-zero Z-axis velocity 
following its passage through the reflected shock, with the 
core-gas motion being directed toward the driven end wall 
of the tube. The nature of the Z velocity is the focus of the 
discussion that follows.

5 � Discussion

This section discusses the finding of Z-axis velocity in the 
core gas of the shock tube following a reflected shock. As 
this section deals only with the Z component of the veloc-
ity field, the repeated specification of the velocity’s direc-
tion is dropped for brevity. In the discussion that follows, 
u5,meas will refer to the measured, region-5 (post-reflected-
shock), Z-axis velocities (corresponding to the red markers 
in Fig. 5). Details of the measured and modeled velocities 
discussed in this section are reported in Table 5 of Sect. 5.3.

5.1 � Residual velocity

As established in the discussion of thermodynamic 
state calculation using measured values for Vis and Vrs 
(Sect.  3.3), the application of the shock-jump rela-
tions predict non-zero, negative values for the region-5 
velocity at locations away from the end wall, termed the 
“residual velocity”, u5,res . In fact, axial variations in all the 

thermodynamic properties, not just the axial velocity, can 
be calculated in this manner. Figure 10 shows the varia-
tion of u5,res , along with T5 and P5 , for the example experi-
ment from Sect. 3.3. While the shock-jump equations are 
not inherently linear, the relatively small perturbations 
from constant velocities result in near-linear relation-
ships between the properties and axial location, with the 
properties displaying gradients of du5,res∕dz = 19 (m/s)/m, 
dT5∕dz = 39 K/m (5.3 %/m), and dP5∕dz = 0.13 atm/m (12 
%/m).

The calculated u5,res values are presented in Fig. 11, 
with each data point plotted against the corresponding 
u5,meas to represent a single shock experiment and hori-
zontal error bars displaying �u,f it . The calculated values 
u5,res agree reasonably well with u5,meas at relatively low 
velocities, however the agreement falls off for higher val-
ues u5,meas . Therefore, while u5,res may be relevant to the 

Fig. 9   Comparison of the Y-velocity components measured in the 
post-reflected-shock experiments, showing the correlation between 
the side- and end-wall measurements and slight positive bias of the 
side-wall

Fig. 10   Axial variation in the thermodynamic state ( u5 , T5 , and P5 ) of 
the region-5 gas calculated using measured Vis and Vrs for the experi-
ment represented in Fig. 5 and Table 1. Vertical dotted line indicates 
the 10.3-cm measurement location used in this work

Fig. 11   Comparison of calculated residual velocity u5,res to observed 
velocity. Horizontal error bars represent measurement uncertainty. 
The dashed line is a best fit to the data, and the shaded region repre-
sents a 95% confidence interval of the fit. Dotted line of unity slope 
( u5,res = u5,meas ) shown for reference
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observed core-gas velocity, it cannot alone provide a sat-
isfactory accounting for the measured results.

5.2 � Pressure‑change‑induced velocity

As the residual velocity calculated from the shock-jump rela-
tions does not fully account for the observed velocity, the effect 
of variations in region-5 pressure, commonly referred to as 
dP∕dt , is next considered. Post-reflected-shock pressure rise is 
an inherent result of boundary-layer effects and shock attenu-
ation in shock-tube experiments, and numerous efforts have 
been reported to correlate (e.g., Petersen and Hanson 2001; 
Nativel et al. 2020), account for (e.g., Li et al. 2008; Hanson 
and Davidson 2014), and counteract (e.g., Hong et al. 2009; 
Grogan and Ihme 2020) the resulting impact. In this section, 
a model is proposed to use measured pressure data to predict 
an associated velocity within the core gas. The post-reflected-
shock experiments are then evaluated using the new model, 
and the resulting calculated velocities are compared to those 
measured using FIV.

As a starting point for relating observed pressure changes 
to an axial velocity, it is convenient to consider the gas within 
the shock tube to be a cylinder of constant area, A, fixed at 
the driven end wall and undergoing isentropic compression 
(Fig. 12). Based on this simple, one-dimensional (1-D) model, 
an isentropic relation can be written between the cylinder 
length, L, and the pressure, P, relative to nominal values L0 
and P0:

Rearranging and differentiating Eq. 3 with respect to time, 
an expression can be found for the differential rate of change 
of the length in terms of the change in pressure:

Recognizing that the rate of change in the length ( dL∕dt ) 
is equivalent to the average velocity at which gas at that 

(3)
P

P0

=

(

V0

V

)�

=

(

A

A

L0

L

)�

=

(

L0

L

)�

.

(4)
dL

dt
=

−L

�

d lnP

dt
.

location would have to move, the velocity associated pres-
sure change, u5,dP , can then be defined as

where the substitution L = z5 is made in order to evaluate the 
velocity at the measurement plane.

In order to make use of the model for u5,dP defined in 
Eq. 5, the relative rate of pressure change, d lnP∕dt , must be 
evaluated from the recorded pressure data, a process illus-
trated in Fig. 13. Pressure data from the 2-cm Kistler pres-
sure transducer are used, with the time the reflected shock 
passes the 10.3-cm measurement plane set equal to zero. The 
10-MHz pressure measurements were first low-pass filtered 
with a 100-kHz cutoff frequency to remove high-frequency 
noise, then notch filtered using a filter of center frequency 
fc =

a5

2D

4

�
 corresponding to the frequency of a lateral pres-

sure wave traveling at the speed of sound, a5 , round trip 
across a tube of diameter, D, with the 4

�
 term as a geometric 

factor.
In order to extract meaningful rates d lnP∕dt from the 

pressure data, additional noise reduction is required. Having 
already been low-pass filtered, the data are down-sampled to 
500-kHz without incurring a loss of information. The down-
sampled data are then processed with a local-polynomial 
filter (Savitzky and Golay 1964) of first order with a sam-
pling window selected to match the 250 μ s measurement 
time of the FIV technique. The first derivative of the local 
polynomial fit is used to evaluate d lnP∕dt (Fig. 13, bottom 
axis), thus avoiding the introduction of noise characteristic 
in discretely differentiated data. From the differential results, 
the nominal rate of d lnP∕dt used to calculate u5,dP for a 
given experiment is taken as the average rate observed from 
time zero to the end of the FIV measurement window, and 

(5)u5,dP ≡
−z5

�

d lnP

dt
,

Fig. 12   Problem setup for deriving the velocity u5,dP of gas subjected 
to isentropic pressure change, posed as a quasi-1-D cylinder of gas 
with constant area A, and length L that changes as a result of moving 
the free interface on the right

Fig. 13   Representative data processing applied to calculate the char-
acteristic value of d lnP∕dt for an experiment. The top axis displays 
the filtering of the raw pressure signal, while the bottom axis shows 
the extracted differential rate of change
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the 95% confidence interval across this same time interval 
is taken as the uncertainty.

Calculated pressure-change-induced velocities, u5,dP , are 
compared to experimentally measured u5,meas in Fig. 14. 
Across all experiments, the magnitudes of u5,dP are found 
to be insufficient to account for the observed axial velocity, 
even when the uncertainty of the rate of pressure change 
is taken into consideration. This observation importantly 

demonstrates that higher-dimensional effects than those 
captured in this quasi-1-D pressure model are necessary to 
explain the observed velocity.

5.3 � Combined velocity model

While neither of the two conceptual models, u5,res or u5,dP , are 
able to independently account for the measured velocities, 

Fig. 14   Comparison of estimated u5,dP to observed velocity. Horizon-
tal error bars represent measurement uncertainty; vertical error bars 
representative of the variation in the rate d lnP∕dt . The dashed line is 
a best fit to the data; the shaded region represents a 95% confidence 
interval of the fit. Dotted line of unity slope ( u5,dP = u5,meas ) shown 
for reference

Fig. 15   Comparison of the combined residual and pressure-change-
induced velocity to that measured using FIV. Velocities calculated 
using the combined model agree with those measured across all 
measurements within uncertainty, and the best-fit line of the results 
coincides nearly exactly with the dotted line of unity slope

Table 5   Shock experiment velocimetry results

# u5,meas u5,res u5,dP u5,total Δu5,(meas-total)

(m/s) (m/s) (m/s) (m/s) (m/s)

1 −1.90 ± 0.83 −2.35  0.79 ± 1.45 −1.56 ± 1.45 −0.34 ± 1.67

2 −1.00 ± 0.54 −2.27 0.55 ± 1.25 −1.73 ± 1.25 0.73 ± 1.36

3 −4.75 ± 0.43 −3.78 −1.18 ± 1.73 −4.96 ± 1.73 0.20 ± 1.78

4 −5.85 ± 0.69 −5.12 −3.88 ± 2.47 −9.00 ± 2.47 3.15 ± 2.57

5 −4.52 ± 0.82 −5.37 −2.93 ± 1.05 −8.30 ± 1.05 3.78 ± 1.34

6 −6.42 ± 1.20 −5.55 −4.50 ± 0.72 −10.05 ± 0.72 3.63 ± 1.40

7 −9.67 ± 0.37 −6.28 −4.02 ± 1.46 −10.30 ± 1.46 0.63 ± 1.51

8 −10.59 ± 0.48 −7.79 −2.70 ± 2.10 −10.48 ± 2.10 −0.10 ± 2.16

9 −12.33 ± 0.84 −8.46 −3.50 ± 0.70 −11.96 ± 0.70 −0.37 ± 1.10

10 −15.26 ± 0.56 −10.42 −8.65 ± 2.79 −19.07 ± 2.79 3.81 ± 2.85

11 −9.56 ± 1.24 −4.97 −4.75 ± 2.32 −9.72 ± 2.32 0.16 ± 2.64

12 −5.65 ± 0.45 −4.96 −2.10 ± 0.85 −7.05 ± 0.85 1.41 ± 0.96

13 −4.99 ± 0.26 −3.36 −2.60 ± 1.87 −5.96 ± 1.87 0.97 ± 1.89

14 −4.19 ± 1.55 −2.51 −1.88 ± 4.77 −4.39 ± 4.77 0.21 ± 5.01

15 −4.17 ± 0.14 −2.26 −1.42 ± 2.58 −3.68 ± 2.58 −0.50 ± 2.58

16 −4.43 ± 0.45 −1.87 −0.68 ± 2.42 −2.56 ± 2.42 −1.88 ± 2.46

17 −4.38 ± 0.30 −1.99 −1.25 ± 1.03 −3.23 ± 1.03 −1.14 ± 1.07

18 −2.26 ± 0.40 −1.94 0.41 ± 1.31 −1.52 ± 1.31 −0.74 ± 1.37

19 −2.67 ± 0.22 −2.13 −0.84 ± 1.32 −2.97 ± 1.32 0.29 ± 1.34

20 −4.24 ± 0.49 −2.67 −2.01 ± 1.19 −4.67 ± 1.19 0.44 ± 1.29

21 −3.14 ± 0.93 −3.05 −2.67 ± 1.35 −5.72 ± 1.35 2.58 ± 1.64
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the effect of combining the two models is finally consid-
ered. Figure 15 displays a comparison of the calculated total 
velocity ( u5,res + u5,dP ) compared to the measured velocities, 
and full details of the measured and modeled velocities are 
reported in Table 5, wherein experiment numbers refer to 
the experimental conditions reported in Table 3. The veloci-
ties are found to be in agreement across the wide variety of 
conditions covered by the experiments (571 K ≤ T5 ≤ 1,076 
K; 1.0 atm ≤ P5 ≤ 1.9 atm; various combinations of N2 , Ar, 
and He dilution), with nearly every calculated value fall-
ing within the joint uncertainty of the corresponding FIV 
measurement. Furthermore, the dotted reference line of 
unity slope falls within the confidence interval of the linear 
regression of the samples, demonstrating that the combined 
velocity model systematically captures the observed core-
gas velocities.

The use of a combined model, accounting independently 
for the effects of residual velocity resulting from shock atten-
uation and that induced by post-shock pressure change, can 
be rationalized if the two effects are thought of as exhibiting 
fundamentally different flow characteristics in the boundary 
region of the shock tube. Considering u5,dP , it is apparent 
from the one-dimensional model in Fig. 12 that the veloc-
ity associated with pressure change must occur on an area-
averaged basis in order to produce the required volumetric 
change appearing in the starting form of the isentropic rela-
tion (Eq. 3). On the other hand, the shock-jump expressions 
used to calculate u5,res apply only in the core gas, without 
consideration of the flow in the boundary layers. If it is 
accepted that the boundary layer flow occurs in the oppo-
site direction as the core flow, as was observed in the PIV 
experiments of Wagner et al. (2018), it could be imagined 
that the boundary-layer and core flows cancel one another 
on an area-averaged basis, producing no net flux through a 
given axial plane and, correspondingly, inducing no change 
in pressure. Under this assumption, the underlying flow 
fields would be separable, thus justifying the superposition 
utilized in the combined model. While this simple concep-
tual model neglects phenomena such as mass accumulation 
in a growing thermal boundary layer, the systematic accu-
racy of the combined-model results nonetheless suggest a 
level of utility provided by the ability to predict the core-gas 
velocity using only commonly used PCB and Kistler pres-
sure measurements.

Examining the combined model’s form allows several 
important features to be identified, with implications for the 
design and interpretation of shock-tube results. The 10.3-
cm measurement location used in this work was much far-
ther from the end wall than what is typical in conventional 
chemical kinetics or ignition experiments. Nevertheless, the 
functional forms of the two velocity components provide a 
mechanism by which these results can be generalized. Based 
on Fig. 10, u5,res is expected to vary proportionally with the 

axial position from the end wall. Similarly, Eq. 5 defining 
u5,dP includes a direct dependence with position z5 . As such, 
a linear relationship between the total axial velocity and 
position can be expected, reaching a value of zero at the end 
wall. While the larger z5 used here proved advantageous in 
that it magnified the velocity to a readily measurable level, 
the corresponding velocities at more typical measurement 
distances ( z

5
≤ 2 cm) could reasonably be assumed to be at 

least 5 times smaller than those measured here and likely 
negligible in the majority of 0-D kinetics experiments. Fur-
thermore, through this linear dependence, it can be seen that 
velocities in the vicinity 3 ∼ 7 m/s at at a location 10 cm 
from the end wall in this work would be consistent, to a 
first-order approximation, with the PIV-measured velocities 
of order 40 ∼ 100 m/s at a location greater than 1 m from the 
end wall (Wagner et al. 2015, 2018).

Additionally, the dependence of u5,res on the shock attenu-
ation rate, which is itself dependent on any number of fac-
tors that include features of the specific shock-tube facility 
and the experimental configuration (Petersen and Hanson 
2001; Nativel et al. 2020), illustrates that many experimental 
design choices may affect the post-reflected-shock condi-
tions. In cases where minimization of the axial velocity is 
important and cannot be achieved sufficiently by reducing 
the measurement distance, z5 , attention must be directed 
to the shock attenuation rate and factors through which it 
can be reduced. The relevance of the attenuation rate also 
extends to the axial variations in other thermodynamic prop-
erties. For example, the axial temperature gradient could be 
relevant to the formation of remote ignition kernels associ-
ated with the onset of mild ignition events in ignition delay 
time measurements (Saytzev and Soloukhin 1961; Meyer 
and Oppenheim 1971; Hanson et al. 2013; Ninnemann et al. 
2021). As such, reducing the shock attenuation rate might 
be expected to lessen the likelihood of mild ignition, though 
the recent simulation study of Kiverin et al. (2020) found 
longitudinal temperature variations to be a relatively small 
factor compared to other gas-dynamic effects in inducing 
mild ignition.

6 � Conclusions and future work

Flame image velocimetry (FIV) was introduced as a seedless 
method capable of providing 3-D velocity measurements in 
flammable gas mixtures. The FIV method was first charac-
terized in a static environment as a means to quantify the 
measurement uncertainty and accuracy. Velocity compo-
nents measured in the X and Z directions were found to have 
average values near zero, and the average uncertainty of the 
fits (0.35 m/s and 0.26 m/s) and standard deviations (0.41 
m/s and 0.31 m/s) indicate that the FIV method can provide 
velocity measurements with better than 1 m/s sensitivity and 
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uncertainty. The Y-direction velocity components measured 
from the two perspectives were found to have similar average 
fit uncertainties (0.38 m/s and 0.32 m/s) but larger standard 
deviations (1.06 m/s and 1.12 m/s) and exhibited systematic 
average offsets from zero ( −0.85m∕s and −0.82m∕s ). The 
larger uncertainty in the Y direction is attributed to the local 
flow field induced by the LIB process.

Velocity measurements obtained in the core, region-5 
gas were next obtained from reflected-shock experiments. 
Across all measurements, the uncertainties of the FIV fits 
were higher in the shocked experiments than those per-
formed in a static environment, but still averaged less than 1 
m/s in all component directions. In the two radial directions, 
X and Y, measured velocities were found to be randomly 
distributed with mean values near zero. In the Z direction 
aligned with the axis of the shock-tube, however, velocities 
larger in magnitude and negative in direction were observed, 
with magnitudes of up to 15 m/s being observed.

Three conceptual models, developed from experimen-
tally measurable quantities, were evaluated based on their 
ability to explain the axial velocity in the core, region-5 
gas. First, measured velocities of the incident and reflected 
shocks were used together with a particle-tracking argu-
ment to calculate axial variations in the thermodynamic 
state behind the reflected shock, including the residual 
velocity, u5,res . Second, the relative rate of region-5 pres-
sure change, d lnP∕dt , was used to calculate a correspond-
ing velocity using a 1-D isentropic model. Finally, as nei-
ther model could independently account for the u5,meas , a 
combined velocity model was proposed as the superposi-
tion of u5,res and u5,dP . The combined model was found to 
produce calculated results that systematically agree with 
measured velocities. The direct dependence of the pre-
dicted axial velocity on position was found to reaffirm the 
quiescent-gas assumption when extrapolated to positions 
near the end wall and provides new insight into the param-
eters controlling the gas motion at larger distances relevant 
to the shock-tube flame speed method.

Opportunities to extend the FIV method demonstrated 
in this work exist through both extensions to analytical 
methods and newly enhanced diagnostic capabilities avail-
able to shock-tube studies. In a pair of recent studies, axial 
distortion was reported in flames ignited in the shock tube 
at elevated temperatures, suggesting the presence of more 
complex, three-dimensional flow fields within the region-5 
gas under certain conditions (Susa and Hanson 2022; Susa 
et al. 2022). By combining laser-ignited flames with the 
ICV method applied over discrete segments of the flame 
surface and a physics-based flame propagation model, it 
may be possible to infer from the distortion that results 
the velocity field that would have had to have been present 
within the region-5 gas to explain it, as opposed to only 
the average, bulk velocity measured by the flame centroids 

in the present work. Additionally, the ongoing deployment 
of shock tubes affording enhanced imaging access (e.g., 
Zabeti et al. 2017; Figueroa-Labastida and Farooq 2020; 
Ninnemann et al. 2021; Susa et al. 2022) are likely to ben-
efit future FIV applications by providing additional experi-
mental flexibility and enhanced data quality.
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