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ABSTRACT: The physical processes of heat exchange between lakes and the surrounding atmosphere are important
in simulating and predicting terrestrial surface energy balance. Latent and sensible heat fluxes are the dominant phys-
ical process controlling ice growth and decay on the lake surface, as well as having influence on regional climate.
While one-dimensional lake models have been used in simulating environmental changes in ice dynamics and water
temperature, understanding the seasonal to daily cycles of lake surface energy balance and its relationship to lake
thermal properties, atmospheric conditions, and how those are represented in models is still an open area of research.
We evaluated a pair of one-dimensional lake models, Freshwater Lake (FLake) and the General Lake Model
(GLM), to compare modeled latent and sensible heat fluxes against observed data collected by an eddy covariance
tower during a 1-yr period in 2017, using Lake Mendota in Madison, Wisconsin, as our study site. We hypothesized
transitional periods of ice cover as a leading source of model uncertainty, and we instead found that the models failed
to simulate accurate values for large positive heat fluxes that occurred from late August into late December. Our re-
sults ultimately showed that one-dimensional models are effective in simulating sensible heat fluxes but are consider-
ably less sensitive to latent heat fluxes than the observed relationships of latent heat flux to environmental drivers.
These results can be used to focus future improvement of these lake models especially if they are to be used for sur-
face boundary conditions in regional numerical weather models.

SIGNIFICANCE STATEMENT: While lakes consist of a small amount of Earth’s surface, they have a large impact
on local climate and weather. A large amount of energy is stored in lakes during the spring and summer, and then re-
moved from lakes before winter. The effect is particularly noticeable in high latitudes, when the seasonal temperature
difference is larger. Modeling this lake energy exchange is important for weather models and measuring this energy ex-
change is challenging. Here we compare modeled and observed energy exchange, and we show there are large amounts
of energy exchange happening in the fall, which models struggle to capture well. During periods of partial ice coverage
in early winter, lake behavior can change rapidly.
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1. Introduction

Lakes are tightly coupled to Earth’s climate system due to
longer time scales for physical processes such as heat transfer,
relative to terrestrial systems (Steele 1985). Because of this,
recent impacts from climate change have been well docu-
mented in lake systems. There is an ongoing rapid and vari-
able global warming trend within surface waters (O’Reilly
et al. 2015), and this warming leads to longer duration of ther-
mal stratification in lakes (Desai et al. 2009), decreasing ice
coverage (Dugan 2021), stronger stability of stratification, and
deeper daily mixing depths during peak thermal stratification
(Lehman 2002). Beyond physical indicators, there are biologi-
cal and chemical responses to climate change being quantified
in lakes as well (Ozersky et al. 2021), and ultimately, lakes
can be representative of landscape-level climate change im-
pacts (Adrian et al. 2009). However, due to lake–climate cou-
pling, the influence on the climate system from lakes is just as
dynamic as the climatic impacts on lakes.

Besides potential global-scale feedbacks due to warming
(Williamson et al. 2009), some lakes can influence regional cli-
mate as well, particularly at daily time scales, depending on lake
size, depth, and regional setting. Due to their large thermal iner-
tia, lakes act to dampen diurnal and seasonal cycles of low-level
air temperature and preserve warm surface air temperatures
during autumn and winter (Martynov et al. 2012; Samuelsson
et al. 2010). Sensible (H) and latent (LE) heat fluxes have signifi-
cant effects on regional climates; positive heat fluxes can enhance
local precipitation by 20%–40%, while negative heat fluxes de-
crease precipitation by 70% in early summer (Samuelsson et al.
2010). The inclusion of lakes in regional climate models is also
noted to alter partitioning of LE and H, increasing LE during
the year and shifting the timing of maximumH fluxes from sum-
mer to autumn (MacKay 2012). Ultimately, these heat fluxes are
solar radiation driven, with lakes being better at absorbing and
retaining radiation than terrestrial landscapes (Xiao et al. 2020).
Accurate modeling, however, depends on simulating lake surface
temperature, which has been shown to be biased due to unrealis-
tic eddy diffusion of heat transport from the deep lake to the sur-
face (Gu et al. 2015). Recent work for mid- and high-latitudeCorresponding author: David Reed, dreed@usao.edu
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lakes showed winter and ice-covered periods also have a large im-
pact on energy transfer processes, and the review of Kirillin et al.
(2012) concluded that year-round observational studies are needed.

There are a number of recent lake–atmosphere eddy co-
variance process studies focused on the surface energy bud-
get. Datasets from Liu et al. (2009, 2012) on a southern U.S.
reservoir showed synoptic weather events have the greatest
influence on monthly surface heat fluxes. Seasonal and
monthly net radiation and air temperature have been shown
to control surface fluxes from a Mediterranean lagoon (Bouin
et al. 2012) while surface vegetation, precipitation, and net ra-
diation control seasonal and interannual surface fluxes from a
boreal mire (Peichl et al. 2013). McJannet et al. (2013) used
remote sensing based scintillometry, which measures turbu-
lent surface H fluxes, over a small irrigation dam to find that
seasonal energy closure is better in winter than in summer.
Vihma et al. (2009) measured surface heat fluxes over sea ice
in the Weddell Sea for a limited time in the summer season
and notes that differences in fluxes are due to atmospheric cir-
culation and different ice conditions. The most comprehen-
sive study in the literature is from Nordbo et al. (2011), which
shows monthly energy budget closure varying between 57%
and 112%, with annual average being 82%. While there is an
emerging number of process-based lake–atmosphere observa-
tions studies (Blanken et al. 2000; Rouse et al. 2003, 2008; Shao
et al. 2015), year-round datasets of lake–atmosphere heat
fluxes have not been used in conjunction with lake models out-
put to probe model uncertainty across multiple time scales.

Climate models are beginning to include lakes as part of
the land surface; however, there is a lack of year-round heat
flux observations needed to constrain model uncertainty. The
review of Kirillin et al. (2012) notes that observational data
are lacking for winter heat transport in a one-dimensional
air–ice–water column while the observations of Gerbush et al.
(2008) show latent heat flux to be linearly correlated with ice
cover, sensible heat flux behaved in a nonlinearly with in-
creasing lake ice coverage. While evaluation benchmarks such
as ice-on and ice-free dates might match observations, with
the lack of heat flux observations, evaluation of winter pro-
cesses is limited and largely unconstrained within models
(Leppäranta and Wang 2008) and can lead to underestimate
heat fluxes and the impacts to air masses (Gerbush et al.
2008). In this study, we aim to use year-round heat flux obser-
vations from a seasonally ice-covered midlatitude lake to
probe model performance using the Freshwater Lake (FLake)
and the General Lake Model (GLM). Our study objectives are
1) to quantify model simulations of sensible and latent heat
fluxes relative to year-round observations, 2) to test model bias
in heat fluxes over changing environmental conditions, and
3) to examine lake–atmosphere heat fluxes as a function lake
ice coverage.

2. Methods

a. Study lake and eddy covariance observations

Lake Mendota near Madison, Wisconsin, is one of the
world’s most studied lakes due to its pioneering history in

foundational limnological studies, with early research in water
cycling dating back to Bryson and Suomi (1952) and energy
studies over 100 years ago (Birge 1915); it is currently a core
study lake of the Long-Term Ecological Research program.
Lake Mendota has been a focus of lake–atmosphere connec-
tions at the regional scale (Carpenter et al. 2007) and is repre-
sentative of many eutrophic, medium-sized midlatitude lakes
located in agricultural or urban watersheds with key physical
and biogeochemical processes documented based on integra-
tion of flux and in situ observations (Baldocchi et al. 2020;
Dugan 2021; Reed et al. 2018, 2019).

Lake Mendota is a 39.6-km2 glacial dimictic lake that
achieves a maximum depth of 25 m with a relatively homoge-
neous set of water properties as well as bathymetry (Brock
2012). The lake goes through annual cycles of freezing and
melting and dates of ice-on, ice-free, and transitional periods
on Lake Mendota are defined using the Wisconsin State
Climatology Office long-term ice records data (http://www.
aos.wisc.edu/∼sco/lakes/Mendota-ice.html). On average the
lake becomes ice covered around late December (median
20 December), and fully thaws in late March to early April
(median 4 April), with a median duration of 104 days of ice
cover, based on data from 1880 to 2020. Recent decades
have shown significantly later freeze, earlier thaw, and
shorter duration (Sharma et al. 2019).

Observational data from calendar year 2017 were supplied by
means of an eddy covariance flux tower (registered on Ameri-
Flux as U.S.-PnP) on the Picnic Point (PP) peninsula on the
western shore of Lake Mendota (43.0897008, 289.4154008).
The flux tower was equipped with a sonic anemometer
(CSAT3, Campbell Scientific) and inferred gas analyzer
(LI-7500, LI-COR), both at a height of 12.4 m above the
water surface. Temperature and relative humidity were
measured at 30-min time scales using a Rotronic sensor.
Eddy covariance data were processed with the TK3 soft-
ware (Mauder and Foken 2015) and gap filled by means of
marginal distribution sampling using REddyProc (Lasslop
et al. 2010). For additional information on eddy covariance
measurements including site footprint information, see
Baldocchi et al. (2020).

During the ice-free periods (11 May–12 November 2017),
the Lake Mendota buoy was deployed over the deepest part
of the lake (43.099 5008, 289.404 5008) and is equipped with a
thermistor string which gives temperature measurements
from the surface to 20-m depth (Reed et al. 2018). During the
winter, a temporary eddy covariance tower was collocated on
ice where the buoy was deployed (Reed et al. 2019), where in-
coming radiation data were recorded from a net radiometer
(CNR4, Kipp and Zonen). Due to the unavailability of contin-
uous, year-round shortwave or longwave radiation measu-
rements in situ, shortwave and longwave radiation were
provided by a local NOAA SOLRAD station ∼3.5 km away
from the lakeshore. Comparisons of available radiation data
from lake and from the SOLRAD station during the winter
was significantly correlated (p , 0.01) at daily and hourly
time scales that year-round use of SOLRAD was justified.
Surface energy budget was calculated as the sum of radiation
and flux terms, with outgoing shortwave radiation calculated
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as a function of incoming shortwave radiation and water al-
bedo, with albedo assumed to be constant at 0.06 during
open-water periods.

b. Model descriptions

The GLM is a one-dimensional model that uses profiles of
temperature, salinity, and density to calculate mixing and sur-
face heating and cooling, including the effect of ice cover on
the lake. The GLM applies a Lagrangian structure to evaluate
lake characteristics across a series of vertical layers, following
the methods of Imberger et al. (1978), and is not known to be
sensitive to input data uncertainty (Bruce et al. 2018). Energy
distribution throughout the water column is ultimately driven
by the surface energy balance, where surface energy is param-
eterized by radiation, both longwave and shortwave, and tur-
bulent fluxes of H and LE. As a one-dimensional model,
GLM calculates H and LE through vertical gradients in tem-
perature and vapor pressure. The sensible heat flux is calcu-
lated through the bulk aerodynamics formula:

fH 52ra cpCHUx (Ts 2 Ta),

where ra is air density, cp is the specific heat capacity of air,
CH is the bulk aerodynamic coefficient for sensible heat
flux, Ux is the horizontal wind speed, Ts is the water surface
temperature, and Ta is the air temperature. The values of cp
(1005 J kg21 8C21) and CH (∼1.3 3 1023) were assumed to
be constant. The Ta and Ux were recorded at the Picnic
Point flux tower, while ra and Ts were calculated by the
model.

Latent heat flux was calculated as

fE 5 2raCEkUx
k

p
[es(Ts) 2 ea(Ta)],

where CE is the bulk aerodynamic coefficient for latent heat
flux, k is the latent heat of evaporation, k is the ratio of molec-
ular weight of water to molecular weight of air, p is air pres-
sure, ea is vapor pressure, and es is saturation vapor pressure
of the surface layer temperature. The values of CE (0.0013),
k (2.453 3 106 J kg21), and k (0.622) were held constant. Air
pressure and vapor pressures were calculated by the model,
with the latter using inputs of relative humidity and air tem-
perature to estimate es and ea.

The equations for sensible and latent heat flux, in addition
to shortwave and net longwave radiation, form the model sur-
face energy balance:

cp
AsZsml

dTs

dt
5 fSW 2 fE 1 fH 1 fLWnet,

where As is the lake surface area and zsml is the depth of the
lake surface mixed layer.

The FLake model is a one-dimensional bulk model that
uses two-layer parametric representation of the lake tempera-
ture profile and calculates heat and kinetic energy for the up-
per mixed layer, the lower basin layer, and the bottom basin
sediment, and includes lake ice and snow cover. Recent
FLake results have shown more sensitivity in model output

from physical lake characteristics such as depth and fetch,
then model input data (Bernus et al. 2021). The FLake model
computes both sensible and latent heat fluxes as a function of
the lake surface temperature (Mironov et al. 2003), using
Monin–Obukhov similarity relations with the surface rough-
ness lengths calculated with respect to wind speed, potential
temperature, and specific humidity. A “1/3” power law in
terms of Nusselt and Rayleigh numbers is used to compute
fluxes of H and LE during periods of free convection. In case
of strong static stability in the surface air layer estimates of
fluxes of H and LE are obtained, assuming that the transport
of momentum, heat, and mass in the surface air layer is con-
trolled by the molecular transfer mechanisms. Final heat fluxes
are defined as those with greater flux magnitude between turbu-
lent and molecular fluxes and between fluxes in forced and free
convection. This calculation uses wind fetch, wind speed, air tem-
perature, air specific humidity, surface temperature of the lake
(either as water or ice/snow), and surface air pressure (Mironov
and Ritter 2004; Mironov et al. 2012).

c. Snow and ice dynamics

The snow and ice dynamics in GLM assume time scales of
heat conduction through ice to be small relative to time scales
of meteorological forcing. When water temperature drops be-
low 08C a 0.05-m ice sheet is set and changes in ice thickness
and snow accretion are based on a three-component ice
model that includes blue ice, snow ice, and snow (Rogers et al.
1995). Upon the formation of this ice layer, the surface energy
balance becomes a balance between the top layer of snow or
ice and the atmosphere, where the conductive heat flux be-
tween ice and the atmosphere fo is obtained through an em-
pirical relation for snow conductivity (Ashton 1986). LE and
H are a function of the ice or snow surface. The values of the
surface heat fluxes are dictated by the type of ice at the sur-
face (blue ice, snow ice, or snow) and are modified for vapor
pressure over a frozen surface (Gill 2016). When the ice sheet
thickness is less than 0.05 m, the ice model is turned off and
open-water conditions are restored.

Winter processes within the FLake model are more focused
on ice dynamics, with snow being simplified and included in
the ice surface layer. An ice-temperature-based empirical for-
mulation of albedo and optical absorption of ice is used to
vary albedo and absorption between reference values of
white and blue ice as well as dry and melting snow. This
process is used to account for seasonal changes of ice prop-
erties (Mironov and Ritter 2004). When ice is present, LE
and H are calculated from the ice surface temperature,
along with the ice thickness, ice temperature, and heat flux
into the ice layer. Surface roughness and saturation water
vapor pressure used in Monin–Obukhov similarity relations
are calculated for ice-covered periods.

d. Model time steps and data analysis

Both the GLM and FLake model required hourly input
data, which were supplied with flux tower measurements. The
GLM model required an input of air temperature, shortwave
and longwave radiation, relative humidity, wind speed, and
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rain accumulated. Water column temperature was taken from
buoy measurements. Additional input for GLM included lake
wind and fetch factors, inflows and outflows, latitude and lon-
gitude, and elevation. The FLake model took a similar set of
input variables including shortwave radiation, air tempera-
ture, and wind speed but also vapor pressure and cloudiness
fraction, which was estimated as a ratio of the observed solar
radiation to predicted solar radiation. We estimated predicted
solar radiation by means of the equations for potential solar
radiation given by Campbell and Norman (2012), rescaled be-
tween 1 (full cloud conditions) and 0 (clear sky).

Temporally, observed and FLake output were averaged to
daily values to match GLM output time scales. Spatially, wa-
ter column temperature observations and model output were
averaged in between water depths. Differences in depths of
water temperature output were resolved by depth averaging
temperatures to match model output to observational data.

Upon averaging the data, we compared model output to
observational trends through statistical values as well as sensi-
tivity analysis. We defined outliers in the model output as
points more than 1.5 standard deviations away from the first
and fourth quartiles of the flux observations. For the sensitiv-
ity analysis, we averaged heat fluxes into bins based on the
corresponding air temperature or humidity and noted how sen-
sitive the heat fluxes were to changes in those atmospheric pa-
rameters. Binning was done by 58C temperature bins and 0.1 or
0.05 kPa vapor pressure deficit (VPD) bins, with smaller VPD
bins during ice transition periods due to small VPD ranges.

We compared daily averaged lake surface temperatures
from the Lake Mendota buoy to model output from both the
Flake and GLM models. To test how connected surface heat
fluxes were to differences between observed and modeled
lake surface temperature, we compared the median absolute
value of the observed heat fluxes minus the modeled heat fluxes
before and after 2 August, the date when the modeled surface
water temperature was noted to diverge from the observations.

3. Results

a. Lake–atmosphere heat fluxes

The observed LE fluxes followed a pattern variability in the
LE fluxes between January and June, with an increasing trend
starting in April. An acceleration in increasing fluxes appears
to occur in September after the fluxes remain quasi-steady
between June and September (Fig. 1a). The LE fluxes from
15 September through 15 November accounted for 41% of
the total LE from 2017. The FLake and GLM models fol-
lowed a similar trend; however, the modeled LE obtained a
maximum value in early summer, prior to the observed max-
ima. The observed LE flux period from 15 September through
15 November accounted for 23% and 27% of the total FLake
and GLM LE fluxes, respectively.

When FLake LE was compared to observations (Fig. 2a),
the linear fit has a slope of 0.78 (p , 0.001). The fitted line
comparing GLM and observed LE (Fig. 2c) was closest to the
one-to-one line with a slope of 0.937 (p , 0.001). Both

FIG. 1. Daily mean (a) latent heat and (b) sensible heat fluxes from 2017, with eddy covariance observations (black),
FLake (green), and GLM (blue) modeled fluxes.
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modeled LE fluxes had high slopes and RMSE along with low
r2 values (Table 1), relative to modeled H fluxes. In both
models, the LE residuals (Figs. 2b,d) are predominantly nega-
tive from January through summer. The period of the ob-
served LE maxima aligns with the period of the largest
residuals, between 15 September and 15 November.

The observed H fluxes were predominantly smaller in mag-
nitude than the LE fluxes; however, they followed a similar
annual trend (Fig. 1b). The observed H values fluctuated be-
tween positive and negative during winter and spring before
becoming positive for summer and fall. A positive autumnal
maximum was observed in the H fluxes which began and
ended at a similar time to the LE fluxes, with a second

positive maxima observed in December. The period of the
two H flux maxima from 15 September to 31 December ac-
counted for 74% of the total H flux. The modeled heat fluxes
included an autumnal maximum, and the magnitude of the
modeled H fluxes was predominantly larger in magnitude
than the observed during maxima. The autumnal maxima pe-
riod of 15 September–15 December accounted for 60% of the
FLake totalH flux and 70% of the total GLMH flux.

Linear fits for the H fluxes (Figs. 3a,c) were compact about
the line for the FLake model (RMSE of 21.1) and the GLM
model (RMSE of 23.4); however, the slopes (FLake slope of
0.611, p , 0.001; GLM slope of 0.671, p , 0.001) and
r2 (FLake 0.63; GLM 0.55) values relative to LE fluxes were

FIG. 2. Model error of (a) FLake (green) and (c) GLM (blue) latent heat (LE) daily mean fluxes. One-to-one line
(black dashed), fitted line (red), and stats are included in the box. Time series residuals for (b) FLake and (d) GLM,
with residuals61.5 standard deviations above the third and first quartile are marked (red and blue, respectively).

TABLE 1. Model error values of flux heats.

Observed vs FLake
latent heat

Observed vs GLM
latent heat

Observed vs FLake
sensible heat

Observed vs GLm
sensible Heat

Slope 0.782 0.937 0.611 0.671
R2 0.327 0.382 0.634 0.552
RMSE 62.1 59.6 21.1 23.4
p value 4.00 3 10233 8.84 3 10240 2.45 3 10281 2.92 3 10265
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smaller. Unlike the LE plot, the H fluxes were generally
larger for the FLake model than the observed data, particu-
larly for the extremely large fluxes, while there was a lack
of agreement in the GLM between 50 and 100 W m22,
which correspond to observed fluxes of less than 50 W m22.
Similar to LE, H residuals for both models (Figs. 3b,d) had
high outliers observed between October and December.
Both model’s residual outliers were negative during the
winter season, with positive outliers in the fall and into
winter.

Model outliers were aligned between both models, with the
majority of LE outliers co-occurring from both models and
roughly half of the H outliers being co-occurring (Fig. 4).
Both models had residual outliers predominantly during the
period between mid-September and early November, corre-
sponding to the period of the observed LE maxima.

b. Lake surface temperature and energy budget

During the buoy deployment period, the two models often
overestimate the lake surface temperature relative to buoy
observations (Figs. 5a,b). The GLM model surface tempera-
ture was higher than the buoy temperature for 152 of those
days, with a median difference in temperature of 2.18C. The
FLake model overestimated temperatures for more days but

by a lesser magnitude. For 181 days the FLake model temper-
ature was greater than the observed temperature, with a me-
dian difference of 1.28C. Both models overestimated the
observed temperature for 151 of the 185 days. In general, the
buoy temperatures at depth track modeled temperatures and
the observations and model temperatures diverge at depth ex-
actly when the surface observations and model temperatures
diverge (figure not shown). At the end of the open water pe-
riod, both models accumulated large energy surpluses relative
to the observed buoy temperatures (Fig. 5b), with a relative
gain of energy over the period.

In late summer (3 August), the observed and modeled sur-
face temperatures diverged, consistent with the time of the
largest observations to modeled heat flux disagreement. The
median error in lake–atmosphere surface heat flux was more
than double after the water temperature divergence (WTD)
than before (Table 2). Also, the observed LE flux maxima oc-
curred during the period following the WTD when the ob-
served surface temperatures were quickly decreasing.

Throughout the beginning of the open water period both
models tracked the observed surface energy budget well
(Fig. 5c), with the FLake showing a near-zero cumulative
energy budget different by the end of the summer (Fig. 5d).
Starting in the early fall (8 September) both models diverged

FIG. 3. Model error of (a) FLake (green) and (c) GLM (blue) sensible heat (H) daily mean fluxes. One-to-one line
(black dashed), fitted line (red), and stats are included in the box. Time series residuals for (b) FLake and (d) GLM,
with residuals61.5 standard deviations above the third and first quartile are marked (red and blue, respectively).
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from surface energy budget observations, with models over-
estimating the energy budget. By the end of the open water
period, a large energy budget surplus was recorded by both
models.

c. Model sensitivity

Model output of LE fluxes along with observations, were
binned and regressed by temperature (Fig. 6, Table 3). During
the ice-free period (Fig. 6a, 7 March–30 November) tempera-
tures varied from 2108 to 308C. The observed LE fluxes did
not have a statistically significant relationship with the air
temperature (p5 0.72); however, the FLake model was slightly
more sensitive to temperatures with a slope of 21.32 (p 5

0.01); the GLM model fit had a slope of 21.18 (p 5 0.001).
During the transitional period (Fig. 6b, December 2017), with
the air temperatures ranging from 2208 to 158C, the FLake
model again had the greatest sensitivity of LE flux to changes
in air temperature (slope of 24.29, p , 0.001) and the GLM
model had a weaker sensitivity (slope of 22.39, p 5

0.03). During the ice-on period (Fig. 6c, 1 January–
6 March) the air temperature varied between 2208 and
158C. The observations (slope of 21.12, p , 0.001), and
both FLake (slope of 23.25, p , 0.001) and GLM (slope

of 21.62, p , 0.001) models were all significantly related
to temperature.

LE was also regressed by VPD over the same ice-free, ice-
transition, and ice-on periods. During the ice-free period
(Fig. 6d), the FLake model was the most sensitive (slope of
22.16, p 5 0.01), followed by the GLM model (slope of
21.92, p 5 0.002), and the observed LE fluxes showed no sta-
tistically significant slope (p 5 0.96). The transitional period
(Fig. 6e) was the most sensitive for the observed data as well
as both models, with the FLake flux being the most responsive
to VPD changes (slope of 211.71, p , 0.001), followed by
both the observations (slope of 26.77, p 5 0.03) and the
GLM (slope of 26.74, p , 0.001). During ice-on periods
(Fig. 5f), the FLake fit had the greatest magnitude slope of
25.42 (p 5 0.02), followed by GLM (slope of 24.90, p 5

0.008) and the observed fluxes (slope of23.48, p5 0.02).
The results of the bin averaged sensitivity tests for H fluxes

against changing temperatures showed that H flux is more
sensitive to changes in 10 m air temperature than LE fluxes
(Table 3). During the ice-free period (Fig. 7a), the observed
heat fluxes and the two models had similar sensitivities to
temperature. The observed data had a slope of 22.03 (p ,

0.001), the FLake model had a slope of 22.76 (p , 0.001),
and the GLM model had a slope of 22.62 (p 5 0.01). The H
fluxes during the transitional period were the most responsive
to temperature changes (Fig. 7b), with the FLake model hav-
ing the highest sensitivity (slope of 29.57, p , 0.001), fol-
lowed by observations (slope of 27.47, p , 0.001) and the
GLM model (slope of 24.07, p 5 0.05). During the ice-on pe-
riod (Fig. 7c), the FLake model H flux was the most sensitive
to changes in temperature with a slope of 26.07 (p , 0.001),
and the GLM model (slope of 21.51, p 5 0.04) had a similar
sensitivity to the observed heat fluxes (slope of 21.13, p ,

0.001).
The H flux was also examined over changes in VPD

(Table 3). During the ice-free period (Fig. 7d) the GLM H
flux and FLake H flux had nearly identical sensitivities with
slopes of 22.76 (p , 0.001) and 22.79 (p , 0.001), respec-
tively, and the observed fluxes were the least sensitive with a
slope of 21.70 (p , 0.001). The transitional period (Fig. 7e)
was again the most sensitive for all three sources of H flux,
with the observed data having a slope of 221.06 (p , 0.001),
the FLake model having a slope of 223.87 (p , 0.001), and
the GLM model having a slope of216.53 (p , 0.001). For the
ice-on period (Fig. 7f) both models (FLake slope of 28.99,
p 5 0.01; GLM slope of 28.99, p 5 0.01) were more respon-
sive changes in VPD than observed data (slope of 25.71,
p , 0.001).

4. Discussion

a. Reliability of lake models

Our first objective was to quantify differences in modeled
and observed heat fluxes at daily time scales. Compared to
prior work using lake models at annual time scales (Blanken
et al. 2000; Rouse et al. 2003, 2008), our results suggest that
there are seasonal biases which may impede model utility at

FIG. 4. Observed time series of (a) latent heat and (b) sensible
heat daily mean fluxes for 2017. Days where one model had a resid-
ual outlier are noted in pink; dates where both models have resid-
ual outliers are noted in red.
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subannual time scales (Nordbo et al. 2011). Noting Fig. 4, it
can be seen that the period of greatest residual outliers coin-
cides with the period of the observed LE flux maxima during
the fall, contrary to our expectations of transition and winter
period dominating discrepancies, but similar to earlier obser-
vations of large autumnal evaporation from large lakes (Bean
et al. 1975; Rouse et al. 2003, 2008; Shao et al. 2015). Lake–
atmosphere observation studies have identified unstable at-
mospheric conditions to be a cause of similar autumnal max-
ima in LE flux over Great Slave Lake in Canada (Rouse et al.
2003) and Lake Huron between the United States and
Canada (Laird and Kristovich 2002). The impact of synoptic-
scale weather also plays a critical role in surface heat ex-
change at variable time scales (Gerbush et al. 2008; Laird and
Kristovich 2002). Neither one-dimensional lake model used in
this work can reliably incorporate these kinds of boundary

layer processes during their calculations, which rely exclusively on
averaged surface-layer gradients (Hipsey et al. 2014; D. Mironov
2003, unpublished manuscript). Here we show a large energy stor-
age issue late in the open water period, first in water temperature
then surface energy balance.

Lake biology is a second possible factor for both the high
amounts of LE fluxes and the differences in model and ob-
served fluxes. During the lake stratification period of late May
until late October, the lake experiences episodic blooms in
blue-green algae, which changes carbon cycling within the
lake (Reed et al. 2018), as well as lake color and albedo
(Fallon and Brock 1980). Previous studies have found evi-
dence suggesting that phytoplankton populations can influence
physical lake processes by means of increased surface absorp-
tivity driving higher surface temperatures and extra loss of en-
ergy due to heat fluxes (Jones et al. 2005; Ouyang et al. 2017;

FIG. 5. (a) Water surface temperature and (c) surface energy balance from Lake Mendota buoy (black), FLake
(green), and GLM (blue) modeled from May to November 2017. Black dashed line represents date of observed and
modeled water temperature divergence (WTD, 3 Aug) and date of observed and modeled surface energy balance di-
vergence (SEBD, 8 Sep). Cumulative differences from observations are shown for (b) temperature and (d) surface en-
ergy budget for the same time period.

TABLE 2. Absolute value of median differences between observed and modeled heat fluxes before and after the WTD on 3 Aug 2017.

Median difference
before WTD (W m22)

Median difference
after WTD (W m22)

Observed latent heat vs FLake latent heat 26.84 70.15
Observed latent heat vs GLM latent heat 28.28 76.54
Observed sensible heat vs FLake sensible heat 4.86 11.32
Observed sensible heat vs GLM sensible heat 5.89 13.25
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Shao et al. 2015). An opportunity for future work is investigat-
ing if these correlations exist in Lake Mendota.

A third explanation may be a bias in the measurement.
Kenny et al. (2017) used a large-eddy simulation (LES) of a
simplified lake–land–atmosphere setting. Their study found
that secondary circulations arise from differences in rough-
ness and thermal properties at the lake–land interface. These
circulations could lead to decoupling of the lake surface from
the sensor depending on position and height of the system.
Analysis of high-frequency time series during this period,
quality control flags, flux footprints, and sensor configura-
tion did not reveal any obvious issue. The reliability of
lake–atmosphere flux measurements has been improving in

literature and in postprocessing. While bias could be possi-
ble here, it should be limited in this experimental design
(Vesala et al. 2012).

b. Sensitivity of lake heat fluxes in models and
observations

Our second objective of this work was to test model bias in
H and LE fluxes, and our analysis of the sensitivities sug-
gested that the transitional periods did show a significant
amount of model uncertainty in comparison to the ice-free
or ice-on periods. The FLake model was the most sensitive
to changes in temperature and VPD for every case stud-
ied, which may explain the large maxima in FLake heat

FIG. 6. Sensitives of latent heat flux to (top) air temperature and (bottom) vapor pressure deficit (VPD) changes, with observed fluxes
(black), FLake (green) and GLM (green) modeled fluxes, over (a),(d) ice free periods, (b),(e) ice transitional periods, and (c),(f) ice
covered periods.

TABLE 3. Model error values for the temperature and VPD sensitivity test linear regressions.

Observed FLake GLM Observed FLake GLM Observed FLake GLM

Latent heat vs temperature ice on Latent heat vs temperature ice off Latent heat vs temperature transition
Slope 21.118 23.250 21.622 0.233 21.323 21.183 22.386 24.293 22.388
p value 8.71 3 1026 1.35 3 1028 6.11 3 1025 0.72 0.01 1.00 3 1023 0.09 4.69 3 1024 0.03

Sensible heat vs temperature ice on Sensible heat vs temperature ice off Sensible heat vs temperature transition
Slope 1.132 26.067 21.512 22.030 22.762 22.616 27.472 29.570 24.071
p value 7.06 3 1027 1.16 3 1028 0.04 6.93 3 1025 2.68 3 1027 6.49 3 1027 2.07 3 1025 1.21 3 1026 0.05

Latent heat vs VPD ice on Latent heat vs VPD ice off Latent heat vs VPD transition
Slope 20.3483 20.5422 20.4896 20.0041 20.2155 20.1917 20.6768 21.1714 20.674
p value 0.02 0.02 8.12 3 1023 0.96 0.01 1.53 3 1023 0.03 9.16 3 1024 5.70 3 1025

Sensible heat vs VPD ice on Sensible heat vs VPD ice off Sensible heat vs VPD transition
Slope 20.5709 20.8986 20.7392 20.1704 20.2794 20.2761 22.1055 22.3869 21.6530
p value 5.01 3 1024 0.01 4.32 3 1023 1.10 3 1024 2.21 3 1028 2.54 3 1027 1.64 3 1025 1.69 3 1025 5.99 3 1024
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fluxes seen in the time series plots. The GLM model was
predominantly more sensitive than the observed data but to a
lesser degree than the FLake model. From the results of our
experiments, we can identify a few model uncertainty trends
that we observed. First, the GLM model underestimates LE
fluxes throughout most of the year. Second, for both models
the H fluxes have greater correlation to observed data than
the LE fluxes. Finally, the greatest residual values occur dur-
ing the period of the observed LE maxima.

Observations during ice transition period are particularly
difficult. Nordbo et al. (2011) uses a year-round observational
dataset to quantify lake–atmosphere heat exchange, finding
month-long periods of heat being stored and emitted from
a northern lake. However, additional measurements of en-
ergy in the lake–atmosphere column are needed in addition
to increased temporal coverage. While technically challeng-
ing (Whitaker et al. 2016), measuring thermodynamic heat
fluxes in the lake ice pack itself in greater detail would al-
low better connection between atmospheric heat fluxes and
water column temperatures (Ozersky et al. 2021). Reed
et al. (2019) was able to use a temporally limited dataset to
show lake models have potentially oversimplified ice pack
thermodynamics that do not include heat transfer. Advanc-
ing observations records throughout ice transitions periods
is vitally important as it is clear there is thermodynamic di-
vergence between observations and models (Ozersky et al.
2021).

c. Sources of error in lake models and observations

Finally, our third objective was to connect lake–atmosphere
heat fluxes to the lake itself. We note a significant disagree-
ment between observations and model output for lake surface
temperature and surface energy balance. At the end of the

open water period, models were 28–38C warmer with an
accumulation of energy equal to approximately 10 days of
incoming solar radiation. This noted temperature difference
ultimately drives the surface energy balance difference, and
prior work on the surface energy balance at Great Slave Lake
found similar results to those of this study (Rouse et al. 2003,
2008). The observations of that experiment suggested that the
surface radiation balance does not control the turbulent heat
fluxes on a daily basis; rather, during the summer when the air
is stable, the absorbed solar radiation is large and the H and
LE fluxes are small. The opposite becomes true as the lake
approaches freezing, during which the air is unstable, the
absorbed solar radiation is small, and both the H and LE
fluxes are maximized. A similar trend is shown for the evapo-
ration rates, which are maximized just before freezing. The
author suggests that the lake is capable of storing the ther-
mal energy from summer, which creates a large gradient in
energy during fall and winter and drives the strong H and
LE fluxes (Rouse et al. 2003). Seasonally, Shao et al. (2015)
found H to be ∼25% of LE, with H being driven by air tem-
perature and a weaker relationship between LE and VPD.
At seasonal scales, LE increased in summer and fall, while
H was constant throughout the year. At annual time scales,
Xiao et al. (2020) found a strong correlation between LE
and radiation, with LE moderated by lake cooling from
outgoing longwave radiation. While at longer time scales,
energy balance and heat fluxes have a relatively simple rela-
tionship, similar to Rouse et al. (2008) at daily scales, we
found that multiple factors influence lake surface tempera-
ture, which makes modeling lake heat fluxes at those time
scales challenging.

An analogous multimodel study focusing on lake tempera-
ture profiles shows that a comparable magnitude error in lake

FIG. 7. Sensitives of sensible heat flux to (top) air temperature and (bottom) vapor pressure deficit (VPD) changes, with observed fluxes (black),
FLake (green), and GLM (green) modeled fluxes, over (a),(d) ice-free periods, (b),(e) ice transitional periods, and (c),(f) ice-covered periods.
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water column temperatures is present for three models, in-
cluding FLake (Huang et al. 2019). The authors present up-
dated parameterization schemes within the models to correct
for the differences, but they show the default settings can lead
to errors in water temperature modeling. By coupling a global
climate model with the FLake model, Le Moigne et al. (2016)
shows lakes significantly impact the surface energy budget at
the regional scale, causing changes in air temperature and
pressure at varying amounts throughout the year. Errors in
modeled surface water temperature would impact atmosphere
heat fluxes as presented in this work, and at larger, regional
scales as well.

Finally, it should be noted that the estimated measurements
of surface fluxes by eddy covariance have potential biases as
well, particularly during periods of low turbulence, complex
turbulence, or advection. The works of Kenny et al. (2017)
and Morin et al. (2018) show the strong impact of observation
height and location can bias flux observations due to lake–
land atmospheric circulations. As lake surface cools and then
transitions to ice coverage, enhanced low-level atmospheric
stability may suppress turbulence, leading to larger than typi-
cal storage or advective contribution to surface fluxes (Vesala
et al. 2012). Finally, it should be noted that the eddy covari-
ance observations made at a single height and location may
not always be a representative estimate of the mean surface
flux of the lake, partially due to the issues noted here. While
we have processed flux data following all standard guide-
lines, further work on data quality filtering of lake flux ob-
servations is a critical research need as lake fluxes have
particular challenges compare to other land surface flux
observations.

5. Conclusions

Our investigation into model uncertainty suggested that
the models have difficulty during periods of high heat
fluxes. The observed maxima in LE flux were the period of
greatest residual outliers, while a similar trend was noted
for theH fluxes. These LE fluxes could drive considerable evap-
oration and precipitation, while theH fluxes could play a role in
convection. Further work should be conducted to determine
the impacts on boundary layer processes.

Analysis of model uncertainty in the surface energy balance
is still an ongoing area of research, though improvement of
heat flux calculations at small time scales can in turn improve
model reliability for predicting future ice cover and carbon
fluxes. This work adds to a growing body of literature that
shows fall maxima in LE flux are not an aberrant event but are
rather an annual occurrence. Improving how energy is mod-
eled within lakes to account for these observed trends will
yield benefits not only for surface thermodynamics, but the
understanding of lakes and the success of lake models overall.
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