
IEEE 1

Millimeter-Wave Imaging Using a Rotating
Dynamic Antenna Array and Noise Illumination

Daniel Chen, Graduate Student Member, IEEE, Stavros Vakalis, Graduate Student Member, IEEE,
and Jeffrey A. Nanzer, Senior Member, IEEE

Abstract—We present a novel approach to millimeter-wave
imaging that combines a new dynamic antenna array concept
with active illumination by means of noise signals and inter-
ferometric image formation. The concept is based on a sparse
linear array of receiving antennas that is dynamically rotated
about its centroid, combined with three noise transmitters that
illuminate the scene. Cross-correlations of the scattered signals
received by individual array elements provide spatial frequency
samples of the scene, from which the scene can be reconstructed
via inverse Fourier transform. As the spatial frequency sampled
by an antenna pair is dependent on the antenna baseline vector,
dynamic rotation of the linear array generates sampling curves
in the spatial frequency domain, providing a denser sampling
function and a more accurate scene reconstruction. While tra-
ditional static interferometric imaging arrays utilize nearly an
order of magnitude fewer antenna elements than phased arrays,
our dynamic array concept relies only on a sparse linear array,
further reducing the number of hardware elements required. We
discuss the design of a 38-GHz dynamic antenna array imaging
system and present measurements of multiple reflecting objects.

Index Terms—Dynamic antenna array, interferometric imag-
ing, millimeter-wave imaging, radar imaging, sparse arrays,
spatial frequency

I. INTRODUCTION

M ILLIMETER-WAVE imaging systems have the ability
to sense through many materials, including fog, smoke,

clouds, clothing, baggage, and certain building materials [1],
[2], providing imaging capabilities where other sensing modal-
ities, such as optical [3] or infrared [4], are challenged.
Millimeter-wave technologies are also becoming more ubiqui-
tous, reliable, and low-cost. For these reasons, microwave and
millimeter-wave technologies are being increasingly used for a
remote sensing and imaging applications [5]–[10]. Regardless
of the types of scenes being measured by the microwave
and millimeter-wave system, adequate representation of the
measured scenes must exhibit high quality to allow further
processing such as object recognition on the surface of earth,
or the detection of hidden contraband [11]–[14].

The constraints of millimeter-wave imagers, particularly on
those designed for imaging at a distance, often manifest them-
selves in both the hardware and algorithm domains. Phased
arrays and focal plane arrays entail significant hardware re-
quirements due in large part to the number of transmitting
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and receiving channels with their associated millimeter-wave
hardware. Computational imagers can reduce the hardware
burden but require significant processing to form images [15]–
[17]. Interferometric imaging provides a mechanism for image
formation with far less hardware than phased arrays, with
such imagers implemented with an order of magnitude fewer
elements than traditional arrays require [18]–[24]. While us-
ing antenna arrays that are physically sparse, these systems
nonetheless form high-resolution images by generating very
dense sampling functions in the spatial frequency domain via
pair-wise cross-correlating the outputs of the elements in the
array. The scene is recovered through an inverse Fourier trans-
form of the sampled spatial frequency information. However,
because the image formation relies on spatio-temporal inco-
herence of the signals received from the scene, interferometric
imagers have traditionally been passive systems for detecting
thermal radiation, thus requiring very high-gain receivers, long
integration times, and wide bandwidth to detect the low power
thermal signals. The bandwidth places a further constraint
since each receiver output is usually digitized separately for
element-level processing.

We present a new approach to millimeter-wave imaging
that combines a dynamic antenna array with interferometric
processing and active noise transmission. Using a sparse linear
array with spatio-temporal dynamics, a dense spatial frequency
sampling function can be obtained with even fewer hardware
elements than typical two-dimensional interferometric im-
agers. While previous work has shown that dynamic antennas
can capture scene information without image formation [25]–
[27], in this work we expand on the dynamic array concept
to implement full image reconstruction. We also overcome the
sensitivity and bandwidth limitations of passive interferometric
imagers by applying a recently developed active incoherent
millimeter-wave (AIM) technique, where noise transmitters
illuminate the scene, which mimics thermal radiation but
provides orders of magnitude more received power than
thermal radiation [28]–[30]. In contrast to mechanically or
electronically steered systems, which typically form images
by scanning, in our approach each cross-correlation sample
captures information from the entire scene, thus the image
can be formed using the initial measurements with coarse
resolution. As the linear antenna array rotates and the spatial
frequency sampling becomes denser, the image quality im-
proves [31]–[33]. Furthermore, since the unambiguous field of
view is inversely dependent on the spatial frequency sampling
interval, dynamic arrays can obtain a wide field of view by
synthesizing closely-spaced spatial frequency samples through
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Fig. 1. Interferometric imaging example of a sparse array configuration and
Fourier-domain processing to reconstruct images. (a) An example scene of
the Michigan State University Spartan helmet. (b) Y-arrays are commonly
used in interferometric imaging. This example uses a 28-element array with
nine antennas on each of the three arms and one antenna at the center with
inter-element spacing of 5λ which yields a maximum baseline separation of
95λ. (c) Corresponding spatial frequency domain sampling function defined
by the pair-wise baseline separations relative to the wavelength of the array
layout. (d) Interferometric imaging reconstruction via the 28-element Y-array.

small antenna dynamics without necessitating closely spaced
hardware [2], [18]. We demonstrate image formation with
an experimental 38-GHz dynamic antenna millimeter-wave
imaging system. We synthesize a sparse linear array via trans-
lation motion of two antenna elements, which is equivalent to
a sparse linear array since the signals are spatio-temporally
incoherent.

II. ACTIVE FOURIER DOMAIN IMAGING USING
TRANSMISSION OF NOISE SIGNALS

Interferometric imaging is a sparse antenna array technique
that co-processes the signals received at pairs of receiving
antennas to synthesize a larger aperture [18], [34]. Common
formations of the interferometric array are the Mills Cross
array, the T-array, and the Y-array [2]. Signals captured by the
interferometer receivers can be grouped into two categories:
radiation intrinsically produced by the scene, or those reflected
off from the scene that are due to actively transmitting sources
which are spatio-temporally uncorrelated and can either be
internal or external to the sensing system. Systems relying
on the former are commonly known as passive interferom-
eters [34]–[38]. System leveraging active transmission are
known as active interferometers [28]–[30]. Both interferomet-
ric techniques have been found in various applications such
as contraband detection and space-borne remote sensing. The
signals received by the receiving array may be either radiated
by the scene itself in the form of thermal radiation or may
be scattered off a scene illuminated by an active system. The
received signals represent an intensity profile of the scene,

given by I(α, β), where α = sin θ cosϕ and β = sin θ sinϕ
are the direction cosines described in (1). The cross-correlation
of received signals due to combination of antenna pairs in
an interferometric array generates samples of the Fourier
transform of the scene, called the visibility V (u, v), where
u and v are the two-dimensional spatial frequencies. The
Van Cittert-Zernike theorem gives the relationship between the
visibility and the spatial intensity, which is given by [18], [39]

V (u, v) =

+∞∫∫
−∞

I(α, β)ej2π(uα+vβ)dαdβ. (1)

The interferometric array measures only a subset of the visibil-
ity information, depending on the number of spatial frequency
samples acquired by the array. The sampled visibility is the
product of the scene visibility and the sampling function
S(u, v), thus a reconstruction of the scene visibility Ir(α, β)
can be acquired through an inverse Fourier transform of the
sampled visibility through

Ir(α, β) =

+∞∫∫
−∞

V (u, v)S(u, v)e−j2π(uα+vβ)dudv. (2)

For a sparse interferometric array that comprises multiple
antenna elements, the cross-correlation of the received signals
within each antenna pair represents a unique sample of the
visibility that is determined by their baseline separation, D.
In the case of a 2D spatial Fourier space, the visibility is the
result of cross-correlating information received at the antenna
locations distributed in the x and y dimensions such that u =
Dx/λ rad−1 and v = Dy/λ rad−1. The quantities Dx and
Dy are the projected baselines in the x and y dimensions for
a given antenna pair and λ = c/f is the wavelength of the
received radiation. Thus, while the above formulation assumes
a continuous sampling function, in practice the visibility is
sampled discretely, such that the sampling function can be
represented as

S(u, v) =

N∑
n

M∑
m

δ(u− un)δ(v − vm), (3)

where δ(·) is the Dirac delta function and N × M is the
total number of samples that the sparse interferometric array
acquires. However, since some baselines may be repeated, it is
not necessarily equivalent to the number of spatial frequency
samples acquired. The reconstructed scene intensity is then
found by

Ir(α, β) =
N∑
n

M∑
m

V (un, vm)e−j2π(unα+vmβ). (4)

An example illustrating the interferometric imaging process
using a conventional 28-element Y-array with inter-element
spacing of 5λ that yields a maximum baseline separation of
95λ is shown in Fig. 1. The image reconstruction simulations
took place using MATLAB.

To accurately reconstruct the scene intensity via (4), the
radiation emitted by or scattered off the scene must be
spatially and temporally incoherent. Intrinsic thermal radiation
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naturally satisfies this requirement but yields very low power at
millimeter-wave frequencies, necessitating high-gain receivers.
Active transmission imparts higher signal power, thus standard
gain receivers can be used, however the transmitted radiation
must be incoherent at the scene. We have previously explored
the requirements on transmit incoherence for active incoherent
imaging systems and have demonstrated the feasibility of
using a small set of noise transmitters to illuminate the scene
with sufficient incoherence to form images using Fourier
domain processing [40]–[44]; we have furthermore shown that
communications signals also support sufficient incoherence to
generate imagery in the same manner [30], [45]. Operation
of the system in the near-field of the array furthermore can
improve the incoherence of the illumination due to the spher-
ical wavefronts from each transmitter impinging differently
on the scene [46]. Generally, the maximum dimension of
the receiving array of AIM imaging systems is equivalent or
shorter than that of the transmit array, however the scene is
often still in the near field of the receiving array. Nonetheless,
when the scene is near broadside within the field of view of the
imager, the phase errors on the receiver are typically minimal
compared to the far-field approximation [47], [48].

III. DYNAMIC ANTENNA ARRAY FOR SPATIAL
FOURIER-DOMAIN IMAGING

For an interferometric imaging system, the total number
of unique spatial frequency samples impacts the quality of
reconstructed image: more unique samples leads to more
spatial frequency information, yielding a higher quality image.
However, the number of samples for a conventional static
array is usually limited by N × M from (4). In contrast,
additional receiving channels are not required if a given array
can be efficiently reconfigured through array dynamics in
order to acquire additional unique spatial frequency samples.
One possible implementation is to implement a dynamic
metasurface aperture which is tuned to achieve various array
configuration. In this work we propose a different type of
array dynamics where a linear antenna array with rotational
dynamics is implemented to dramatically increase the number
of spatial frequency information that can be captured with a
minimal amount of millimeter-wave hardware. We combine
the dynamic array concept with AIM imaging to significantly
improve the sensitivity compared to passive imagers, thus
supporting the use of fast antenna array dynamics. The dy-
namic antenna (Fig. 2) consists of a linear antenna array that
is rotated about the array’s centroid, which may or may not
coincide with an element in the array. As the antenna array
rotates, the projected baselines of a given antenna pair Dx and
Dy vary, leading to a sampling function that covers a range
of spatial frequencies. With sufficient rotational dynamics and
only a small number of elements in the linear array, dense
sampling functions can be synthesized. While we consider a
uniform linear antenna array, the number of antenna elements
may be further reduced with the use of a minimum-redundancy
array [49].

In a static antenna array the spatial frequency sampling
function is determined by the pair-wise baseline vectors of

Rotational Motion

Linear Array

Fig. 2. Illustration of the proposed dynamic antenna array based on a sparse
linear array with rotational dynamics with regard to the centroid of the array.
The center antenna of the array is shown in red and antennas on either side
from the center are shown in blue. Via a simple rotation of the array, a
significant increase in the density of the spatial frequency sampling function
can be obtained with a minimal set of hardware.

the antennas in the array layout. The sampling function for
a rotational dynamic array with L elements can be given in
terms of the antenna baselines Dl and the set of K rotation
angles γ(k) by

ulk = Dl sin (γ(k)) , (5)

and
vlk = Dl cos (γ(k)) , (6)

where the discrete rotation angles are given in terms of the
initial angle of the array γ0, the rotation rate γr, and the
integration time for each sample τ by

γ(k) = γ0 + γrkτ. (7)

The dynamic spatial frequency sampling function is thus given
by

SD(u, v) =

L−1∑
l=0

K−1∑
k=0

δ (u− ulk) δ (v − vlk) . (8)

Note that the rotation direction is determined by the sign of
the rotation rate r.

The dynamic antenna imaging concept is shown in Fig. 3
for a uniform linear array with L = 9 and an inter-element
spacing of 12λ yielding a maximum dimension of 96λ which
is comparable to the 95λ from the 28-element Y-array from
Fig. 1(b). All simulations and plots took place using MAT-
LAB. Figs. 3(a)-(d) show the physical locations of the ele-
ments during the rotation for four time instances at the start of
the measurement, at half-way through, three-quarters through,
and at the completion of the measurement. The rotation traces
out concentric circles, synthesizing a nested circular array.
Figs. 3(e)-(h) show the progression of the sampling function
at the same times using (8). Because the array is uniformly
spaced, the resulting sampling function is similarly in the form
of nested circles. Note that due to the symmetry of the array
and the sampling function, the array rotates only over a 180◦

angle to form the full sampling function. Figs. 3(i)-(l) show the
reconstruction of the Spartan helmet from Fig. 1(a) using (8)
then (4) for the four instances, demonstrating the improvement
in image formation throughout the dynamic progression of the
antenna array. At the initial measurement, since the array is a
simple linear array, the reconstruction results only in variations
within one dimension. Half-way through the measurement, the
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Fig. 3. Illustration of a dynamic antenna array based on a nine-element sparse linear array with counter-clockwise rotational motion for interferometric
imaging at four instances. Each column of plots (from top to bottom) comprises the dynamic antenna array, the corresponding sampling function, and the
reconstruction at the same instance. To evaluate against the conventional static interferometric array example shown in Fig. 1, the same scene (Fig. 1(a)) is
used for reconstruction. The dynamic rotation progresses sequentially from the left to the right showing the progression of the elapsed dynamic antenna array
formation from (a) initial position of the nine-element sparse linear array with the center antenna shown in red and the remaining in blue; to (b) elapsed
dynamic antenna array formation after one quarter rotation; to (c) elapsed dynamic antenna array formation after three quarters rotation; and to (d) the total
elapsed dynamic antenna array formation after a 180◦ rotation. Similarly, the progression of the synthesized sampling function associated with the elapsed
dynamic antenna array formation are shown. (e) The starting sampling function, corresponding to a sparse linear array, and the successive synthesized sampling
function (f), (g), and (h), the final synthesized sampling function; and the progression of (i) reconstructed image from nine-element sparse linear array without
rotational dynamics to (l) final reconstruction, which is comparable to the result from the conventional static Y-array as shown in Fig. 1(d).

two-dimensional image begins to take form, with increasing
refinement throughout the dynamic array progression. The
final reconstruction results in an image similar to that of the Y-
array (Fig. 1). However, the dynamic array image in this case
is formed with less than 1/3 the number of antenna elements
comparing to the Y-array. TABLE I gives a comparison be-
tween the static 28-element Y-array and the 9-element dynamic
antenna array, showing the number of unique uv samples, the
peak signal-to-noise ratio (PSNR), and the structural similarity
index metric (SSIM) [50] between the reconstructed images
and Fig. 1(a). It can be seen that while the dynamic array has
fewer receivers, more spatial frequency samples are obtained,
yielding a higher PSNR, and a SSIM value closer to 1 which
indicates better image quality.

The minimum observation time for a complete measurement
is dependent on the per-sample integration time and the
number of samples by T = kτ (see (7)). While typical
passive interferometric imagers necessitate integration times

TABLE I
COMPARISON BETWEEN STATIC Y ARRAY AND DYNAMIC ARRAY

Static Dynamic
Example Fig. 1(d) Fig. 3(l)

Number of Receivers 28 9
Unique uv Sample Points 541 1405

PSNR (dB(N.U.)) 3.39 11.72
SSIM 0.45 0.72

of up to seconds, AIM imaging enables image reconstruction
with significantly less integration time to obtain equivalent
sensitivities: recent work has demonstrated the ability to form
images at more than 650 frames per second [51]. Thus, with
noise transmission, the integration time τ can be made small
relative to the dynamics of the environment in many situations,
such as in contraband detection. While the integration time
in [51] was only 64 µs, with system latencies the total
measurement time per frame was 1.469 ms. To characterize
the maximum potential rotation rate of the dynamic array, we
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Fig. 4. Maximum rotational speed versus baseline formed by the two
receiving antennas based on a spatial frequency grid (uv-plane) increment of 1
cycles · rad−1 and a minimum dwell time per grid of 10 ms. The two dashed-
black lines indicate the range of baselines achieved by the implemented
experimental setup.

consider a spatial frequency grid in the uv-plane in increment

of 1 cycles · rad−1 and an integration time of τ = 10 ms, an

integration time well above that demonstrated in prior AIM

experimental work. The dynamics of the array must therefore

be such that the dwell time within a spatial frequency pixel is

not less than the integration time, otherwise the received signal

information will be spread across multiple spatial frequency

pixels. The maximum dwell time is dependent on the rotation

rate of the antenna and the maximum antenna baseline Dmax,

and the number of unique spatial frequency grids/samples is

given by 2πDλ. The equivalent rotation rate of the array in

rotations per minute (RPM) for a dwell time of 10 ms is

shown in Fig. 4 as a function of the maximum baseline up to

200λ. Also, the ranges of baselines used in the experimental

setup are shown, which are described in the next section.

The rotation rate is near 1000 RPM and above for all cases,

indicating that the temporal dynamics of the antenna array

are not a limiting factor for image formation. Furthermore,

these rates support implementation for applications where

the environmental dynamics are sufficiently slower such that

the scene can be considered static during the dynamic array

rotation, such as contraband detection, remote sensing, and

monitoring of manufacturing processes.

IV. SYSTEM ARCHITECTURE AND EXPERIMENTAL

IMPLEMENTATION

A 38-GHz experimental system was implemented to demon-

strate the dynamic antenna array operation and to show proof-

of-concept reconstructions of simple reflecting targets. To

facilitate the experiments with existing hardware, the linear

receiving array was synthesized by using only two receiver an-

tennas placed on a rotating structure. Three noise transmitters

were used to implement AIM processing with short integration

times.

The dynamic array system architecture is shown in Fig. 5.

The three noise transmitting sources marked by the yellow

horn antennas are fixed on a cross-shaped rotatable frame rail.

The blue and red horn antennas represent the two receiving

antennas where both have side-way adjustment to enable

various baselines to be synthesized to form an equivalent

sparse uniform linear array. Furthermore, the receiving an-

Fig. 5. System architecture of the 38-GHz experimental dynamic antenna
array system. To demonstrate the dynamic array concept with the available
hardware, two receiving antennas (i.e., blue and red horn antennas) were
adjusted length-wise (indicated by blue and red double arrows) to enable
baselines of a spare linear array to be synthesized. Simple rotational dynamics
in the counter-clockwise direction were implemented in order to dynamically
synthesize sampling function in the spatial Fourier domain. The three noise
transmitting sources (i.e., yellow horn antennas) were rotated along with the
receiving antennas to ensure co-polarization.

tennas are positioned on the same frame rail to share the

same rotational motion with the transmitting antennas. This

is important as co-polarization between the transmitting and

receiving antennas can be maintained to ensure that maximum

receiving signals are available at all times [52]. Polarization

of the signals reflected from the scene may, however, cause

changes as a function of rotation angle. In this work we

explore imaging of simple reflecting targets, which minimizes

any potential depolarization. To address this in more complex

scene imaging, polarimetric systems may be considered [31].

The transmitters each consisted of a baseband noise sources

upconverted to 38 GHz. The output of a 10–1600 MHz

noise source was fed to four cascaded wideband amplifiers

(Mini-Circuits ZX60-V63+). The amplified noise signal was

then inputted to the intermediate frequency (IF) port of the

upconverter, which was an Analog Devices GaAs MMIC

I/Q upconverter (Analog Devices HMC6787ALC5A). This

upconverter was desirable for its integrated frequency doubling

feature on the input signal at the local oscillator (LO) port. A

19 GHz LO was used to upconvert the baseband noise signal to

the 38 GHz carrier frequency. A power amplifier (Analog De-

vices HMC7229LS6) was then used to generate a total signal

power of 0 dBm which was input to a 10 dBi standard gain

horn antenna. Because each noise source ran independently,

the noise signals incident on the scene were spatially and

temporally incoherent, supporting the use of Fourier-domain

image reconstruction. Each receiver consisted of a 15 dBi stan-

dard gain horn antenna connected to a 20 dB gain low-noise

amplifier (Analog Devices HMC1040LP3CE). The amplified

received signal was subsequently routed to a GaAs MMIC I/Q

downconverter (Analog Devices HMC6789BLC5A) where the

LO was also 19 GHz. The baseband signals were then digitized

and recorded using an Agilent MSO-X 92004A oscilloscope at
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Fig. 6. (a) Photograph of the experimental setup of the proposed dynamic
antenna array system. Front view of the implemented dynamic antenna array
system with red triangles indicating the location of the transmitters, green
squares indicating the location of the receivers, and the blue circle indicating
the center of rotation. (b) A close up photograph of one of the transmitters.
(c) A close up photograph of one of the receivers.

a sampling rate of 2.5 GS/s with an integration time of 100 µs.
The data were then processed offline using MATLAB. The LO
was generated using an Agilent N5183A signal generator in
combination with a four-way splitter (Mini-Circuits ZN4PD1-
183W-S+) and a two-way splitter (MIDISCO MDC2288)
to provide the five LO signals that were required for the
transmitters and receivers.

For the proof-of-concept measurements, the receive anten-
nas were fixed to a given baseline and the structure was
rotated. After a single 180◦ rotation, tracing out one circle
in the spatial frequency domain, the receive antennas were
relocated to a different baseline and a second spatial frequency
circle was measured. This process enabled the synthesis of an
equivalent linear receive array using our available hardware
resources; a dedicated system with multiple receivers and a
multichannel digitizer could also be directly implemented with
identical results to those shown herein.

A photograph of the experimental implementation of the
dynamic antenna array system is shown in Fig. 6. The imple-
mentation supports a 180◦ rotation, which as described above
is sufficient for a full circular sampling function, and supports
lateral receive antenna locations within a range of [25λ, 53λ]
between each receiving antenna and the center of rotation
providing baselines in the range of [50λ, 106λ]. The distance
between the center of rotation to the ground is 1.178 m.

Fig. 7. Photograph of the experimental setup in a semi-enclosed arch range.
The targets consisted of one or two metal reflecting targets.
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Fig. 8. (a) Synthesized sampling function from the dynamic antenna array
setup using 45 angles from 0◦ to 176◦ in 4◦ increment and eight baselines
from 50λ to 106λ in 8λ increment. (b) Corresponding point spread function
of the synthesized sampling function.

V. EXPERIMENT

Measurements were conducted in a 7.6m semi-enclosed
arch range with microwave absorbers behind the scene of
interest (Fig. 7). The targets used in the proof-of-concept
measurements were metallic spheres. To align and track the
rotation angle of the dynamic antenna, a standard digital angle
gauge with 0.1

◦
accuracy was attached to the cross-shaped

rotatable frame rail. For rotational motion, 45 angles were
used from 0

◦
to 176

◦
in 4

◦
increment where the angle 10

◦

is parallel to the floor. For lateral adjustment to synthesize a
sparse linear array, eight selected baselines were considered
between the two receiving antennas that were from 50λ to
106λ in 8λ increment. The spatial frequency samples were
calculated using the wavelength at the center of the signal
bandwidth. The combination between the designed angles and
the baselines of the synthesized linear array result in 360
unique spatial Fourier samples for image reconstruction. The
simulated sampling function of the experimental system is
shown in Fig. 8.

Measurements were conducted for both a single scattering
target and two scattering targets. The single scattering target
measurement is shown in Fig. 9(a), which considered of a
single metallic sphere with a diameter of 24 cm yielding a
radar cross-section (RCS) value of −13.4 dBsm at 38 GHz.
The metallic sphere was approximately 1.83 m from the
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Fig. 9. (a) Scene comprising a single scattering source which is a metallic
sphere with a 24 cm diameter and a RCS value of −13.4 dBsm. (b) Simulated
reconstruction based on RCS and position. (c) Simple interferometric recon-
struction of the measurement on (a). (d) CLEAN deconvolution algorithm [53]
applied to (c) using 15 iterations with a loop gain of 1. (e) One dimensional
horizontal cut along sin θ sinϕ = −0.0747 for comparing the results from
(b), (c), and (d). (f) One dimensional vertical cut along sin θ cosϕ = 0 for
comparing the results in (b), (c), and (d).

dynamic antenna array, had a height of approximately 1.156 m
and was positioned to align with the array’s center of rotation.
A simulated reconstruction using the synthesized sampling
function shown in Fig. 8 can be seen in Fig. 9(b). A Gaussian
smoothing filter was applied to both simulated and measured
image reconstructions. Sidelobe structures can be seen which
are due to the radially-discrete nature of the sampling function.
The speckles in the image are furthermore a result of the
angularly discrete sampling function. The measurement image
reconstruction is shown in Fig. 9(c), which matches the
simulated reconstruction, along with the sidelobe structure. To
refine the image, we implemented the CLEAN algorithm [53]
which deconvolves the theoretical point sources responses of
the system determined from the simulated sampling function to
remove sidelobe artifacts. We implemented the algorithm using
15 iterations with a loop gain value of 1. The computation time
of the CLEAN algorithm was approximately 0.1 s on an image
of 426× 426 pixels, and, being faster than the rotation of the
array, is not a limiting factor on the image formation time.
The resulting CLEAN image is shown in Fig. 9(d), where the
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(f)

Fig. 10. (a) Scene comprising two scattering sources of equal RCS without RF
absorbers in between. Both scattering sources are metallic sphere with a 20 cm
diameter yielding a RCS value of −15 dBsm. (b) Simulated reconstruction
based on RCS and position of (a). (c) Simple interferometric reconstruction
of the measurement on (a). (d) CLEAN deconvolution algorithm [53] applied
to (c) using 15 iterations with a loop gain of 1. (e) Further processing
on the reconstruction, (c), by removing the mean of the magnitude among
all information from the entire reconstructed scene, µ̂recon. (f) Further
processing on the deconvoluted reconstruction, (d), by removing the mean of
the magnitude among all information determined by the CLEAN algorithm,
µ̂CLEAN. The artifact between the two sphere responses is reduced, and the
slight shift in the positions of the responses more closely aligns to the actual
locations of the spheres.

artifacts outside the strong target responses are mitigated. It is
evident that the location of the reconstructed scattering source
is within close proximity of the actual location as shown in
Fig. 9(c) and (d).

The second measured scene shown in Fig. 10(a) comprised
two scattering sources of equal RCS without RF absorbents
placed between. Both scattering sources were metallic spheres
with a 20 cm diameter yielding a RCS value of −15 dBsm.
The distance from the dynamic antenna array to the spheres
was approximately 1.83 m. The sphere on the left had a
height of 1.168 m and the sphere on the right had a height of
approximately 1.080 m. The horizontal separation between the
two spheres was approximately 0.445 m where the horizontal
midpoint between the two spheres was positioned to align
with the array’s center of rotation. A simulated reconstruction
using the synthesized sampling function shown in Fig. 8 can
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be seen in Fig. 10(b). The measurement results are shown
in Fig. 10(c) and (d) where the former is the direct image
reconstruction and the latter is the CLEAN algorithm result.
Without deconvolution, it is observed that an unexpected
third response appears between the expected locations of the
two spheres. Furthermore, the deconvolution reduced but did
not eliminate the unexpected response. In spite of this, it is
still evident that the locations of the reconstructed scattering
sources are within close proximity of the actual locations as
shown in Fig. 10(d).

There are a number of possible sources of the unexpected
response between the spheres in the reconstructed measure-
ment, including constructive interaction of the sidelobes of
the responses of the two targets and multipath scattering
in the environment. Two additional measurements based on
Fig. 10(a) were conducted attempting to mitigate these factors:
the first measurement separated the two spheres at greater
distance such that the overlapping sidelobes would be reduced.
The second measurement consisted of placing RF absorber
between the two spheres to mitigate any multipath effect.
Neither approach completely mitigated the artifact, however
it is nonetheless possible that one or both of these factors still
contribute to the artifact in addition to other factors; further
study is warranted. To address the response, we investigated
a data-driven correction. In this approach, we subtracted the
mean of the reconstructed image µ̂recon, which provides a
clearer visual contrast as shown in Fig. 10(e) but does not
mitigate the response. We also subtracted the mean of the
deconvolved image µ̂CLEAN, which is the average of the
information determined by the CLEAN algorithm. As shown
in Fig. 10(f), the unexpected response is significantly mitigated
from the reconstruction scene. Furthermore, the responses shift
slightly counter-clockwise, which more closely aligns with the
actual locations of the two spheres.

VI. CONCLUSION

In this work, we demonstrated a dynamic antenna array
framework for active millimeter-wave imaging applications by
implementing rotational dynamics on a sparse linear array. The
sampling function of a comparable sparse linear array was
synthesized by using two receiving antennas to form multiple
baselines which yield a synthesized sampling function over
time when incorporated in conjunction with the implemented
rotational dynamics. By considering the array dynamics, the
number of receiving antennas in the array can be significantly
reduced when compared to conventional static interferometric
imaging arrays. Furthermore, the use of active noise transmis-
sion supports fast rotational dynamics for rapid image forma-
tion. Future implementations with receive arrays in uniform
linear or minimally-redundant linear array formations may
thus support rapid image formation with minimal millimeter-
wave hardware, providing a low-cost approach to millimeter-
wave imaging for a wide range of remote sensing applications.

This paper presented proof-of-concept experimental demon-
strations supporting millimeter-wave imaging with a rotation-
ally dynamic antenna array. Potential future research may
focus on improving the image formation quality by using

advanced processing techniques, e.g., algorithms adapted to
sparse domains, particularly if scenes constructed mainly of a
small set of strong scatterers is of interest. Furthermore, while
the presented architecture focused on rotational dynamics, it
is feasible to envision a system that also incorporates lateral
dynamics, by sliding only two antenna elements laterally
along the linear array dimension. At the expense of additional
measurement time, this approach could obtain significantly
more spatial frequency samples, leading to better image re-
construction.
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