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Abstract—Coordinating the operations of separate wireless sys-
tems at the wavelength level can lead to significant improvements
in wireless capabilities. We address a fundamental challenge
in distributed radio frequency system cooperation — inter-
node phase alignment — that must be accomplished wirelessly,
and is particularly challenging when the nodes are in relative
motion. We present a solution to this problem that is based
on a novel technique combining high-accuracy ranging and
frequency transfer. We demonstrate the system in the first fully-
wireless open-loop coherent distributed beamforming experiment.
Inter-node range estimation to support phase alignment was
performed using a two-tone stepped frequency waveform with a
single pulse, while a two-tone waveform was used for frequency
synchronization. The approach was implemented on a two-node
dynamic system using Ettus X310 software-defined radios, with
coherent beamforming at 1.5 GHz.

Index Terms—Antenna arrays, disaggregated antennas, dis-
tributed beamforming, frequency synchronization, ranging.

I. INTRODUCTION

Coordinating separate wireless systems at the wavelength

level supports the ability to disaggregate wireless operations

from a platform-centric model to a distributed network of

coordinated devices, representing a paradigm shift in wireless

system functionality. Without centralized system limitations,

greater flexibility can be achieved in terms of scalability,

adaptivity to changing conditions or requirements, and lower

overall system costs as wireless performance parameters can

be directly extended by adding low-cost elements to the net-

work. Of the functions enabled by distributed wireless systems,

distributed beamforming, where nodes coordinate to steer a

phase-coherent wireless signal to a destination, is among the

most significant (Fig. 1). However, along with these signifi-

cant benefits come significant implementation challenges. The

principal requirement for distributed beamforming is phase

coherence among all nodes in the network, which must be

accomplished wirelessly, at an accuracy within a fraction of

the wavelength of the beamforming signal.
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Fig. 1. Wireless phase-coherent coordination at the wavelength level supports
distributed beamforming, increasing capabilities such as operational range
over individual platform capabilities.

Wavelength-level node synchronization has been ap-

proached using closed-loop architectures where the distributed

nodes coordinate using feedback from the targeted location

or from other external systems [1]–[5]. Such approaches

simplify the node coordination process and make coherent

beamforming possible as long as the network is operating

in a cooperative environment. For applications such as radar

and remote sensing, beamforming to locations without coher-

ent feedback is necessary, and thus open-loop architectures,

where no external feedback is needed, are required [6], [7].

Coordinating open-loop distributed wireless networks requires

the nodes to synchronize in phase, frequency, and time to

support and maintain beamforming. Such phase coherence

necessitates high-accuracy ranging techniques to estimate the

delays needed to correct for the relative phase shifts between

the distributed nodes [1], [8]–[10]. Furthermore, maintaining

phase coherence is not possible unless all the nodes are

frequency locked [11]–[15]. Finally, time alignment is needed

to ensure that pulses and symbols overlap; timing accuracy is

thus dependent on the information rate [16]–[19].

In this paper, we demonstrate the first open-loop distributed

beamforming at 1.5 GHz using fully wireless phase and fre-

quency coordination in a dynamic distributed two-node system

in relative motion. High-accuracy inter-node ranging for phase

alignment is achieved using a spectrally sparse, scalable rang-

ing waveform while frequency synchronization is supported

by transmitting a two-tone modulated frequency reference

which is demodulated using a self-mixing receiver. Whereas

our prior work investigated inter-node range estimation and

frequency synchronization independently [20], [21], this work

is the first to demonstrate the feasibility of fully wireless open-

loop distributed beamforming on mobilized platforms. We
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demonstrate a two-node distributed system based on software-
defined radios (SDRs), transmitting 1.5 GHz continuous wave
(CW) signals towards end-fire, which is the most challenging
steering angle. Experimental results demonstrate the ability to
maintain greater than 90% of the ideal beamforming power.

II. INTER-NODE RANGE ESTIMATION

Monitoring the positional change produced by the relative
motion of the nodes within a coherent distributed system is
essential to enable coherent beamforming, since any change
in relative phase of the transmitted signals will impact the
coherent summation of the signals. In a primary/secondary
hierarchical architecture, every secondary node must track its
position in comparison to a reference point, which is the
location of the primary node. Based on a high-accuracy inter-
node range measurement, the relative phase shifts can be
calculated. The ranging waveform that is implemented shall
be capable to support accurate delay estimation, unambiguous
range determination, and scalability so it can be used by
multiple nodes simultaneously to reduce the update latency.

The ranging two-tone stepped frequency waveform
(TTSFW) that is used in this work is based on a spectrally
sparse two-tone waveform, which has been proven to have
optimal performance as a time delay estimator, in which the
obtainable accuracy is dependent on the spectral separation
of the tones [22]. The TTSFW uses a two-tone format on a
pulse-by-pulse basis where the frequencies are monotonically
increased with time and is expressed as [20]

st(t) =
1√
N

N−1∑
n=0

rect
(
t− nTr

T

)
×(

ej2πf1t + ej2πf2t
)
ej2πnδft, (1)

where f1 is the lower tone of the two-tones per pulse, f2 is
the upper tone, δf is the frequency step, N is the number
of pulses, Tr is the pulse time duration, and T is the nonzero
portion of the pulse duty cycle. The frequency step is given by
δf = BW

2N−1 where BW is the total waveform bandwidth. The
higher of the two frequencies is given by f2 = f1+∆f where
∆f = Nδf . The number of pulses in the TTSFW is dependent
on the number of unique ranging connections made, where
N pulses can be used to service N ! connections. A system
consisting of two nodes, one primary and one secondary, has
only one unique connection and therefore only a single pulse is
need. The sampling frequency in this work was set to 25 MHz,
the frequencies of TTSFW were selected as f1 = 500 kHz and
f2 = 4.5 MHz, and the pulse repetition interval had a duration
of 1 ms with a 50% duty cycle.

Matched filtering was used to estimate the delay. The
processing gain from using a matched filter process is equiv-
alent to the time-bandwidth product N · T · BWn, where
BWn is the noise bandwidth. For the two-node system in
this work, N = 1, T = 0.5 ms, BWn = 25 MHz. The aver-
age pre-processing SNR was 30 dB, supported by a high-gain
retransmission from the primary node, and the processing gain
was equivalent to 41 dB giving a total post processing SNR
of 71 dB. Using the Cramer-Rao lower bound [20], the timing

variability can be solved for as σ2
τ = 9.885×10−23 s2 and the

lower bound for positional standard deviation can be found as
σx = 1.5 mm.

III. WIRELESS FREQUENCY SYNCHRONIZATION

Frequency synchronization was accomplished using an ad-
junct self-mixing analog circuit [14]. The system block di-
agram is shown in Fig. 2. The circuit demodulates a beat
frequency from a two-tone CW signal and inputs the resultant
frequency to a phase-locked loop (PLL) to lock the oscillator
of the secondary node. In this work the oscillators of the
secondary node used a 10 MHz reference frequency, thus the
two-tone frequency separation of the waveform was 10 MHz.
As demonstrated in [14], the output of the self-mixing circuit
is expressed as

Vref(t) = cos [2π (fr2 − fr1) t+ ϕ3] , (2)

where ϕ3 = ϕ2 − ϕ1, ϕ1 and ϕ2 are the phases of the two
tones that can be tracked from the change of the inter-node
separation ∆dIN between the primary and secondary nodes.
The change in the phase constant of the output, ∆ϕref, can be
determined by estimating the phase shifts for the two received
frequencies ∆ϕ1 and ∆ϕ2,

∆ϕ1 = −fr1 ·∆dIN · 360◦

c
, (3)

∆ϕ2 = −fr2 ·∆dIN · 360◦

c
, (4)

∆ϕref = ∆ϕ2 −∆ϕ1 = −fref ·∆dIN · 360◦

c
, (5)

where fref = fr2−fr1 is the frequency of the reference signal.
∆ϕref is negative when the separation between the two nodes
increases because the received signal is delayed. Once the
shift of the output phase is determined, the phase changes
of the transmitted signal can be tracked. Signals generated
from the SDR’s internal oscillator retain phase information
and therefore the effect of the phase changes of the oscillators
on the transmitted carrier can be represented by

∆ϕc1 =
fc
fref

∆ϕref, (6)

where fc is the carrier frequency.
It is important to note that the phase ∆ϕref in (5) is only

dependent on the tone separation fref and not the actual
frequencies used to transmit the two-tones. As a result, the
final phase shift reflected on the transmitted carrier ∆ϕc1 will
only depend on the transmitted carrier frequency fc and not
the synchronization frequencies fr2 and fr1, as shown in (6).

The phase shift ∆ϕc1 is generated by the displacement of
the primary antenna transmitting the two-tone synchronization
waveform to the receiver of the frequency locking circuit.
However another phase shift, ∆ϕc2 , which is proportional to
the displacement dT of the antennas performing the beam-
forming, manifests on the secondary node as well, and is
given by ∆ϕc2 = − 1

λc
∆dT sin(θ) ·360◦, where θ is the beam

steering angle and λc is the wavelength of the beamforming
frequency. Beamforming is possible in a dynamic array once
∆ϕc1 and ∆ϕc2 are accounted for.



3

Primary Node Secondary Node

Moving 
Node

10 MHz

M3

DC - 11 MHz

10 dB

G = 40 dBG = 40 dB

RF

LO
IF

Receiver

T1

Dig. Scope

TX1

RX2

REF IN

REF OUT

RX1
TX2

USRP X310

Frequency 
Locking 
Circuit

M2

M1

S3

S2

S1

TX1

RX2

REF IN

REF OUT

RX1
TX2

USRP X310

TX1

RX2

REF IN

REF OUT

RX1
TX2

USRP X310

TX1

RX2

REF IN

REF OUT

RX1
TX2

USRP X310

TX1

RX2

REF IN

REF OUT

RX1
TX2

USRP X310

10 MHz

10 MHz

Fig. 2. Block diagram of the two-node open-loop distributed beamforming experiment.
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Fig. 3. (Left) Experimental setup of the open-loop coherent distributed
array, set in a semi-enclosed antenna range. (Right) Beamforming results.
The orange line shows the result of synchronizing the frequency but not the
phase, while the blue line shows both frequency and phase synchronization.

IV. DISTRIBUTED BEAMFORMING EXPERIMENT

The block diagram along with an image of the experimental

setup in a semi-enclosed arch range are shown in Figs. 2 and 3.

The synchronization signals were transmitted using standard

gain horn antennas where M1 and S1 had an operational

frequency range of 2-18 GHz, while the antennas used for

M3 and S3 had an operational frequency range of 3.95-

5.85 GHz. Two log-periodic antennas with an operational

frequency range of 1.35-9.5 GHz were used for the coherent

beamforming antennas M2 and S2. The target receiver con-

sisted of an oscilloscope connected to a horn antenna with

operational frequency range of 0.5-6 GHz. The primary node

was equipped with an active repeater that captured the ranging

waveforms from the secondary node, amplified them, and

retransmitted them back to the secondary node. By doing this,

the propagation losses were proportional to 1/R2 rather than

1/R4 as seen in traditional radar, enabling higher received

SNR and helping to mitigate the impact of any multipath

signals. The carrier frequencies fR1 and fR2 of the transmit

and receive channels of the repeater were separated far outside

the instantaneous bandwidth of the receivers on the SDRs to

minimize interference. The ranging waveform was transmitted

from the secondary node using S1 at a carrier frequency of

3 GHz and retransmitted from M3 to S3 at a carrier frequency

of 5 GHz. The frequency synchronization signals were also

transmitted from the same horn antenna M3 where fr1 and

fr2 were 4.3 GHz and 4.31 GHz respectively.
Based on the SNR of the received ranging waveform, the

positional uncertainty is expected to be close to 1.5 mm. An

analysis on ranging requirements for coherent beamforming in

[21] indicates that an uncertainty of less than 6 mm is required

for beamforming operations at 1.5 GHz with a steering angle

θ = 90◦ (which has the most stringent phase alignment

requirements), which was supported by the described ranging

parameters. At the beginning of the test, the static phase

offset φ0 was calibrated; this calibration represents a one-time

calibration performed when the system is powered on. The

two transmitters were operated continuously and the secondary

node was moved relative to the primary node in 2.5 cm

increments over a total distance of λc (20 cm), yielding a

total differential signal phase change of 720◦ from the change

in inter-node range and the phase change due to the delay of

the frequency synchronization signal.
The results of the wireless beamforming experiment are

shown in Fig. 3 for multiple cases: transmitting from each

node individually, transmitting from both nodes with only

wireless frequency locking, and transmitting from both nodes

with frequency locking and phase correction from the range

estimation. The maximum possible signal amplitude and 90%

of the maximum amplitude derived from the individual signal

amplitudes are also shown. With only frequency locking,

the received signal undergoes two cycles of constructive and

destructive interference as expected. When the ranging sys-

tem estimates the phase change and updates the transmitted

signal phase, the received signal is above 90% throughout

the experiment, demonstrating open-loop coherent distributed

beamforming.

V. CONCLUSION

We demonstrated the first fully wireless open-loop phase-

coherent distributed beamforming experiment with relative

node displacement. Based on a joint high-accuracy rang-

ing method and wireless frequency transfer, the approach is

scalable to larger arrays, and can support general wireless

operations including communications and sensing.
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