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ABSTRACT: Small values of the reorganization energy, 0.2—0.3 eV, were reported by

electrochemical kinetic measurements for the half redox reaction of the redox-active protein

AT =()\St)2/7\

azurin. This theoretical study explores possible mechanisms for the low activation barrier for
electrochemical protein electron transfer: (1) electronic polarizability of the active site, (2)

altering protonation states of far-away histidine residues not directly connected to the active site,
and (3) a partial desolvation of the protein when attached to the electrode. The last mechanism

2)\ St

provides the most robust explanation of the observations. Constraints imposed by the protein

fold on its ability to sample the configuration space lead to the breakdown of the fluctuation— X
dissipation relation (FDR) and a strong separation of the Stokes-shift and variance

\

reorganization energies. The resulting nonergodic kinetic reorganization energy observed

experimentally is significantly lowered compared to predictions of standard models based on Gibbsian statistics and the FDR. The
fast rate of protein electron transfer is directly related to the ability of the protein scaffold to maintain nonequilibrium statistics of
electrostatic fluctuations projected on the electron-transfer reaction coordinate.

Bl INTRODUCTION

Electron transport in biological energy chains must proceed
with sufficient speed to allow an efficient operation of the
entire chain. A sequence of electron hops leading to the cross-
membrane charge separation is usually viewed as a fast
component of the overall charge transport, and it is the
catalytic reaction that typically appears to be the slowest and
rate-determining step of the charge-transfer chain. Electron
transport is therefore viewed as the least challenging
component of bioenergetics. Because many electron-transfer
steps proceed with small reaction free energy,' the kinetics is
described by the normal region of the Marcus theoryZ with the
barrier mostly determined by the reorganization energy of
electron transfer A to which a “generic” value ~ 0.8 eV is often
assigned.3 Values in this range are indeed found experimentally
when the driving force (the negative of the reaction free energy
AF,) is varied. The reorganization energy is then obtained by
fitting the activation barrier AF' to the Marcus bell-shaped
function

_ (2" + AR
Ve

AF'
(1
In this equation, the “reaction” reorganization energy A"
specifies its origin in kinetic measurements (see below for a
precise definition).

Reorganization energies A" are often obtained from kinetic
studies when both the donor and acceptor belong to the same
protein molecule, such as in Ru-modified metalloproteins in
which an electron is injected to the metal-containing active site
from a photoexcited Ru(bpy), complex chemically linked to
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the protein surface.” Kinetics of electron transfer can be
alternatively studied by electrochemistry when the electron is
exchanged between the metal electrode and the active site in a
half redox reaction. A number of such studies have reported
reorganization energies of half reactions significantly lower
than those obtained from solution kinetic measurements. The
blue copper protein azurin studied here is a good example of
such a discrepancy: while solution studies™® (labeled “solution”
in Table 1) have shown the reorganization energies of the
order 0.7—0.8 eV, a number of electrochemical experi-
ments’ """ (labeled “half” for a half redox reaction in Table
1) have reported much lower values of 0.2—0.3 eV. Solution
experiments, requiring an attachment of a redox site to the
surface of the protein, are affected by the exposure of that
redox site to water, thus resulting in its dominance in the
overall reorganization energy of a redox reaction.'> Electro-
chemistry®~"" and electrochemical scanning tunneling micros-
copy”"® can potentially provide more reliable estimates of
medium reorganization of the protein-water thermal bath in
response to altering the oxidation state of the active site. The
experimental results presented in Table 1 are compared with
calculations of half reactions'*™'® from trajectories produced
by molecular dynamics (MD) simulations.
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Table 1. Reorganization Energies (eV) for Electrochemical
(Half) and Solution Electron-Transfer Reactions in Azurin
from Experiment and Calculations

source % Aox ARed A refs

experiment 0.3 9, 10
half)®
eriment 0.21-0.25 11
half)

experiment 0.2—-0.4 8
half)”

experiment 0.35—-0.45 7
half)
eriment 0.13 13
half)

experiment 0.8 N

xFsolution)

experiment 0.78 6
gsolution)

calculations 0.96(300) 1.35 1.44 0.66 present
(half)*?

calculations 1.05(100) 14
(half)

calculations 0.9(0.16) 15
(half)

calculations 1.2-1.4(0.7) 16
(half)®

“Experiments are done with Pseudomonas aeruginoza azurin'® (PDB
4AZU). ®1 is found to continuously increase from 0.2 to 0.4 eV with
the increase in the thickness of the surface assembled monolayer. “A" is
calculated by combining A = (Ao, + Area)/2 with A% in eq 6. “The
numbers in parentheses indicate the trajectory length in ns. “DFT/
MM calculations for plastocyanin in TIP3P water.

Significant discrepancies between different experimental
sources of the electron-transfer reorganization energy in
proteins call for a theoretical explanation, which is sought in
this article. More generally, the problem of protein electron
transfer, with its sufficient experimental database and many
theoretical algorithms developed to perform detailed calcu-
lations, presents itself as a good testing platform for
formulating general principles of activated kinetics in enzymes
and the linkage between chemical dynamics and the
heterogeneous protein-water thermal bath. Given that electro-
statics is essential for most enzymatic reactions,'’ the
nonergodic sampling of electrostatic fluctuations by protein
electron transfer presents itself as a general principle for
lowering the activation barrier of activated transitions. We find
below that it is the protein component of the thermal bath that
allows such a nonergodic sampling of the configuration space.

A number of early experiments by Frauenfelder and co-
workers have shown that binding kinetics of simple diatomics
to myoglobin is highly heterogeneous, with many activation
barriers sampled through slow exploration of the conforma-
tional landscape by a single protein.'”* Such heterogeneity of
reaction rates was confirmed for slow recombination rates in
bacterial photosynthesis”" and in a number of more recent
single-molecule experiments.”> >° The main result of these
studies is the concept of dynamic disorder”” suggesting that
the active space of a reacting enzyme is a small sub-ensemble
of a large number of possible states. Most of them are inactive
and the enzymatic reaction can only occur from a small
subspace of “hot” states.”**” The time of transition between
distinct functional states can be very long, from milliseconds
up to 107 530732
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The presence of a large ensemble of activation barriers for a
given reaction implies a certain separation of time scales. There
is a subset of fast thermal bath motions, and their thermal
fluctuations lead to activated transitions across the activation
barrier. However, other fluctuations remain slow and are
effectively dynamically frozen on the time scale of each
individual reaction. Their subsequent relaxation, on a much
longer time scale, leads to the observed heterogeneity of the
reaction rates. The distribution of reaction rates and of the
midpoint potential (~45 mV) could be recorded in a single-
molecule study of the redox reaction between azurin and
hexacyanoferrate.”® The long reaction time, ~0.1 s, allowed the
reacting system to sample transitions between individual
substates. The very existence of such substates poses a
fundamental question of how to describe faster reactions, on
the nanosecond time scale, when these slow conformational
motions become dynamically arrested and sampling of the
configuration space by the protein becomes incomplete.

The separation of time scales between nuclear motions
promoting activated transitions and those responsible for the
rate heterogeneity implies that equilibrium statistics is not
established for the barrier crossing phenomena. One has to
address the question of whether the nonequilibrium statistics
of the thermal bath has any effect on the reaction rate and/or
creates any advantages for the catalytic action of the redox
enzyme. It is clear that if the time scales of slow motions far
exceed those of the reaction, the reaction kinetics can be
treated by averaging the population dynamics over the
heterogeneous distribution of alternative configurations. If
this extreme separation of time scales does not occur, this
recipe does not apply and one has to think about the problem
in terms of “continuous ergodicity breaking”*® when the
reaction window establishes the cutoff frequency within the
spectrum of the bath modes affecting the reaction.™

The nonequilibrium character of bath fluctuations can also
affect statistical laws connecting different moments of
observable properties known as fluctuation—dissipation
relations (FDRs). Protein electron transfer becomes the
primary testing ground for such violations of the FDR because
traditional models of electron transfer” are constructed
assuming the validity of these relations.*

The rate of electron transfer between electronic states
localized at specific molecular sites is determined as Golden
rule tunneling achieved when electronic resonance is produced
by thermal fluctuations of the medium.*® Because most of the
electron-medium coupling is established through long-range
electrostatics,”® statistics of the donor—acceptor energy gap X
(explained in more detail below) is Gaussian. The probability
of tunneling scales with a Gaussian probability of the
resonance condition X = 0

2
kgr & V* exp —%
20y )
where (X) is the average donor—acceptor energy gap’’ and o%
is its variance; V is the electron-transfer coupling decaying
exponentially with the donor—acceptor distance.

The standard Marcus eq 1 is obtained in two steps. One
applies the FDR to connect the variance to the reorganization
energy 4

oy = 20k T 3)
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followed by splitting the average energy gap into the
reorganization energy and the reaction free energy: (X) = 4
+ AF,. Note that even though both components in this sum
carry the meaning of free energies in linear solvation theories,
the total is the vertical energy gap, thus requiring the entropy
components to cancel out in the sum. When the FDR and the
Gaussian statistics are applied, one finds 4 = A" and all routes to
the reorganization energy converge to a single parameter. An
alternative route to 4, often employed in numerical simulations
because of lower numerical cost, is through the difference of
first moments of the energy gap in the initial, i = 1, and final, i
= 2, reaction states. This route, closely related to the Stokes
shift in spectroscopy, leads to the Stokes-shift reorganization
energy

- Lixy -
As - 2|<X>1 <X>2| (4)

The FDRs require all three reorganization energies to be
identical, A* = A = A5t

The often adopted generic value of the reorganization
energy’ ~0.8 eV is justified by the notion that proteins are on
average nonpolar media as supported by dielectric measure-
ments of protein powders. The standard argument then
suggests that the protein matrix provides a buffering medium
to push water away from the active site to lower the solvent
reorganization energy. An additional argument for the low
overall A invokes small structural changes of the active site
leading to a low reorganization energy of intramolecular
vibrations.**~*' This second requirement is only relevant when
the frequencies of intramolecular vibrations v; coupled to
electron transfer are in the classical domain hy; < kgT.
Quantum vibrations do not affect the activation barrier at small
driving forces IAFy| << 4 and the internal reorganization energy
originating from quantum vibrations does not need to be
accounted for.*

While protein powders are indeed nonpolar, surface residues
of solvated proteins get ionized and become a significant
source of electrostatic fluctuations when moved by low-
frequency, elastic fluctuations of the protein shape. Recent
measurements have shown that the notion of a nonpolar
protein interior is probably far from being correct even for
electron transfer in membrane-bound proteins surrounded by a
relatively nonpolar lipid medium. For instance, recombination
reactions between the quinone cofactors and the P700 radical
pair are in the inverted Marcus region with the reorganization
energy of ~0.66 eV at 77 K.** Given that this temperature is
below the dynamical transition of proteins,*> one expects a
higher reorganization energy at physiological conditions.
Consistently with this expectation, a similar reaction within
the membrane region between bacteriopheophytin and
primary quinone cofactors requires the medium (protein/
water/membrane) reorganization energy of ~1 eV.** One has
to note that the top of the Marcus parabola, and the
corresponding estimate of the reorganization energy, repre-
sents the sum of the solvent, A, and intramolecular, 4,
reorganization energies even though the reaction rate is not
affected by the internal reorganization energy in the normal
region when hv; > kyT. The reason is that the vibrational
Franck—Condon factor is maximized at the vibrational
quantum number n =~ S, where S = 4,/(h;) is the Huang—
Rhys factor. The highest reaction rate is then obtained at the
driving force equal to A + hy; S = 1 + A,
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One needs atomistic simulations to estimate the breadth of
electrostatic fluctuations produced by the protein-water
thermal bath.***® A number of recent MD simulations have
reported substantial values of 1 =~ 1.5 eV, far exceeding the
generic estimates from solution studies and in a staggering
disagreement with electrochemical measurements. Further-
more, a consistent violation of the prediction of the standard
model stipulating 4 = 1 was found in MD simulations of
complex membrane-bound protein systems (reaction cen-
ters, ™" bc, complexes,*** and complex I°°). Specifically, the
variance reorganization energy (eq 3) is consistently found to
be greater than the Stokes-shift reorganization energy (eq 4)

A> % )

If one applies the picture of crossing parabolas, the
activation barrier is still determined by the Marcus equation
(eq 1), but with an effective (reaction) reorganization

51,52
energy

A= (/2 (6)
The basic picture of reorganizing the nuclear degrees of
freedom to create the tunneling configuration still applies, but
the inequality in eq S leads to a lower effective barrier (a
protein-induced catalytic effect) consistent with experimental
findings.***

Our simulations of half redox reaction of cytochrome ¢ (Cyt-
¢) also produced large values of the reorganization energy, but
also showed a much weaker violation of FDR compared to
studies of membrane-bound protein complexes:** 1% ~ 1.26 <
A =~ 1.65 eV. This difference between two reorganization
energies was insufficient to produce the experimental®*® 17 ~
0.58 + 0.04 eV according to eq 6. It was therefore
suggested”*° that the polarizability of the active site was the
reason for a non-Gaussian statistics’~ of the energy gap X
leading to a lower A". Direct simulations incorporating active-
site polarizability through the valence-bond formalism®®
supported this conjecture and produced results consistent
with existing kinetic data.>® Uncertainty still exists in whether
common nonpolarizable force fields provide a fair estimate of
the reorganization parameters provided that they are likely to
underestimate the effects of screening of Coulomb interactions
by the electronic polarizability.>

Given uncertainties in the ability of current force fields to
quantitatively describe medium polarization and polarizability
of the active site,’" one needs to study the relatively simple
system for which the theory—experiment discrepancy is
beyond possible force-field uncertainties. Azurin protein
presents such an opportunity (Figure 1). As we show below,
simulations of the half reaction with the nonpolarizable active
site (point-charge model) produce A% = 0.96 < Ao, = 1.35 =~
Apeda = 1.44 €V. These values, when used in eq 6, cannot
account for the experimental result A" ~ 0.2—0.3 eV (Table 1).
The discrepancy goes far beyond any possible corrections for
screening by the medium-induced dipoles. As we show below,
reproducing the experimental results requires assuming that
the water component of the reorganization energy is
substantially reduced in the configuration of the protein
bound to the surface-coated electrode. The statistics of energy
gap fluctuations produced by the protein is highly nonergodic,
leading to a significant reduction of 1% relative to 4 (eq 5).

We start our discussion by analyzing the standard’’
computational algorithm for calculating the electron-transfer
activation barrier when the statistics of the electrostatic

https://doi.org/10.1021/acs.jpcb.2c00338
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Figure 1. Structure of azurin protein (PDB 1AZU) and its active site.
Shown are the Cu atom (orange) and five amino acids ligating it: Gly-
45 (magenta), His-46 (pink), Cys-112 (yellow), His-117 (gray), and
Met-121 (green). Taken together, they constitute the active site used
in quantum calculations (39 heavy atoms for Cu and S ligating
residues and 77 atoms in the quantum center; 8 hydrogen atoms were
added to truncate the broken bonds in the active site).

component of the donor—acceptor energy gap is computed
(point-charge model). This is followed by making the active
site polarizable and recalculating the statistic of the donor—
acceptor energy gap including the free energy of polarizing the
active site. We next analyze the effect of altering protonation
states of histidines 35 and 83 in azurin (denoted as HSP-35/38
according to CHARMM nomenclature®') on the energetics of
electron transfer. We finally analyze the statistics of the energy
gap from the protein component to show that the experimental
A" falls in between the values obtained for the protein alone and
the result of combined protein-water thermal bath. These
findings suggest partial desolvation of the protein active site in
the process of electrode immobilization of azurin.®>

B PHYSICAL MODEL

The energetics of reduction and oxidation half reactions is
controlled by the statistics of the electronic energy level of the
molecule in solution relative to the electrochemical potential of
the metal electrons .. The energy of the localized electronic
state of the reactant fluctuates due to the interaction energy
with the medium V,, in the system Hamiltonian. For the
electron in the ground, reduced (Red) state ly), the electronic
energy affected by the interaction with the medium can be
written as the sum of the first- and second-order perturbation
terms

AATA AT
AE,

E=E;,+ (%IVmII//O) - z
k0

?)

where the summation in the last term is over the excited states
with the energies E, separated by the energy gaps AE; = E; —
E, from the ground state E,,.

If the charge density of the electron is represented by partial
atomic charges (point-charge model), the first-order perturba-
tion term can be viewed as the interaction of atomic charge
differences Ag; = q]Red ]Q", representing the distributed
charge density of the transferring electron, with the electro-
static potential ¢b; produced by the medium at the atomic site j

3003

WiVl = X A,
j ®)

where the sum runs over the atomic sites of the quantum
center and Y}, Aq; = —¢; e is the elementary charge.

The second-order perturbation term describes the polar-
ization of the electronic density by the medium field. > It can
be written as a tensor contraction of the second-rank tensor of
electronic polarizability o (E,) for the electron at the highest
occupied molecular orbital of the Red state with the medium
electric field E
WVl )l Valug) 1
“X A = %(B)EE,

k

k#0 )
The polarizability of the electronic state
a(B) =2, U
20 AE, — Am-E, (10)

is affected by the medium field through the term in the
denominator, which specifies the modulation of the energy gap
between the electronically excited and ground states through
the interaction of the difference dipole moment Am; = m; —
m, with the field; mg, is the transition dipole between states 0
and k. The polarizability in this form appears from the full
valence-bond®® Hamiltonian matrix of the electronic sub-
system when the second-order terms in mgE, are collected.”
With these considerations, the instantaneous, fluctuating
energy of the localized electronic state becomes

1
E=E,+ Z Aqgy ~ Eace(ES): EE, -
]

The localized electronic level is lowered with the increase in
the local electric field because more free energy is invested in
polarizing the solute. This result implies that the redox
potential has to decrease when the local field is increased. This
was shown to hold by surface-enhanced resonance Raman
spectroscopy of tetraheme cytochromes immobilized on self-
assembled monolayers (SAMs).%?

Electronic transitions effectively occur from (reduction) and
to (oxidation) the highest occupied electronic level in the
metal with the electrochemical potential y,, in the Marcus—
Levich®*™®° description of nonadiabatic electrode reactions.
The energy—gap reaction coordinate’” for an electrode
reaction becomes (Figure 2)

C
XZE_MszO_ﬂm+Xpol (12)
where
1
C C
Xpa = X = Za(E): EE, 1)
and
Cc _
X¢ = X Aqg
j (14)
is the Coulomb component of the energy gap.
65,66

The standard formulation of nonadiabatic reaction rates
leads to the redox rate constant proportional to the Gaussian
probability (eq 2) of reaching zero energy gap X = 0. The
condition of equal rates at equilibrium defines the stationary
electrochemical potential p7] as

https://doi.org/10.1021/acs.jpcb.2c00338
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Figure 2. Schematics of the energy levels and the energy-gap reaction
coordinate in the electrode half reaction of electron transfer. The
crossing parabolas represent the free energy surface F(X) of electron
transfer vs the energy-gap reaction coordinate X. The configuration of
energy levels shown here corresponds to the equilibrium electrode
potential yid (eq 15) when rates of oxidation and reduction are equal
and there is no driving force for an electrode half reaction.

1
9= —[(E)oy + (E

K, 2[( >Ox < >Red] (15)
where the angular brackets (..)oyreq specify the statistical
averages in the corresponding oxidation state. The instanta-

neous value of the reaction coordinate becomes
St C
X =%+ 65X,

(16)

where §(...) denotes the deviation from the average values in
the Ox state and, for the half reaction (cf. to eq 4), one obtains

1
2= —[(E)o, — (E
2[( >Ox < )Red] (17)
With this definition, the standard electrode rate constant
based on the average energy gap and the gap variance in the
Gaussian probability (eq 2) becomes

(M]z § [_ A_‘]
exp /1’4 s)

ko o exp[— 5
20y
where # = (ksT)™' is the inverse temperature. Equations 17
and 18 state that the average energy separation between the
oxidized state and the electrochemical potential of the metal is
given by a8t (Figure 2) and the variance of fluctuations around
the average is specified by 4 (eq 3). When summation over the
Fermi distribution of the electronic energy level in the metal is
included in the rate calculation, one obtains a somewhat more
accurate expression®

ko o erfe(\/BA7 /2) (19)

where erfc(x) is the complementary error function. Equations
16 and 18 imply that no driving force is required to describe
forward and backward standard reaction rates at the
equilibrium electrode potential. The continuously changing
electrode overpotential 7, —en = pi,, — pigs plays the role of the
electron-transfer driving force AF, = en in the electrochemical
experiment.”” The reorganization energy of a protein half
. 68,69 ¢ . «
reaction can be extracted, for instance, from the “trumpet
plot” displaying the oxidation and reduction peak potentials in
. . 56,70
cyclic voltammetry versus the logarithm of the scan rate.
Nonergodic Statistics of Protein Fluctuations. The
Gaussian statistics of the energy-gap reaction coordinate is
used in the derivation outlined in the Introduction and detailed

3004

here for an electrode half reaction. Polar liquids considered as
thermal bath in the Marcus theory possess sufficient fluidity to
fully adjust to changing electrostatics of the transferring
electron. The lack of flexibility and frustration of a folded
protein do not allow such complete adjustment. Therefore,
average energy gaps (X); in two electron-transfer config-
urations represent structures that are incompletely relaxed in
terms of electrostatics (Figure 3) as signaled by the presence of

>
>
>

< I

)\Sfl Solvent coordinate

Figure 3. Illustration of the reduced separation between the average
energy gaps (X); (i = Ox, Red) in the frustrated protein medium not
allowing full equilibration with the electric field of the transferring
electron. The wiggled line is a schematic projection of the full energy
landscape of the protein on a small subset of degrees of freedom of
protein and water (“solvent coordinate”) coupled to electron transfer.
The one-dimensional representation is an illustration of a multi-
dimensional partial free energy surface (i.e., the potential of mean
force) serving as the vertical axis.

an unrelaxed electric field inside the protein’' and the
corresponding electrostatic stress’> (see the discussion of the
electric field in the active site below). Note that a minimum
corresponding to the configuration fully relaxed to the
electrostatic perturbation might not even exist if it comes in
conflict with the structural stability of the folded protein. The
difference of average energy gaps (X); representing some
intermediate local minima on the energy landscape of the
protein (Figure 3), does not connect in this scenario to the
equilibrium, thermodynamic Marcus reorganization energy and
one arrives at the inequality between A% and 4 (eq 5). Two
unequal reorganization energies combine in the reduced
reaction reorganization energy A" (eq 6) recorded by kinetic
measurements.

Nonergodic sampling of statistical configurations leading to
eq S can be achieved by a number of mechanisms.
Protonation/deprotonation equilibria are one of them.
Measurements of the protein charge by protein charge
ladders” analyzed with capillary electrophoresis have shown
that azurin’s charge changes by —0.51 + 0.04 units of
elementary charge upon electron transfer.”* The fractional
charge is assigned to changes in the protonation state of non-
coordinating residues, predominantly histidines (His). Accord-
ing to FDR argument, the response is equivalent to
fluctuations: changes in the protonation state upon altering
charge must reflect fluctuations of proton binding coupled to
charge transfer. This observation poses the question of whether
ionizable protons should be included in the list of nuclear
degrees of freedom that reorganize to drive protein electron
transfer. The answer depends on the relative magnitudes of the
reaction rate and the rate of protonation/deprotonation.

If protonation/deprotonation of amino acids were fast
compared to the reaction time for oxidation/reduction, one
would obtain many proton exchange events on the reaction
time 7pr ~ kgr and could apply Gibbsian statistics” to the
statistical average. These exchange events involve single

~
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. . . 76,77
particles and produce non-Gaussian telegraphic noise.

Deviations from the Gaussian picture of crossing parabolas
follow, also for wetting by hydration water involving only a few
molecules.”® However, protonation/deprotonation reactions
are typically slow and essentially no such events occur on the
reaction time 7gp. This is the limit of extreme nonergodicity,
similar to the well-established Franck—Condon principle in
molecular spectroscopy. No protonation/deprotonation tran-
sitions occur on the reaction time scale, but these events
happen before and after electron transfer and can be
accomplished during a much longer waiting time before the
next reaction event. Therefore, such slow protonation/
deprotonation equilibria contribute only to heterogeneous
population kinetics and do not affect the electron-transfer rate
constant calculated for a specific protonation configuration.

To evaluate the effect of protonation/deprotonation
equilibria on the reaction kinetics, consider the protonation
of a residue located at the distance r from the active site. The
electronic energy of the active site E in the protein in the
protonated state is related to the active-site energy E in the
deprotonated state as

- ez
E=E-—
€uiT (20)
where €. is the effective dielectric constant of the screening
medium. If the energy alteration happens sufficiently fast, on
the time scale shorter than 7gr, many random fluctuations
between E and E will contribute to the Gaussian variance oy
and the average (X);. Alternatively, one has to assign individual
rates to each protonation state and take a weighted average in

the decay of populations for Ox or Red states.

B ENERGETICS OF ELECTRON TRANSFER

Polarizability of the Active Site. Blue copper proteins
are well known for their bright colors deriving from the ligand-
to-metal charge-transfer transitions.””’” The intense optical
transition (¢ ~ 500 M™! cm™) in azurin’s oxidized state is
enabled by the covalent character of the Cu—S(Cys-112) bond
in the active site. Absorption of light leads to charge transfer’”
from the pz orbital of S(Cys-112) to the 3d,2_,> half-occupied
orbital of Cu™. The optical transition is associated with the
transition dipole Mcr =~ 4.4 D, the absorption frequency 71,
~ 2 ¢V*® and the corresponding polarizability
2
cT

Dys

~ 316 A

XX __
acr =2

e2y)

where the x-axis of the body frame is chosen along the Cu—
S(Cys-112) bond. The charge-transfer absorption band
involves three Gaussian sub-bands, and the full fit yields acr
= 44.6 A’ (see the Supporting Information). The reduced
azurin has a 3d'° electronic configuration and shows much
reduced absorption intensity. The polarizability of the highest
occupied level in the Ox state of the active site (eq 10) was
calculated with ZINDO and CIS/3-21* methods involving
1000 and SO0 excited states, respectively (see the Supporting
Information). The value a, ~ 12—14 A3 falls below the
spectroscopic result by a factor of ~3, thus confirming the
general trend of quantum calculations to underestimate the
molecular polarizability.®' Based on spectroscopic evidence, we
anticipate that the active site must be more polarizable than
what follows from the present quantum calculations.
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The vacuum polarizability tensor ¢, in the body frame of the
active site is anisotropic (Red state, ZINDO calculation, A%)

1820 1.78 048
@, =178 1597 125
048 125 1413 (22)

The largest (%) component is along the Cu—S(Cys-112)
bond. We also find that the electric field of the protein-water
thermal bath at the active site is highly anisotropic, with a large
average value, (E,) ~ 0.4 V/A, also along the Cu—S(Cys-112)
bond (Figure 4). The active site is, therefore, oriented within

6.0

—~ 4.0

[

L

~—"

Q oot

0.0

Figure 4. Normalized distributions of the electric field from the
protein-water thermal bath at the azurin active site calculated in the
body frame of the protein. The x-axis of the body frame is along the
Cu—S(Cys-112) bond, the y-axis is in the plane of (protein center of
mass)-Cu—S(Cys-112) points, and the z-axis is perpendicular to this
plane.

the protein scaffold to allow the strongest coupling of the
electronic polarizability with the medium field. A very similar
situation was found for the heme of Cyt—c.60 However, with our
current polarizability calculations, the effect of field anisotropy
on the distribution of the electron-transfer energy gap is less
significant for azurin than for Cyt-c.

The normalized distributions of the Coulomb energy gap X©
(eq 14) for the Red and Ox states are shown in Figure S. They
are compared to distributions of the energy gap Xgol (eq 13)
including the free energy of polarizing the active site. The
resulting reorganization energies A% and A are listed in Table 2.

2.0 T T T
1.6-
g 1.2f
t Red
S 0.8
0.4]
0.0 ——

Figure S. Normalized distributions of the Coulomb component of the
energy gap in Red and Ox states of azurin. The red lines indicate the
distributions of the Coulomb energy X due to atomic charges Ag; at
the active site (eq 14). The blue lines show the distribution of
energies X including the free energy of polarizing the electronic
density of the active site (eq 13). The separation between the
distribution maxima 24% specifies the Stokes-shift reorganization
energy, the distribution width provides the reorganization energy A.
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Table 2. Reorganization Energies” of Azurin (eV)
nonpolarizable polarizable
e Q P X s 2 7 P 2 7 2 a
Red -3 117 1.17 0.99 1.36 0.72 1L1S 1.25 0.96 1.44 0.66
Ox -2 1.16 135 1.16 135
Ox/HSP-35" -1 1.03 0.92 0.85 111 0.58 1.04 0.90 0.85 1.08 0.57
Ox/HSP-83 -1 1.06 1.01 0.87 1.20 0.59 1.0S 0.99 0.86 1.18 0.57
Ox/HSP-35/83 0 1.03 0.94 0.84 113 0.57 1.03 091 0.84 1.09 0.56

“The reaction reorganization energy A" is calculated from eq 6 by taking the variance reorganization energy as the average of Ox and Red values 4 =
(Aox + Ared)/2- YHSP-35 and HSP-83 refer to azurin mutants with a single protonates histidine residue; HSP-35/83 is the mutant with both

histidines in the protonated state.

In addition to the apparent reorganization parameters obtained
directly from simulations and specified with the subscript “L”
(referring to the size L of the cubic simulation box), Table 2
lists the reorganization energies corrected for finite size effects
(with the subscript dropped).

The simulation protocol used to produce finite-size
reorganization energies listed in Table 2 is described in detail
in the Supporting Information. Briefly, following our previously
established protocols,”>****’® MD simulations of azurin (PDB
code 1AZU) hydrated with 36469 TIP3P water molecules
were performed using NAMD simulation software.*> Produc-
tion NVT trajectories were accumulated for 300 ns for each
redox and protonation state. The difference charges Ag; in eq
14 required for the Coulomb component of the electron-
transfer energy gap were calculated from DFT/B3LYP/6-
31g(d,p) in different schemes for extracting the atomic charges
(Tables S5—S12). The CHELPG scheme for Ag; was adopted.

The reorganization energies for half redox reactions are
noticeably affected by finite size effects as was first shown by
Ayala and Sprik.** The need for such corrections comes from
the fact that changing the oxidation state in a half reaction
makes the overall charge of the simulation cell nonzero. This
difficulty, which also appears in simulations of ionic
solvation,®* is the result of the Coulomb interaction of the
transferring charge with the uniform charge background of the
simulation cell in the Ewald-sum protocol.*® It appears™ that
the finite-size correction term enters Af' and A; with opposite
signs

A= - l(32(1 —ehe
2
1 _
28 =St 1] — !
L 23 ( )C (23)

The formula for ¢ in this equation was derived by

Hiinenberger and McCammon®”®®
- Q Q?
R, L) =&+ —— —
(R, L)=¢ RC SR (24)

for a spherical solute with the radius R and volume € = (47/3)
R® placed in the cubic simulation cell with the side length L; &
—2.837298/L is the Wigner potential of the lattice of replicas
of the central cell surrounded by a conducting sphere®” and ¢
is the dielectric constant of the medium (¢ ~ 91 for TIP3P
water at 298 K used in simulations). Adding/subtracting the
finite-size correction term makes A about 10% higher than A,
and /% lower than 43 by the same amount. In short, finite-size
corrections separate A% and A by about 20% of their apparent
values obtained from simulations (Table 2).
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We also notice that the polarizability of the active site &, (E,)
is modulated by fluctuations of the electric field coupled to the
dipole moment differences Amy, in eq 10. The distributions of
polarizability traces a, = (1/3)Tr[a.(E,)] calculated on
trajectories for Ox and Red states are shown in Figure 6.

15/ 1
—~ r Red 1
S 1.0t .
o r Ox |

0.5 1

08596 17 18 19 20 21 22

a,, A

Figure 6. Normalized distributions of the polarizability trace a,
(1/3)Tr[a.(E,)] referring to the highest occupied electronic state of
the active site calculated from eq 10 and MD trajectories of the
electric field in the Ox and Red states of azurin.

Overall, the effect of polarizability on the reorganization
energies is modest in the present calculations. This comes in
contrast to strong polarizability effects found for Cyt-c™>®
where strongly anisotropic, and higher in magnitude, polar-
izability of the heme combines with a matching anisotropy of
the electric field of the protein-water medium to produce a
significant separation of the Stokes-shift and variance
reorganization energies (eq S). Similar matching anisotropies
between the active-site polarizability and the medium field are
found here for azurin where the direction of the Cu—S bond
displaying charge-transfer character’® shows both the highest
polarizability and the highest medium field. Given that our
quantum calculations fail to reproduce a large transition dipole
of the charge-transfer optical transition responsible for the
bright color of Ox azurin, our calculations are likely to
underestimate both the polarizability magnitude and its
anisotropy. Therefore, the separation between 1% and A
reported here will increase when more realistic polarizability
estimates become available. Note that a full description of the
effect of polarizability on electron transfer requires globally
nonparabolic free energy surfaces,”’ and our reliance here on
the picture of crossing pambolas2 serves as a simple, even
though not exact, mathematical route to the activation barrier.
It also appears that partial desolvation® of the protein in
electrochemical interfacial experiments provides a more robust
explanation for the low electrochemical values of A" listed in
Table 1.
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Table 3. Protein Reorganization Energies (eV)
nonpolarizable polarizable
State Q A AL % A A A A P A A
Azurin
Red -3 0.50 131 0.31 1.49 0.06 0.47 13§ 0.28 1.54 0.0S
Ox -2 1.51 1.70 1.52 1.71
Cytc®
Red 8 0.68 297 0.88 3.16 0.27
Ox 9 228 247 (0.22%)

“Simulation trajectories from ref 53 in the point-charge model of the active site. bExperimental value for Cyt-c electrostatically attached to the

SAM.”!

Reorganization of the Protein. The conditions of
electrochemical experiment, where the protein is immobilized
on the SAM coating the metal electrode, can be substantially
distinct from the solution simulations carried out here.”>""
The hydration shell around the active site is grossly reduced by
attachment, and fluctuations of the protein might become the
leading component of the entire fluctuation spectrum of the
thermal bath. Furthermore, from the fundamental perspective,
it is the frustrated protein scaffold that is expected to
demonstrate nonergodic statistics of electrostatic fluctuations
and one wants to know the extent of separation between A%
and A for the protein component alone. These results are listed
in Table 3 (Q is the protein charge). The free energy surfaces
of electron transfer”’

F(X) = — ' In[p(X)] (29)
[p(X) is the normalized probability density, Figure 5] from the

protein alone are compared to the entire protein-water system
in Figure 7.

X, eV

Figure 7. Free energy surfaces F(X) (eq 25) for the half reaction of
electron transfer from metal to azurin (Ox) and from azurin (Red) to
the metal electrode at the equilibrium electrode potential (eq 15).
The values of X from simulations are shifted to ensure the crossing of
the free energy surfaces at X = 0 of electron transfer to/from the
highest occupied electronic state in the metal with the electrochemical
potential 453 (Figure 2). The blue points refer to the entire protein-
water thermal bath, while the black points refer to the protein only.
The dashed lines are parabolic fits of the free energy surfaces
calculated from simulations.

Thermal fluctuations of the protein display a significant
extent of nonergodicity, with the ratio of reorganization
energies /A% ~ 6 for azurin. Such a large distinction between
the Stokes-shift and variance reorganization energies leads to
the kinetic reorganization energy A" significantly below
experimental observations (Tables 1 and 3). Comparison
between A" values obtained from full solution simulations
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(Table 2) to the protein reorganization energies (Table 3)
allows us to suggest that azurin is partially desolvated when
attached to the SAM, with A" falling in between the all-solvated
and protein-only values.

Similar phenomenology applies to Cyt-c with 1/4% = 3.6 for
the protein component (Table 3). The results of electro-
chemical kinetic measurements were supported by the model
involving a polarizable heme. The corresponding experimental
data were obtained for Cyt-c proteins immobilized by linking
the heme to the terminal pyridine group of the PyC,,/C,,
monolayer.w’92 On the other hand, electrostatic immobiliza-
tion of Cyt-c significantly lowers the observed reorganization
energy to ~0.22 eV, which is exg)ected to predominantly arise
from the protein polarization.”’ This outcome is indeed
consistent with the number for Cyt-c listed in Table 3. In
contrast to Cyt-c, immobilization of azurin is achieved through
hydrophobic interactions between the hydrophobic area
around the copper atom and methyl heads of alkanethiol.””*
The binding site of azurin is a largely hydrophobic domain that
includes the nitrogen (NE2) atom of the partially solvent
exposed copper ligand His-117."* Immobilization of Cyt-c and
azurin is thus achieved through different binding motifs.
Investigation of electrochemical kinetics on methyl- and OH-
terminated SAMs has shown about 20% higher reorganization
energies for hydrophilic surfaces compared to hydrophobic
SAMs.'" This reproducible change suggests a larger solvent
contribution to reorganization energy for hydrophilic binding
as ascribed to enhanced water accessibility to the protein metal
center. All these experimental observations support the
assessment that low values of A" should be ascribed to protein
reorganization, which becomes the dominant component of
the activation barrier for partially desolvated metalloproteins
adsorbed either to SAMs in electrochemical experiments or to
large protein complexes in biological energy chains.

Altering Protonation State. Altering protonation state of
histidine (His-35 and His-83) residues in azurin can affect
electrostatics of the active site (eq 20) and the activation
barrier of electron transfer. Conversion between protonated
and deprotonated forms was reported for His-35"* in the pH
range =~ 4.9—8.5 of the titration curve. In contrast, His-83
with® pK.q = 7.72 and pK,, = 7.50 is often viewed as
protonated in both oxidation states of azurin. To study the
effect of altering electrostatics on the half reaction of electron
transfer, simulations of three mutants with protonated
histidines were done in the Ox state of the active site (Table
2). The average distances between the Cu atom and the
protonation sites of histidines from MD simulations are 7.71 A
(His-35) and 14.62 A (His-83). The corresponding shifts of
(X®) compared to the corresponding deprotonated Ox state
are —0.27, —0.22, and —0.28 eV. The last value refers to the
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double protonated Ox state (HSP-35/83 in Table 2). Based on
eq 20, the first two shifts require €. ~ 4.5—7 for the protein
dielectric screening medium.

The reorganization parameters listed in Table 2 are for a
hypothetical electronic transition from the deprotonated Red
state to three different protonated Ox states. This condition
corresponds to nonergodic protonation, which is slower than
the electron-transfer reaction, thus leading to several distinct
rate constants. If one alternatively assumes ergodic proto-
nation, then switching between different protonation states
should lead to a telegraphic electrostatic noise broadening the
distribution of electron-transfer energy gaps. Such a combined
trajectory can be produced by a Monte Carlo formalism
switching between different trajectories corresponding to each
protonation state. One might anticipate that the highest extent
of broadening is achieved when all states are equally populated.
Such simulations produce a relatively small extent of
broadening of the energy gap distribution shifting the variance
reorganization energy from A ~ 1.16 eV for a deprotonated Ox
state (nonpolarizable model) to 4 ~ 1.26 eV when all three
protonation states equally contribute to the gap distribution.
We can conclude that even the fully ergodic configuration of
fast protonation—deprotonation of histidine residues does not
strongly affect the statistics of the energy gap. Protonation
equilibria of far-away residues, which are not in direct
electrostatic contact with the active site, do not significantly
affect the kinetics of electron transfer (Figure 8).

T _ HSP-3 T
1.5 — HSP-83 i
e ---- HSP-35/83 Ox
X1.0 1
o
0.5 g
0.0 | ‘
-2 -1 é) 1 2
X7, eV

Figure 8. Normalized distributions of the Coulomb component of the
energy gap in Red and Ox states of azurin. The Ox state includes
different protonation states of His-35 and His-83 residues; HSP-35
and HSP-83 specify states with a single protonated residue and HSP-
35/83 refers to the state in which both His residues are protonated.

B DISCUSSION

We have considered several physical mechanisms to explain
small activation barriers for electrochemical kinetics of azurin
(Table 1): (1) electronic polarizability of the active site, (2)
altering protonation states of far-away histidine residues not
directly connected to the active site, and (3) partial desolvation
of the protein when attached to the surface monolayer. Based
on the active sites polarizability from quantum calculations and
separate simulations of protonated states of His-35 and His-83
residues, the first two mechanisms do not provide sufficient
lowering of the activation barrier. There are good indications
that the active site polarizability is significantly underestimated
by the present quantum calculations and smaller activation
barriers are anticipated for more polarizable active sites. The
calculations result in the reaction (kinetic) reorganization
energy A* =~ 0.66 eV (Table 2), which is close in magnitude to
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A"~ 0.57 eV found in previous calculations for Cyt-c involving
a polarizable active site.’® Nevertheless, this value still
significantly exceeds A" =~ 0.2—0.3 eV reported by electro-
chemical kinetic measurements (Table 1). The last mecha-
nism, partial protein desolvation, seems to deliver the most
robust explanation of experimental findings. The reorganiza-
tion energies A% and /1 are strongly separated for the protein
component of the thermal bath (Table 3). Elimination of the
water layer when the protein is attached to the SAM-coated
electrode is the main reason for the low activation barrier.

The suggested mechanism is consistent with a number of
previous observations that large membrane-bound protein
complexes***~>° demonstrate most significant violation of
FDRs. It is the constrained and frustrated protein scaffold that
allows 1% < 1. The water shell around a small soluble protein
substantially balances this effect out. Hence, the protein
complex has to be large to shield water out and to allow
nonergodic protein electron transfer, or, alternatively, the water
shell needs to be pushed away for an interfacial reaction.

All mechanisms considered here require significant depar-
ture from the standard Marcus theory of electron transfer,
which was developed for homogeneous polar liquids producing
Gaussian fluctuations of the localized electronic states subject
to FDR constraints. Application of these ideas to protein
electron transfer raises the question of how far the underlying
assumptions can still be applied to the heterogeneous protein-
water thermal bath as opposed to the homogeneous polar
liquid considered in the Marcus theory.

From the general perspective, electrostatic coupling between
the transferring electron and the medium involves many
particles of the medium and thus puts the problem under the
umbrella of the central limit theorem. The energy gap
fluctuations are mostly Gaussian, masking many of the
potential difficulties with other assumptions of the model.
The FDR requires A% and 4 to be equal and the variance of the
energy gap to scale linearly with the temperature 0% « T (eq
3). It thus describes the shift of the medium to a new
equilibrium, under an external force, while preserving the
medium structure (in analogy to a spring stretching in
response to an external force, but not changing its force
constant). If the structure of the medium is altered, the FDRs
must be violated. Changes of the protein structure, or of its
protonation state, must lead to various levels of departure from
the standard Marcus theory, which is based on the validity of
FDRs.

In addition to these considerations, the protein fold imposes
severe restrictions on the ability of the medium to fully
equilibrate with a given electronic state. These restrictions can
be either structural, implying that full equilibration cannot be
reached, or dynamic, meaning that such equilibration might
require times longer than the reaction time. In the former case,
mechanical equilibrium is reached without ever attaining the
electrostatic equilibrium. In the latter case, the full ensemble of
configurations is not accessible on the reaction time and the
ensemble of configurations is nonergodic. The structural
recovery time can be 2—3 times longer than a-relaxation
described by FDRs in simple liquids,” but can take even
longer time for proteins. The mechanistic consequence of
these various mechanisms is reflected in a separation between
2% and 1. Because only two moments of the energy gap are
meaningful in the Gaussian statistics, all the complexity of the
protein-water thermal bath is hidden in this fairly simple
phenomenology.
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The effect of the oxidation state on pK, values of ionizable
residues and their electrostatic effect on the reaction kinetics
provide a potential mechanism for allostery when changing the
oxidation state on one site can trigger the corresponding redox
reaction on a distant site. This electrostatically driven allostery
becomes an alternative to the usually anticipated elastic
allostery driven by conformational transitions. However, our
present calculations do not support this attractive hypothesis:
the electrostatic coupling of far-away ionizable residues to the
active site turns out to be insufficient to noticeably affect a
redox reaction. In addition, changing the ionization state must
be a process sufficiently fast on the reaction time scale. When
this does not happen and altering ionization state is a
nonergodic process, the electrostatic coupling provides a
constant shift of the energy gap, which cancels out in either
Stokes or variance reorganization energies fully specifying the
activation barrier.
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