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ABSTRACT
Recently, vibration energy harvesting has been seen as a vi-

able energy source to provide for our energy dependent society.
Researchers have studied systems ranging from civil structures
like bridges to biomechanical systems including human motion
as potential sources of vibration energy. In this work, a bench-
top system of a piecewise-linear (PWL) nonlinear vibration har-
vester is studied. A similar idealized model of the harvester was
previously looked at numerically, and in this work the method
is adjusted to handle physical systems to construct a realistic
harvester design. With the physically realizable harvester de-
sign, the resonant frequency of the system is able to be tuned
by changing the gap size between the oscillator and mechanical
stopper, ensuring optimal performance over a broad frequency
range. Current nonlinear harvester designs show decreased per-
formance at certain excitation conditions, but this design over-
comes these issues while also still maintaining the performance
of a linear harvester at resonance. In this investigation, the sys-
tem is tested at various excitation conditions and gap sizes. The
computational response of the resonance behavior of the PWL
system is validated against the experiments. Additionally, the
electromechanical response is also validated with the experi-
ments by comparing the output power generated from the exper-
iments with the computational prediction.

∗Address all correspondence to this author.

INTRODUCTION

Vibration energy harvesting is an increasingly viable en-
ergy source for everything from individual devices to large-scale
power generation. By harnessing this ubiquitous energy source
in physical systems, electrical energy can be generated for a vari-
ety of applications. On small scales, vibration energy harvesters
can be used to power individual electronic devices. This sus-
tainable and plentiful energy source removes the need for exter-
nal power sources, while maintaining the necessary energy den-
sity [1–3]. This technology could also be implemented in larger-
scale power generation. One vast potential source of this energy
is from waves on the surface of the ocean [4, 5]. With miles of
coastline and constant movement, immense energy is available
for power generation. It is estimated that globally, 2.11 TW of
energy is available for harvesting from ocean waves, with 280
GW available in the coastal waters along the United States [6].
Due to the wide variety of possible applications, this technol-
ogy has the potential to fulfill many of society’s growing en-
ergy needs, while also reducing dependency on traditional car-
bon based fossil fuel energy sources [7].

The earliest and most basic form of vibration harvesters are
based on simple lightly damped linear oscillators [8]. These de-
vices provide maximum energy generation while operating at
the device’s resonant frequency, but show a dramatic decrease in
performance as the frequency of ambient vibration moves away
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from resonance. This is due to the inherent frequency response
characteristics of these systems. In order to broaden the effective
frequency range, researchers have devised different harvesting
techniques to preserve maximum efficiency while also increas-
ing the effective frequency range. One alternative method for
broadband transduction is array-harvesting [9–11], which uses
many linear systems with different resonant frequencies, allow-
ing the system to harvest relatively effectively over a predeter-
mined range. While this method did show increased performance
at the resonance values of the array, the system setup is complex
and the array method reduces the energy density of the system,
making implementation difficult. Another alternative method is
nonlinear energy harvesting [12, 13] which introduces a nonlin-
earity into the system. These systems exploit the material and ge-
ometric nonlinearities to broaden the effective frequency range.
While this method did show certain improvements, the perfor-
mance still did not match that of linear harvesters at resonance.

Another harvesting method that researchers are currently
investigating is piecewise-linear (PWL) nonlinear harvesting
[14–16]. These devices introduce a nonlinearity in the form of
a mechanical stopper to the conventional linear system. While
it has been found that these systems broaden the effective fre-
quency range for up-sweep excitation conditions, the perfor-
mance is often reduced for arbitrary excitation conditions. These
PWL harvesters also do not achieve the same performance as lin-
ear harvesters at resonance. In order to achieve maximum perfor-
mance over a broad frequency range with a variety of excitation
conditions, a modification of the PWL nonlinear harvester has re-
cently been proposed and numerically investigated [17]. In this
design, an adjustable mechanical stopper is introduced. By ad-
justing the gap size in the PWL oscillator, the resonant frequency
of the harvester system is able to be tuned to match the excitation
signal, achieving a continual optimized performance. In order to
employ this control method, the bilinear amplitude approxima-
tion (BAA) method [18–21] is leveraged to efficiently calculate
the response of PWL nonlinear systems. This method is first used
to compute the optimal gap size over the interested frequency
range. After extracting the external frequency and amplitude,
the gap size can then be adjusted to the precomputed optimal
position. Through a numerical investigation, it was found that
the system with the adjustable gap performed better than many
current vibration harvesters since it could operate effectively for
drifting and stationary excitation conditions.

In this paper, an experimental investigation is conducted
to demonstrate the effectiveness of the new PWL energy har-
vester with a controllable gap for the first time on a physical
system. The new system is tested at different excitations con-
ditions where the system dynamics are monitored. These results
are then compared to traditional linear designs, as well as a nu-
merical simulation of the proposed system. Modifications of the
computational model and extensions to the method to account for
parameters not considered in the original idealized PWL oscilla-

tor are also presented.
The remainder of this paper is organized as follows. The

methodology section first introduces the changes to the compu-
tational model. The dynamics of the system as well as the solu-
tion process are then presented. Next, the experimental setup and
process used to identify system parameters is presented. Finally,
the physical investigation section outlines the experimental pro-
cess and compares the measured performance of the harvester to
the computational model.

METHODOLOGY
This section presents the mathematical model of the PWL

mechanical system and how to solve for the system dynamics
using the BAA method. Next, the electromechanical model is
introduced. Finally, the experimental setup is discussed and how
the mechanical parameters of the system were identified is expli-
cated.

Mathematical Model
The mechanical model that will be discussed in this section

is given in Fig. 1. As mentioned in the introduction, this research
is based on a numerical study of the harvester, which did not
account for the mass of the stopper in the system [17]. In order to
model the system more accurately, adjustments have been made
to the original model and are introduced below.

The harvester consists of a mass m connected to a spring
of stiffness k oscillating in a base-excited system. This mass is
intermittently contacting a mechanical stopper of mass m∗ and
stiffness k∗. It also assumes that all the damping in the system
is linear and viscous with damping coefficients given by c and
c∗. By using a linear actuator, the gap size g(t) between the mass
and mechanical stopper can be adjusted. Note that the position
of the gap size is only dependent on the actuator position, not the
mass displacement. The key change to the methodology from

y(t)

k, c

m

x(t)

m*, k*, c*

adjustable gap size g(t)

linear actuator

FIGURE 1: PWL harvester mechanical model.
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[17] is that the mass of the spring and plate m∗ that the primary
mass m interacts with are now being accounted for, which will
affect how the following equations and variables are defined. The
base displacement of the system is assumed to be y(t) and the
displacement of the mass is represented by x(t). The equations
of motion used are in Eqn. (1).

m̄ ¨̄xc(t)+(c+ c∗) ˙̄xc(t)+(k+ k∗)x̄c(t) =

−m̄ÿ(t)+ c∗ġ(t)+ k∗g(t) when x̄≥ g,

m ¨̄xo(t)+ c ˙̄xo(t)+ kx̄o(t) =−mÿ(t) when x̄ < g.
(1)

In Eqn. (1), some parameters were transformed for ease of
calculations: x̄ = x−y denotes the relative displacement between
the base and mass m; the parameter m̄ = m+m∗ was also intro-
duced to represent the combined mass of the mass and stopper in
the closed state. Note that the subscript o denotes the system in
the open case or x̄ < g and the subscript c denotes the closed case
or x̄≥ g. This equation can be rewritten as

¨̄xc(t)+2(ζc1ωc1 +ζc2ωc2) ˙̄xc(t)+(ω2
c1 +ω

2
c2)x̄(t) =

ÿ(t)+2ζc2ωc2ġ(t)+ω
2
c2g(t) when x̄≥ g,

¨̄xo(t)+2ζoωo ˙̄xo(t)+ω
2
o x̄o(t) =−ÿ(t) when x̄ < g.

(2)

The new parameters used in Eqn. (2) are given as

ω
2
o =

k
m

, ζo =
c

2mωo
,

ω
2
c1 =

k
m̄

, ζc1 =
c

2m̄ωc1
, ω

2
c2 =

k∗

m̄
, ζc2 =

c∗

2m̄ωc2
.

The BAA method was developed for periodic excitation
cases, and for simplicity this work will assume a harmonic exci-
tation y(t) = y0 sin(αt) in which y0 is the amplitude of excitation
and α is the excitation frequency. Next, dimensionless variables
are introduced. The time related dimensionless variables are:

τo = ωot , ρo =
α

ωo
,

τc = ωc1t , ρc =
α

ωc1
, ρ
∗
c =

ωc1

ωc2
.

Using the dimensionless variables, Eqn. (2) can then be rep-
resented as:

x̄′′c (τc)+2(ζc1 +ζc2ρ
∗
c )x̄
′
c(τc)+(1+ρ

∗
c

2)x̄(τc) =

ρ
2
c y0 sin(ρcτc)+2ζc2ρ

∗
c g′(τc)+ρ

∗
c

2g(τc) when x̄≥ g,

x̄′′o(τo)+2ζox̄′o(τo)+ x̄o(τo) = ρ
2
o y0 sin(ρoτo) when x̄ < g,

(3)

where the symbol (′) denotes differentiation with respect to the
time variable τ . Note that due to the nature of the dimensionless
variables chosen, τo 6= τc and ρo 6= ρc at a given excitation fre-
quency α . To convert between the closed and open domains for
analysis, the following conversions must be completed.

τo = τc

√
m̄
m

and ρo = ρc

√
m
m̄
. (4)

Lastly, the displacement related dimensionless variables are
introduced

u =
x̄
y0

and δ =
g
y0
. (5)

These variables allow for the pre-computation of all re-
sponses independent of the base motion since x̄ and g have been
scaled by the input signal amplitude y0. The final equation of
motion can then be written as:

u′′c (τc)+2(ζc1 +ζc2ρ
∗
c )u
′
c(τc)+(1+ρ

∗
c

2)u(τc) =

ρ
2
c sin(ρcτc)+2ζc2ρ

∗
c δ
′(τc)+ρ

∗
c

2
δ (τc) when u≥ δ ,

u′′o(τo)+2ζou′o(τo)+uo(τo) = ρ
2
o sin(ρoτo) when u < δ .

(6)

System Dynamics
PWL oscillators have been studied extensively in recent

decades [22, 23]. In order to effectively predict the dynamic re-
sponse of these systems at various gap sizes, the BAA method is
used to find the solution of Eqn. (6). The main idea of the BAA
method is that one vibration cycle is the coupled response of the
closed and open states. This method also assumes that the vibra-
tion cycle has only one interval in the open state and one interval
in the closed state. This gives an overall period T = To+Tc where
To is the time interval in the open state and Tc is the time interval
in the closed state. After setting δ ′(τc) = 0, the coordinates of
the system in the closed and open states can be represented by a
combination of the linear steady-state and transient responses,

uc(τc) =e−ζ̄ ρ̄τc ac sin(
√

1− ζ̄ 2ρ̄τc +φc)

+
(ρc/ρ̄)2 sin(ρcτc−θc +Ψ)√
[1− (ρc/ρ̄)2]2 +(2ζ̄ ρc/ρ̄)2

+δ (
ρ∗c

2

1+ρ∗c
2 ),

uo(τo) =e−ζoτoao sin(
√

1−ζ 2
o τo +φo)

+
ρ2

o sin(ρoτo−θo +Ψ)√
(1−ρ2

o )
2 +(2ζoρo)2

.

(7)

where ρ̄ =
√

1+ρ∗c
2, ζ̄ = (ζc1 + ζc2ρ∗c )/

√
1+ρ∗c

2, θc =
tan−1 (2ζ̄ ρcρ̄/(ρ̄2 +ρ2

c )), and θo = tan−1 (2ζoρo/(1−ρ2
o )); ac
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and ao are scalar coefficients representing the amplitude of the
transient response; φc and φo are phase angles of the linear tran-
sient responses; and the angle Ψ represents the phase difference
between the excitation and steady state response that results from
the piecewise linear nonlinearity.. To solve for the unknowns in
Eqn. (7), a nonlinear optimization solver is used to minimize the
residual of the following compatibility conditions:

uc(0) = δ ,

uc(Tc) = δ ,

uo(Tc) = δ ,

uo(Tc +To) = δ ,

u′c(Tc) = u′o(Tc),

u′c(0) = u′o(Tc +To).

(8)

In Eqn. (8), the first four conditions are the displacement compat-
ibility conditions at the transition from the closed to open state
and vice versa. The remaining two equations represent the ve-
locity compatibility at the transition between states. Note that
the time Tc is also an unknown in Eqn. (8) since it cannot be pre-
determined. The function ‘lsqnonlin’ in Matlab [24] was used
to solve for this parameter as well as the other unknowns. Once
these values are determined, the entire vibration cycle for the
chosen gap-size can be constructed. A detailed overview of how
the BAA method is used to construct the response of the idealized
nondimensionalized system has previously been published [17].

Electromagnetic Model
In order to predict the power output of the harvester, a

computational model of the electromagnetic induction was also
added to the model. In the preliminary steps of this investiga-
tion, an electromagnetic transducer was chosen as the method of
energy conversion. Another method that researchers commonly
use is piezoelectric transduction, which generates a charge in
response to applied mechanical stress. These usually take the
form of a cantilevered beam made of a piezoelectric material.
While these devices are suited for certain applications including
small-scale devices experiencing small deflections, the intended
application of a bench-top system with large motions led to the
selection of the electromagnetic transduction. Electromagnetic
methods are also more commonly used in large scale harvesting
including wave power generation [25].

In the physical system, a magnet is added to the oscillating
mass which moves through a coil. Faraday’s law states that the
induced electromotive force (em f ) due to the relative motion of
the magnet and coil is given by

em f =−dψ

dt
=−dψ

dz

∣∣∣∣dz
dt

∣∣∣∣, (9)

where ψ denotes the total magnetic flux through the coil turns.
The magnetic flux through a single coil [26] turn is then calcu-
lated as

ψ =
µ0 M

2

[
1√

r2 + z2
− z2

(r2 + z2)3/2

]
. (10)

Differentiating with respect to z then gives

dψ

dz
=

µ0 M
2

[
2∗ z3

(r2 + z2)5/2 −
3z

(r2 + z2)3/2

]
. (11)

Equation (11) gives the flux change through one coil of dis-
tance z from the dipole center of radius r, µ0 denotes the perme-
ability of free space, and M denotes the magnetic moment of the
magnet used. The magnetic flux change through the entire coil
with N turns of length l is finally expressed as

dψ

dz
=

µ0 M
2

n=N/2

∑
n=−N/2

zn

[
2∗ z2

n

(r2 + z2
n)

5/2 −
3

(r2 + z2
n)

3/2

]
,

where zn = z+n
(

l
N−1

)
.

(12)

With the calculated em f at each point in time, the root mean
squared voltage value and resistance R is then used to determine
the average power (Pavg) generated by the harvester as given in
Eqn. (13)

Pavg =
v2

rms

R
. (13)

Experimental Setup
In this section, the experimental setup of a PWL nonlinear

oscillator with an adjustable gap size is presented. In this inves-
tigation, an oscillating linear mass-spring system is coming into
intermittent contact with a mechanical stopper. The experimen-
tal setup used can be seen in Fig. 2. The system is comprised
of a mass on a linear guide rail attached to the base of the sys-
tem by extension springs. At one end of the linear guide rail,
a linear actuator (P8, Actuonix) with a mechanical stopper at-
tached to its end is placed with its shaft collinear to the motion of
the mass. By adjusting the position of the actuator, the gap size
between the mass and stopper can be changed, and hence the res-
onance frequency of the PWL system can be tuned to different
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IL-100 laser displacement sensors

P8 Linear Stepper Actuator

ET-126B electrodynamic shaker

Stopper and gap

Mass and springs

(a)

Gap

Stopper
Mass

Linear Rail
Springs

Actuator

(b)

FIGURE 2: (a): Experimental setup top-view. (b): Close-up view
of mass and stopper.

frequencies. The surface containing the rail, mass, and actuator
is connected to a horizontally mounted electrodynamic shaker
(ET-126B, Labworks) that creates a base excitation motion in
the direction of the linear rail. To monitor the system coordi-
nates, laser displacement sensors (IL-100, Keyence) are utilized.
One sensor is mounted on the base to capture the mass motion
relative the base (x̄) and one sensor is mounted on the vibration
table to capture the base motion (y).

Parameter Identification
Before analyzing the PWL system, experiments were con-

ducted to characterize the linear single DOF system. By studying
the forced response of this system for different cases, the param-
eters in Fig. 1 of the oscillator (i.e., m, c, and k) were identified.
This process was necessary for the investigation since in a physi-
cal system the inertia of the springs cannot be neglected, and the
damping values needed to be experimentally determined.

The single DOF system was subjected to a sinusoidal fre-
quency up-sweep while the motion of the base and mass were
monitored. The displacement transmissibility at each frequency
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FIGURE 3: Displacement Transmissibility of 1 DOF system with
half power points indicated by blue star and resonant peak indi-
cated by red circle.

point of the sweep was then calculated giving a displacement
transmissibility curve and resonant frequency, which is shown
in Fig. 3. From the transmissibility curve, the damping ratio ζ

can be estimated using the half-power bandwidth method given
in Eqn. (14)

ζ =
f2− f1

2 fpeak
, (14)

where f1 and f2 are the frequencies at the half-power points and
fpeak is the resonanace frequency of the system. The half power
points and resonance frequency are noted in Fig. 3 for one case.

With the damping ratio and resonant frequency calculated,
the natural frequency of the system can then be determined. Us-
ing the measured mass, the spring stiffness k and damping c can
then be calculated using fundamental equations of damped linear
oscillators.

This process was conducted with two different mass values,
giving two sets of m, k, and c. As the mass was the only param-
eter changed between the cases, the values of k and c should be
consistent between the two cases. This was not found to be true
when the inertia in the springs was not accounted for in the mass
term. By optimizing the mass addition from the springs, the val-
ues of k and c determined in the two cases converge to nearly the
same value.

In the optimization, one third of the spring mass was chosen
as a reference value for the mass contribution as this is the effec-
tive mass of an ideal spring. The necessary parameters were then
calculated for mass contributions ranging from 0 to 2.5 times the
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TABLE 1: Estimated system parameters.

Case m [kg] k [N/m] c [N s/m]
1 0.0857 436.80 0.8836
2 0.0686 430.83 0.8583

ideal effective mass. The iteration most consistent between the
two cases was then chosen for the remainder of the analysis. The
parameters identified for the nominal system are given in Tab. 1.

Since the optimization did not converge to single values of
stiffness and damping, the average values of k = 433.82 N/m and
c = .87095 N s/m were assumed to be the system parameters for
the analysis. The same process was conducted for the stopper
characterization with the system in the closed state for the entire
vibration cycle. This process gave m∗ = 1.75g, k∗ = 182.104
N/m, and c∗ = 0.695 N s/m as the assumed parameter values.

PHYSICAL INVESTIGATION
In this section, the bench-top system is tested at various ex-

citation conditions with the gap size set to the precomputed po-
sition for maximum transmissibility. These experimental results
are then compared to the simulation response at the same fre-
quency and gap size. Note that the gap size used in the physical
testing was set to 87% of the computed value. This is to ensure
that the system maintains intermittent contact and avoids the un-
desired jump phenomenon due to any excitation signal perturba-
tions [17]. The system parameters were first converted into the
dimensionless variables used in the computational tool. These
calculated parameters are given in Tab. 2.

Inputting these values in the computational tool, the maxi-
mum response envelope and precomputed gap size over the fre-
quency range bounded by the linear responses of the closed and
open states is constructed and shown in Fig. 4. Note: the re-
sponse envelope of the device when the gap size is set to 87% of
the optimal δr value is also plotted in black.

For the physical validation, four arbitrary frequency points
were compared to the results of the numerical tool. Two of the
chosen excitation frequencies occur where the optimal gap size

TABLE 2: Dimensionless variable values.

Variable Value Variable Value
ωc1 71.14 ωc2 46.09
𝜁c1 0.07137 𝜁c2 0.08859
ωo 71.15 𝜁o 0.07142
ρc* 0.6479
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FIGURE 4: (a): Response envelopes and linear responses plotted
with test points (*) (b): Precomputed optimal gap sizes.

(δr) is positive and two occur where the optimal gap size is nega-
tive. The four chosen frequency values can be seen in Tab. 3 with
the experimental results. In this work, ucomp is used to denote
the maximum transmissibility given by the numerical tool and
uexp denotes the experimentally calculated transmissibility. After
converting the dimensionless parameters to the physical dimen-
sioned form, the system was adjusted to 87% of δr and excited
with sinusoidal motion until it reached steady-state. The motion
of the mass and base were then measured and the experimental
transmissibility was calculated.

Starting with the lowest frequency value, it is shown that
the measured transmissibility of the base motion deviated from
the expected value from the simulation by 3.32%. The process
was then repeated for the next frequency value which gave an
error between expected and measured transmissibility of 5.39%.
The next two frequency values selected occurred where the opti-
mal gap size was computed to be negative. The results from the
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TABLE 3: Experimental results.

ρc 𝛿r ucomp Frequency [Hz] g [mm] uexp Error [%]
1.026 5.956 6.785 11.62 21.6 6.560 3.32
1.100 0.9207 5.675 12.45 3.40 5.390 5.39
1.155 -1.752 5.119 13.08 -4.03 4.823 5.79
1.197 -3.754 4.799 13.55 -7.88 4.350 5.61

Frequency [Hz] g [mm] ucomp uexp Error [%]
11.62 21.6 6.785 6.560 3.32
12.45 3.40 5.675 5.390 5.39
13.08 -4.03 5.119 4.823 5.79
13.55 -7.88 4.799 4.350 5.61

third frequency value showed an error of 5.79% and the last fre-
quency point gave an error of 5.61% from expected transmissi-
bility. These results show that the error from the expected results
ranged from 3% to 6% with an average error of 5.03%. The low-
est error of 3.32% occurred at the largest gap size of 21.6 mm.
A larger gap size coincides with a majority of the entire vibra-
tion period in the open state (To > Tc). The error then rose with
decreased gap size or increased Tc. The lower error in the large
gap case can most likely be attributed to an effective linear sin-
gle DOF model, but a less effective PWL model due to certain
assumptions made in the BAA method.

Although there was more error in the states with lower gap
values, there is some error present in all four cases. This may
suggest that the model and estimated parameters do not fully
capture the dynamics of the system. This can most likely be
attributed to other assumptions of the model including a linear
spring rate and a simple viscous damping model versus one that
accounts for Coulomb friction (e.g., between the moving mass
and linear guide rail). Nevertheless, the simple model does cap-
ture the dynamics quite well. In the investigation, the perfor-
mance of the harvester is shown to perform as effectively as a
linear harvester at resonance. Figure 4a summarizes the results
from the four frequency points and compares them to computa-
tional results.

Figure 4a shows that the method does an adequate job of
capturing the expected dynamics of the PWL oscillator and the
potential of an active control strategy for the gap size to tune the
harvester to the excitation frequency.

Experiments were also conducted to test the electromechan-
ical model by including an electromagnetic transducer into the
experimental setup. The transducer added to the system consists
of a coil wound around the mass’s axis of motion and a magnet
added to the carriage with its poles aligned with the rail. A model
of the transducer can be seen in Fig. 5. The mechanical sys-
tem creates relative motion between the magnet and coil which
is amplified by the PWL system. This relative motion causes a
flux variation in the coil turns which in turn generates an induced
electromotive force (em f ). This coil was placed in parallel with
a load resistor, where the induced voltage is measured.

The parameters of the transducer used in this work are
shown in Tab. 4. With the parameters identified, the system
was tested at three stationary excitations with constant frequency.
The power generated throughout the trial was monitored by

CoilsMagnet/Mass

Springs

Rail

Actuator & Stopper

FIGURE 5: Energy harvester model.

the voltage across the load resistor while the displacement was
tracked using the laser displacement sensors. The displacement
transmissibility and average power generation are then compared
to the simulation results. Table 5 summarizes the results of the
investigation. Note that the measured amplitude of the mass mo-
tion was used for the power generation simulation to test the ac-
curacy of the model.

In the experiment, it was shown that the transmissibility er-
rors fell in a similar range as discussed previously. As for the
electrical generation, the experimental and computational results
showed similar agreement in average power. While there was
error present, these results show that the electromagnetic model
also did an adequate job of capturing the system performance.
The error in these results can most likely be attributed to assump-
tions made in the model about the magnetic field generated by
the magnet. The model used did not account for the influence of
ferromagnetic conductors near the magnet which can influence
the field. While an attempt was made to minimize the amount
of ferromagnetic material in the vicinity of the transducer, there
were still components in the setup that could have influenced this
field.

TABLE 4: Transducer Parameters

Coil diameter [m] 0.0762 Resistance [Ω] 220
Magnetic moment [A m^2] 15.363 Coil length [m] 0.053
Number of coil turns 15
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TABLE 5: Energy generation results.

Frequency [Hz] g [mm] Transmissibility Error [%] Experiment Computational Error [%]
13.07 13.7 3.22 32.70 31.50 3.67
13.71 1.60 2.54 23.40 24.80 5.98
14.45 -6.30 4.59 17.07 17.79 4.22

Pavg [μW]

CONCLUSION
In this work, the performance of a PWL energy harvester

with a controllable gap was studied for the first time in a physi-
cal system. In this system, the resonant frequency of the device
was tuned to match the excitation frequency by setting the gap to
the precomputed optimal position. Modifications to the compu-
tational method are also presented to account for parameters not
considered in the underlying work as well as an energy genera-
tion model. The investigation showed that the results measured
from the physical system followed the expected behavior from
the computational tool, although as expected there was some er-
ror present in the computational prediction when compared to
the physical nonlinear system. The investigation also showed the
electrical generation model was in good agreement with the ex-
perimental results.

Future studies of this system should include analysis of the
net power gained from the process. In this work, the energy re-
quired to drive the actuator and power the sensors was not com-
pared to the generated power. This is because the current sys-
tem was not optimized for maximum transduction and minimal
power use. With the system now validated, future work needs to
include transducer and sensor optimization to ensure a net power
gain.

To further verify the new PWL energy harvester idea, ad-
ditional studies need to be conducted that incorporate the active
control method. The stopper must currently be manually set to
its optimal position, making sweeping and changing excitation
conditions difficult to study. An automatic control system would
allow for the physical system and computational tool to be tested
at many different excitation conditions including sweeping or ar-
bitrarily changing frequency and amplitude.

Additionally, to improve the energy generation and over-
all displacement amplification, the experimental setup should be
modified to reduce the damping in the system. By reducing the
overall damping in the system, the effectiveness of the harvester
and control system will be increased compared to the current sys-
tem, and will better demonstrate the effectiveness of the system
compared to traditional methods. The last proposed improve-
ment is to the control system for the harvester. Currently, the
process assumes that the excitation signal is measured to com-
pute the optimal gap size. To simplify the design and reduce
the number of required sensors, only the system response will
be measured. Using the response information along with the
other known system parameters, the excitation signal can be de-

termined. This reduction in complexity allows for less of the
generated power to be used in the control process and sensing
equipment, therefore harvesting more power for external use.
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