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Abstract—In this letter we propose a novel framework for
designing decoders, for Low-Density Parity Check (LDPC) codes,
that surpasses the frame error rate performance of Belief-
Propagation (BP) decoding on binary symmetric channels. Its
key component is the adaptation method, based on the genetic
optimization algorithm, that is incorporated into the recently pro-
posed Gradient Descent Bit-Flipping Decoding with Momentum
(GDBF-w/M). We show that the resulting decoder outperforms
all state-of-the-art probabilistic bit-flipping d ecoders a nd, addi-
tionally, it can be trained to perform beyond BP decoding, which
is verified by numerical examples that include codes used in IEEE
802.3an and SGNR standards. The proposed framework provides
a systematic method for decoder optimization without requiring
knowledge of trapping sets. Moreover, it is applicable to both
regular and irregular LDPC codes.

Index Terms—Belief-propagation, error-floors, g radient de-
scent bit-flipping, g enetic a lgorithm, 1 ow-density parity-check
codes.

I. INTRODUCTION

ELIEF propagation (BP) is the state-of-the-art algorithm

used for decoding low-density parity-check (LDPC)
codes, as it provides reasonably good decoding performance
on a variety of communication channels. The BP decoder is
also credited for LDPC codes approaching Shannon capacity
on Gaussian noise channels and binary symmetric channels
(BSCs). Its hardware-friendly versions are used in protocols
that involve LDPC codes, like the fifth-generation standard
for broadband cellular networks (SGNR), or IEEE 802.3an
networks.

However, on short and medium length LDPC codes, the
BP performance is far from the maximum-likelihood (ML)
performance bounds. This behavior of the BP decoder is
attributed to unavoidable dense structures in Tanner graphs
of finite-length LDPC codes, referred to as trapping sets.
Over the years, significant effort was made to identify such
structures and to design more resilient decoders (e.g., see [1]
and references therein). This led to the development of the
Finite Alphabet Iterative Decoders (FAIDs), which surpass the
BP on regular column weight-3 codes [2]. However, designing
a FAID for higher column-weights or for irregular LDPC codes
is challenging, as those codes contain a significantly larger
variety and a larger number of trapping sets.

To circumvent this problem, recent attempts to build su-
perior decoders are oriented towards incorporating artificial
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intelligence concepts into decoder design. Nachmani et al.
showed in [3] that the BP decoder represents only a variant of
sparse deep neural network (DNN) and that its performance
can be improved via training and back-propagation weight
updating. The idea was further elaborated by Lugosch and
Gross [4] and especially by Xiao et al. [5], where recurrent
quantified DNNs are used to design FAIDs that converge
faster than the BP. In the most recent publication [6], the
same authors showed that, for short regular LDPC codes, it
is possible to build a diversity of complement DNN-based
FAIDs. However, due to the complexity of the proposed DNN
framework, it is uncertain if it can be extended to longer or
higher column-weight codes. In another research direction,
DNNs are not used to train the decoder, but rather as a
part of the decoding process [7]-[9]. Although such decoding
schemes can operate beyond BP, their complexity is high, and
the majority of them are restricted to very short LDPC codes.

Until recently, bit-flipping decoders were not considered to
be competitive with the BP decoding (and its simplifications).
It has been reported that newly proposed solutions [10]-[14],
that emerged from the gradient descent bit-flipping (GDBF)
decoder, originally proposed by Wadayama et al. [15], in
some cases, perform relatively close to the BP decoding on
the BSC. The GDBF decoder tries to solve the ML decoding
problem by using the gradient descent optimization. In each
decoding iteration, the GDBF decoder flips bit values in order
to minimize the ML objective function, i.e., bits with the
lowest energy. However, being only an approximation of the
ML decoder, the GDBF decoder frequently gets stuck at
local optima (trapping sets). It is widely assumed that the
optimal way to break a trapping set is to insert randomness
into the decoding process, as the best bit-flipping decoders
employ random generators [10]-[14]. It was shown in [16]
that the probabilistic GDBF (PGDBF) decoder can approach
even the ML decoding bound, if an unbounded number of
iterations is allowed. For example, the Information Storage Bit
Flipping (ISBF) decoder, proposed by Cui et al. [12], defines
two flipping thresholds and flips only a portion of randomly
chosen bits, with the energy beyond the thresholds. In the
most recent publication [14], Savin added the momentum term
to the PGDBF energy function and showed that (P)GDBF
decoder with momentum ((P)GDBF-w/M) closely approaches
the performance of the floating-point BP decoding.

In this letter we propose a novel framework for designing
decoders on the BSC, that surpass the BP decoder in the error
floor region. Our framework couples GDBF-w/M decoders
with different parameters into a unified diversity decoder,
while parameters of the component decoders are learned by



employing genetic algorithm optimization. The constructed di-
versity decoder outperforms state-of-the-art PGDBF-w/M and
ISBF decoders. More importantly, for the proposed framework,
it is immaterial if an LDPC code is regular or irregular, low
or high-variable degree or what the code rate is, and can
be constructed without explicit knowledge of trapping sets.
This - to the best of our knowledge - makes it unique. In
addition, the diversity decoder is purely deterministic (it does
not use random number generators), and for regular codes can
be implemented by using only integer arithmetic.

II. ADAPTIVE GDBF DIVERSITY DECODING

A. State-of-the-art Decoder Description

Consider an arbitrary chosen LDPC code (N, K), with a
code rate R = K/N and parity check matrix H = [hj;]pmrx N,
used to increase reliability of transmission through the BSC
with crossover probability a. Each code bit (variable) v; (N >
1 > 1) is associated with a set of parity equations P(v;) =
{jlhji = 1}, where the cardinality v; = |P(v;)| represents
the weight of the column, that corresponds to the variable v;.
Similarly, p; denotes weight (number of ones) of the j-th row
of H. If v, = v, Vi and p; = p Vj, the code is regular,
otherwise we speak of an irregular code. In the rest of the
manuscript, if not stated otherwise, we will assume regular
codes. The output of the BSC (channel vector), is denoted by
y = (1,42, -, yn), where y € {0,1}".

The GDBF-w/M decoder, in each iteration, calculates the
inverse energy of variables and flips the variables with the
highest inverse energy. Let x(©) be a vector of variable
estimates from the /-th decoding iteration and corresponding
syndrome is defined as s = x(O x HT, where T denotes
matrix transposition. Initial variable estimates are received
from the channel, ie., x(© = y. Consider now the inverse
energy associated with the i-th variable in the /-th iteration

EOw)=a@® @y)+b Y s —my, D)
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where a and b are positive scaling constants', ¢; is the number
of iterations, passed from the last flip of the variable v;, while
m = (mq,...,myz) is a predefined momentum vector that
contains non-negative integers sorted in non-increasing order
[14], i.e., mq > ma ... > mry, > 0= mr41 = ... =Mmp,
where L represents the maximal number of decoding itera-
tions. Note that we limit the effect of momentum to at most
L’ consecutive iterations, meaning my, = 0 for all ¢; > L’,
while ¢; values are initialized to L for all variables.
A flipping rule is the following

iy _ [T it EO@) = BY
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x,; otherwise,
where 7 represents complement of = and
Et(hz) = max E(Z) (’UZ) (3)

1<i<N

In case of an irregular code it is possible to associate different scaling
constants to variables with different weights.

Decoding halts when all parity checks are satisfied, i.e.,
x(&+1) « HT = 0, or when the maximal number of iterations
L is reached — in which case the decoder fails.

In a probabilistic version of the algorithm, called the
PGDBF-w/M decoder, variables with inverse energy Et(hz) are
not flipped automatically, but with some predefined probabil-
ity, that is channel and code specific.

To summarize, the GDBF-w/M decoder, x() = Dec(y),
applied to its input y and producing the output x(*) at the /-th
iteration, is specified by the following parameters: the decoder
input y, the maximum number of iterations L, scaling values
a and b and the momentum vector m. The parameters are
organized in a 5-tuple (y, L,a,b, m).

B. Diversity Decoding and Parameters Adaptation

Consider a collection of Mp decoders D =
{Dec;,Decs,...,Decy, }, wherein Dec; is a component
GDBF-w/M decoder with parameters (z;, Ly, at, by, my).
The output of the t-th decoder is x; = Dec;(z;) where
z; = (1 — r¢)x4—1 + 1y, wherein r, € {0,1} are binary
“restart” switches (and x¢9 = y). In other words, the
component decoders are run sequentially, i.e., Dec;y; is
employed in the case of Dec; failure, and the next component
decoder has a choice of either: (i) using the codeword
estimate/output of the previous decoder as an input (r; = 0),
or (ii) starting from the channel vector (r; = 1). We refer
to the above concatenation as an adaptive diversity GDBF
decoder (AD-GDBF), and denote it as D. The values 74, ay,
b;, and m; are subject to the numerical optimization, while
in the rest of the manuscript we consider that L, is fixed
and empirically chosen. Furthermore, we consider that the
momentum length L’ is fixed for all the component decoders.

It is important to note that the restart switches play a
critical role in the diversity decoder, and are motivated by
findings reported in [11], [16], where it was shown that a
probabilistic bit-flipping decoder, in some cases, provides a
codeword estimate that contains significantly more errors than
the channel output vector. The frequent momentum updates -
while not random - may cause a similar behavior. We prevent
this by allowing decoder restarts.

We next provide a back-of-the-envelope calculation of the
number of possible decoder configurations. L et us b ound the
maximal momentum value by some positive integer I, i.e.,
me, € S ={0,1,...,I}. Then, we form a set that collects all
possible momentum vectors m as R = {m|m; € S Am; >
miy1 Am; = 0,L > i > L'}, where according to the
basic combinatorial analysis |R| = ("+%'). Let us also, for
the sake of simplicity of this calculation, assume that a,
and b; are fixed for the entire diversity set, while we can
optimize M p momentum vectors and Mp —1 binary switches.
It directly follows that the total number of realizations is
|R|Mp x 2Mp=1_ For example, if Mp = 10 and L' = 5,
we can choose to design the decoder among ~ 1020 diversity
realizations. Note also that in [14] the momentum values were
optimized through exhaustive search over a discretized set of
values; however, in our decoder, due to increased number of
diversity configurations, such search was not feasible.



III. DECODER SELECTION STRATEGY

The goal is to optimize the diversity set D, for a total
number of iterations L and the BSC crossover probability «, in
order to minimize frame error rate (FER), denoted by ®(D, «),

min ?(D, )

Mp

s.t. Z L;=L.
t=1

We propose that the optimization parameters are quantized
to finite precision, in order to s implify the o ptimization pro-
cess, as well as the actual realization of the decoder. For
each optimization parameter, prior to optimization, we define
a set of possible values. In the rest of the manuscript a set
of possible values of a parameter x is denoted as L(z);
specially, £(m¢) = R. Then, each optimization parameter can
be encoded in a binary form, and the optimization problem (4)
can be solved by the standard genetic algorithm (GA) [17].

The first step of the optimization procedure is to collect error
patterns, that will be used to train the decoder D. We simply use
the GDBF decoder with @ = 1, b = 1 and m = O (denoted by
Decy) for Ly iterations and perform Monte-Carlo simulation to
obtain a set of uncorrectable error patterns £(°). The cardinality
of £() is proportional to discrepancy between performance of
Decy and desired FER, which may be several orders of
magnitude large and lead to training sets with sizes measured in
tens of thousands patterns, in which case training all the
component decoders jointly is computationally hungry. Instead,
we propose to conduct training in several rounds. We denote
the decoder, designed after the k-th training round, by D*) =
{Decy, . . ., Deci}, and a pattern set correctable by this
decoder Epxvy . Then, a set of uncorrectable patterns, used in the
(k + 1)-th training round, is £ = £(-=D\ £, . When, after
a training round k, the number of uncorrectable patterns is
below a predefined threshold Ny, i.e, |€ (k)| < Nyp, in the (k +
1)-th training round, all the remaining component decoders
{Dk+1, - - . , Danrp, } are jointly optimized. Given the fact that
the initial set £() contains limited portion of patterns
uncorrectable with the GDBF decoder, there is a strong pos-
sibility that learning to decode all patterns from £(©) leads to
overfitting, and consequently the decoder designed in such way
may not be optimal. This means that a relatively high positive
number N, needs to be chosen and only if |€ (k)\ > Niow the
decoder D) represents the solution. If |€ (k)\ < Niow, the set of
uncorrectable patterns £(*~1) needs to be expanded by
performing Monte-Carlo simulation on the decoder D(*~1.
The optimization strategy is expressed in Algorithm 1.

We next design the AD-GDBF decoder for a famous quasi-
cyclic code with length N = 155 and code rate R = 0.4, called
the Tanner code. We collected 11250 error patterns,
uncorrectable for the GDBF decoder, for « = 0.02 and
obtained ®(Decg, 0.02) =~ 0.0045. Then, by using the GA, we
jointly trained Mp = 10 component decoders, with L; = 30,
Vt. We randomly chose 20 binary chromosomes, with lengths
calculated in Algorithm 1, to represent the initial population.
In each iteration of the GA, called a generation, the number
of corrected patterns from the training set is calculated and

“4)

Algorithm 1 Decoder selection strategy

Input: Mp, R, L(as) L(bs), Ls, Nyp,
Decg +— (y, Lo, ag=1, bo= 1, my= O)
Monte-Carlo simulation on Decg and « to obtain £(©) k <
0,6« 1

while £ < Mp do

Niow,

ik

if || > N,, then
k+—i+1

else
kFMD

end if

A=(k—1i)([logs |R|]+1) =46, 6«0
Number of binary genes in a chromosome:
Ny=A+Y", fﬂogz |£(a;)[] + [logy [L£(b;)]]
GA fitness function: maximize |Epm)|
Perform GA to obtain {Dec;;1,...,Decy}
EFR) = £WN\ E£r
if |£()| < Nig,, then
Monte-Carlo simulation on D and « to obtain E,qq
FAQEYONY Eadd, k1
end if
end while

Output: DMp) = {Decy,...,Decy,, }

used as fitness associated with an individual chromosome. In
Fig. 1 (a) we show how FER changes after each generation.
Interestingly, even among randomly chosen decoders (that cor-
respond to the initial population), good decoders can be found
and FER before the optimization is approximately 6.5 x 1075,
We observed that by increasing the diversity size Mp with
randomly chosen component decoders, FER is reduced. It
follows that frequent parameter changes manifest as random
perturbations of the inverse energy, and our decoder behaves
similarly as probabilistic decoders, without employment of
random generators. The GA reduces the number of iterations
required to achieve the desired FER or, in the above example,
reduces FER (approximately three times) for the same number
of iterations. We achieved the same FER with random decoder
selection only if 600 iterations were allowed. In Fig. 1 (b) we
show the performance of the AD-GDBF decoders, designed
for different numbers of iterations.

It is beyond the scope of this letter to provide proof that
the performance of the AD-GDBF decoder approaches the ML
decoding bound, but experimental evidence and our numerical
results reveal that, after a sufficiently large number of itera-
tions, the decoder always converges to a valid codeword - an
observation that warrants further investigation. We strengthen
our claim with an example, in which we show that the
AD-GDBF decoder can be used to provide guaranteed error
correction on the Tanner code. From [2] it is known that
the best FAID can correct all weight-5 error patterns on the
Tanner code, but fails on 29294 specific weight-6 patterns.
We have trained our decoder to correct all weight-6 patterns,
uncorrectable by the FAID, with only 210 iterations, as shown
in Fig. 1 (c). The BP decoder, on the other hand, even with
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1000 iterations, cannot correct the majority of patterns.

IV. NUMERICAL RESULTS

In this section, we present numerical results obtained by
Monte-Carlo simulation. For each considered LDPC code and
the maximum number of iterations L, we choose relatively low
BSC crossover probability « and design the AD-GDBF
decoder, assuming Mo, = 50, Ny, = 1000 and Ly = 30. For
regular codes, we have L(a:) = L(b;) = {1, 2, 3,4}, L' =4
and I = 5, while the number of iterations L; is code dependent,
and chosen empirically, with the constraint L; > L, to ensure
that with high probability Dec; corrects all the error patterns
correctable with Decy. Typically, we adapt momentum and
scaling values after every 30 to 50 iterations. For the irregular
code, the scaling values are rational numbers, in a range
between 1 and 7, chosen from a set with 64 different values.
Due to space limitations, we here do not give exact learned
momentum and scaling parameter values. Instead, they are
publicly available together with parity check matrices in [18].
We run flooding scheduled BP decoders for 100 iterations,
given the fact that further increasing the number of iterations
will not significantly affect FER.

6 7 8 9
BSC crossover probability

(b) IEEE 802.3an (R = 0.84,v = 6)

10

BSC crossover probability
(c) 5GNR irregular code (R = 0.75)

Fig. 2: Performance of the AD-GDBF decoder on various LDPC codes.

In Fig. 2 (a) we examine performance of the AD-GDBF
decoder on a quasi-cyclic (QC) code, called the iRISC code,
with v = 4, code rate R = 0.5 and length N = 1296. We show
superiority of the AD-GDBF decoder compared to (P)GDBF-
w/M and ISBF decoders, for the same number of decoding
iterations considered in [13] and [14] (L = 300). For the case of
L = 300 iterations, the presented AD-GDBF performance
curve is obtained by combining two decoders, one designed for
the crossover probability o = 0.03 and another for other
operational points, marked as black circles in Fig. 2 (a).

In Fig. 2 (b) we show the AD-GDBF decoder performance
on the code proposed in IEEE 802.3an standard (R = 0.84,
N = 2048) and again illustrate its superiority compared to
the PGDBF-w/M decoders and its possibility to surpass the
BP decoder. To show adaptability of our framework to certain
error-patterns, we have also designed a different AD-GDBF
decoder, which is employed only when the BP decoder fails
to correct an error pattern. We witness that applying the AD-
GDBF decoder as the post-processor for L = 1000 iterations
can lower the error-floor o f the B P d ecoder by an o rder of
magnitude. Finally, in Fig. 2 (c), we show the performance
of the 5GNR code with NV = 1276 and R = 0.75 and validate
the proposed framework on an irregular code.



TABLE I: Complexities of different decoders.

AD-GDBF OMS ISBF

Additions 2+ B)NL (2vN + pM)L > NL

MC (N-1)L M(2p — 3)L > NL

EC NL MpL > NL
XOR | (N+M(p—1)L | M(@2p—1)L | (N+M(p—1))L

V. CONCLUSION

In this letter we proposed a decoding framework, capable
of surpassing the BP decoder in the error-floor r egion. We
verified the performance of our decoder on numerous examples
and showed its effectiveness, especially on codes with higher
code rates. The main feature of the proposed solution is the
possibility to adapt to error patterns specific to a certain LDPC
code. Thus, quality of the decoder is mostly influenced by error
pattern sets, used to train the decoder.

APPENDIX (A NOTE ON COMPLEXITY)

Here we give an estimate of the complexity of the AD-
GDBF decoder, when applied to regular codes, and compare
it with the fixed p oint O ffset M in-Sum (OMS) and the ISBF
decoders (Table I). The AD-GDBF decoder employs integer
adders, integer comparators and 2-input XORs. Note that
calculating the inverse energy requires two integer additions
per code bit, while the energy threshold can be obtained by
using N — 1 magnitude comparators (MC). Finally, selecting
bits for flipping c anb e d one w ith N e quality comparators
(EC). It is worth noting that multiplications are unnecessary,
because scaling with 2 and 4 can be accomplished through
decimal point shifting, whereas multiplication of an integer x
by 3 can be accomplished through the use of an adder (z+2x).
We denote by 3, 0 < 8 < 2, the number of such adders per
decoding iteration. We neglect i) operations required to
calculate the values ¢;, 1 < i < N, defined in Section II-A, and
ii) counters of unsatisfied checks, as the majority of variables
will have all satisfied checks. We estimate the complexity of
the OMS decoder by counting operations listed in [19].

A single AD-GDBF decoder iteration requires approxi-
mately 3(p — 1) M/ N times fewer comparators and (27 + pM/
N)/(2 + B) times fewer adders, than an OMS decoding
iteration. For the Tanner code, we designed the AD-GDBF
decoder that, if performs 300 iterations (with S = 0.9), requires
the same number of adders, as the OMS decoder that performs
97 iterations, and the same number of comparators, as the OMS
decoder that performs only 83 iterations. We also see that the
AD-GDBF decoder, designed for the IEEE 802.3an code, that
performs 1000 iterations (with 8 = 0.35), is superior in the
error-floor region compared to the BP (performs 100
iterations), while at the same time has the complexity of the
OMS decoder with approximately 140 iterations.

The complexity of the AD-GDBF decoder designed for the
code given in Fig. 2 (a) is the same as the complexity of the
GDBF-w/M decoder, as scaling is performed without using
additional adders [18]. Furthermore, the PGDBF-w/M decoder
requires additional random number generators (RNGs), which
means that it is more complex than the AD-GDBF decoder.
The ISBF decoder requires fewer additions, compared to
the AD-GDBF decoder, but more comparators and additional
RNGs.
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