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Abstract— Exploration tasks are essential to many emerging
robotics applications, ranging from search and rescue to space
exploration. The planning problem for exploration requires
determining the best locations for future measurements that
will enhance the fidelity of the map, for example, by reducing
its total entropy. A widely-studied technique involves computing
the Mutual Information (MI) between the current map and
future measurements, and utilizing this MI metric to decide
the locations for future measurements. However, computing
MI for reasonably-sized maps is slow and power hungry,
which has been a bottleneck towards fast and efficient robotic
exploration. In this paper, we introduce a new hardware
accelerator architecture for MI computation that features a
low-latency, energy-efficient MI compute core and an optimized
memory subsystem that provides sufficient bandwidth to keep
the cores fully utilized. The core employs interleaving to counter
the recursive algorithm, and workload balancing and numerical
approximations to reduce latency and energy consumption.
We demonstrate this optimized architecture with a Field-
Programmable Gate Array (FPGA) implementation, which can
compute MI for all cells in an entire 201-by-201 occupancy grid
(e.g., representing a 20.1m-by-20.1m map at 0.Im resolution)
in 1.55 ms while consuming 1.7 mJ of energy, thus finally
rendering MI computation for the whole map real time and
at a fraction of the energy cost of traditional compute plat-
forms. For comparison, this particular FPGA implementation
running on the Xilinx Zynq-7000 platform is two orders of
magnitude faster and consumes three orders of magnitude less
energy per MI map compute, when compared to a baseline
GPU implementation running on an NVIDIA GeForce GTX
980 platform. The improvements are more pronounced when
compared to CPU implementations of equivalent algorithms.

I. INTRODUCTION

Exploration problems arise in an increasing set of appli-
cations, particularly as robotic vehicles are being utilized in
deep sea and space exploration missions as well as search and
rescue scenarios. In most applications, the goal is to create
a map of the environment, e.g., from range measurements,
as quickly as possible. A key problem, then, is to find the
best locations for future measurements in order to achieve
this goal.

Consider an instance of this problem involving a robot
equipped with a laser scanner. A typical computation cy-
cle in this process involves making a scan of the robot’s
surroundings, updating the partially-unknown map with the
information from the scan, determining the best location for
the next scan and moving to that location. An information-
theoretic approach to determining the best scan locations
involves finding the location with the highest Mutual In-
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Fig. 1: (top) Top-level hardware architecture comprised of
Address Translation Units (ATU), crossbar interconnects,
occupancy grid map, MI map, and 16 FCMI computation
cores. (bottom) An example input occupancy grid, cor-
responding MI map contours generated from a reference
C++ implementation and our FPGA implementation, and the
absolute error between the two.

formation (MI) between the potential future measurement
and the existing map. Unfortunately, computing MI at all
map locations is slow and power hungry, even for small-size
maps [1], which makes it especially infeasible for usage in
medium to small scale robots with the energy budget of a
few kiloJoules. Most heuristics used to reduce the scale of
this computation, such as calculating the MI at sparse points
instead of the entire map, fail to provide guarantees, e.g., on
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the quality of the resulting motion [2]-[4].

To accelerate the computation of MI, several novel al-
gorithms were proposed. For instance, the efficient com-
putation of Cauchy-Schwarz Quadratic Mutual Information
(CSQMI) is introduced in [5], [6]. In addition, the high-
throughput computation of Shannon Mutual information is
proposed in the Fast Shannon Mutual Information (FSMI)
algorithm [7]. More recently, the computation of Shannon MI
is reformulated recursively and continuously along the range
measurements in the Fast Continuous Mutual Information
(FCMI) algorithm [8], which leads to a significant reduction
in amount of compute needed for MI across an entire map.
Although these algorithms reduce the time complexity for MI
computation, their optimized implementations on CPUs and
GPUs still achieve a throughput that is orders-of-magnitude
below what is required for autonomous exploration, espe-
cially in large environments. This motivates the design of
specialized hardware accelerators for computing MI.

Hardware accelerators have been proposed for robotics
applications such as motion-planning [9]-[12] and visual-
inertial odometry [13], [14]. To our best knowledge, the
first and only hardware accelerator for computing MI was
proposed in [15], which contains 16 high-throughput com-
putation cores that compute FSMI. For moderately-sized
environments (i.e., a map size of 200 x 200 to 512 x 512
cells), this accelerator computes MI for the entire map in
near real time (i.e., less than 10Hz), which is far below the
rate in which the robot makes range measurements (around
30-60Hz).

The computation of mutual information may seem like a
task that can be easily parallelized. One might be tempted
to think, for example, that computational cores dedicated to
various parts of the map can work in parallel to compute the
mutual information for all cells in the map all at the same
time. Indeed, under certain widely-utilized assumptions, the
computation decouples and cells can be evaluated separately.
Unfortunately, however, the computation does not scale, not
because it can not be decoupled, but because it becomes
impossible to feed all cores with the data that they need for
their computations. More specifically, all cores need to access
different portions of the map, which resides in memory, all
at the same time. The memory bandwidth does not scale
to keep all cores busy. In fact, we show in this paper that
naively scaling up the number cores does not lead to a fast
computation of the mutual information metric, as most cores
end up underutilized due to insufficient memory bandwidth.

The main contribution of this paper is a scalable, multi-
core hardware architecture for computing mutual information
for a 2D occupancy grid map. This architecture has two
key components: (i) a memory management system that
provides sufficient bandwidth to all cores, and (ii) a low-
latency, energy-efficient core (i.e. processing element) design
that fully utilizes all available bandwidth. Specifically, the
memory management system exploits the memory access
pattern of the cores and splits the storage of the occupancy
grid map into smaller memory banks so that all cores access
different banks every cycle. The core contains a feedback

architecture designed to handle the dependencies that are
introduced by the recursive nature of the FCMI algorithm [8],
so that all compute units within the core are fully utilized.
Each core is time-interleaved to compute the FCMI along
multiple rays in order to avoid stalls associated with the
feedback architecture.

The proposed hardware architecture is implemented with
16 cores on a Xilinx Zyng-7000 XC7Z045 FPGA. For a
robot equipped with a 60-ray range sensor utilizing an occu-
pancy grid map of size 201 x 201, our FPGA implementation
computes MI for the entire map in 1.55 ms (647 Hz, or
much faster than real time), which is 381x faster than an
optimized C++ implementation running on a ARM Cortex
AS57 (embedded cellphone processor) and 71x faster than
an optimized CUDA implementation running on a NVIDIA
GTX 980 GPU. In addition, our FPGA implementation
consumes 1.7 mJ of energy per MI map compute, which
is 1314x lower than ARM Cortex AS57 and 2650x lower
than NVIDIA GTX 980 GPU. A CPU on a robot can
therefore offload Mutual Information computation to such an
accelerator, while interfacing with the sensors and actuators
and performing motion planning. The extremely low latency
and energy consumption of our accelerator allows robots to
explore efficiently without relying on heuristic approxima-
tions even with the energy budget of a few Joules.

II. PRELIMINARIES
A. The FCMI Algorithm

Occupancy grid map [16] is a common probabilistic
representation of the 2D environment and used in several
well known autonomous exploration systems, such as the
frontier-exploration algorithm [17] and Shannon MI-based
mapping algorithms [18]-[22]. In an information theoretic
framework, MI is used to quantify the expected information
gain from potential range measurements in an unknown
environment. The unknown environment is represented by
an occupancy grid map, which is updated continuously
by the robot throughout an exploration trial. The FCMI
algorithm [8] computes the mutual information between the
map and potential range measurement rays emanating from
the sensors (e.g., LIDAR) on such robot.

Let Z = {Zy,,Zp, ...} represent range measurements
made by sensor rays with angles © = {61, 05, ...} emanating
from robot’s location . Let Ay denote the angular resolution
of the sensor rays, which is constant across all rays. The
Shannon MI I, (M; Z) between the measurements Z made
at location z and map M is defined as

L(M;Z) =" I(M; Zs) . (1)
0o
Note that the MI between a single range measurement Zy
and map M can be written as
II(M§ZO) = hm(ZG) _hw(Z0|M)7 2

where h,(Zy) is the entropy of the range measurement,
and h,(Zy|M) is the conditional entropy of the range
measurement given the map.
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Let S denote the coordinates of cells in the occupancy grid
map that are intersected by a sensor ray of infinite length with
angle 6. Suppose that the same sensor ray passes through
location x such that x € S. For the cell at location x, let
o denote its occupancy probability, which is derived from
previous range measurements. We define four expectations
oy, b1, ap and By (as define in [8]) associated with the same
cell as follows:

ar = e ((ag + dwpy) + wlag + Anwpy))
( 3(Amw) — v2(Amw) log A) (3a)
31 = e MY (B +whh) + M e (Amw), (3b)
ap = e (o) + ApwBh) + Y2 (Amw)
— 1 (Amw) log A, (3c)
Bo = e By + 71 (Amw), (3d)

where o}, af), 81, 8, denote the four expectations from the
previous cell along the same sensor ray, w is the width
of the current cell, A is a large quantity used to barely
distort the scan measurements (A = 107 for this work),
A = —log(l — o), Ay, = min(\, A) and vseq1,2,33(¢) is
the lower incomplete gamma function.

The entropy and conditional entropy in Eqn. (2) are ap-
proximated from the aforementioned expectations as follows:

hx(Zg) =~ alAg, (48.)
ha(Zp| M) ~ (1 —log A)1A. (4b)

Due to the recursive computation of the four expectations
along a sensor ray, the entropy defined in Eqn. (4) for every
cell within a map of size H x H can be computed with a time
complexity of O(H?). Let |©| denote the number of sensor
rays emanating from the robot. Then, the mutual information
defined in Eqn. (1) for the entire map can be computed with
a time complexity of O(|©|H?).

B. A Lower Bound for Latency

Let n denote the number of cores in the hardware accel-
erator, which is clocked from a single source with frequency
F'. Suppose that the robot makes range measurements using
|©| rays within an occupancy grid map of size H x H. Recall
that the FCMI algorithm has a time complexity of O(|©|H?)
for computing the corresponding MI map of the same size. If
the hardware needs at least one cycle to compute the entropy
defined in Eqn. (4) for each cell along every sensor ray, the
time between receiving an occupancy grid and producing the
resultant MI (the lower bound latency of the system) can be
determined from:

H?|©)|

P )
which has a unit of seconds, assuming unlimited memory
bandwidth.

In this work, we present a hardware architecture with
n = 16 cores clocked at F' = 100 MHz. In Section IV, we
discuss how the achieved latency of the proposed architecture
scales with the number of cores n, and compare it with the
aforementioned lower bound.

g =

III. HARDWARE ARCHITECTURE
A. Architecture Overview

The proposed hardware architecture for FCMI computa-
tion is shown in Fig. 1 (top) for a 16-core implementation.
The architecture contains a memory subsystem that splits the
occupancy grid map and MI map into 16 memory banks.
The Bresenham ray caster determines the cells that are
intersected by each ray. The Address Translation Unit (ATU)
determines the memory storage location for each cell in the
memory subsystem. There are two crossbar interconnects that
function as switches for controlling the flow of data. The first
crossbar connects the ATUs to the memory subsystem for
memory request generation. The second crossbar connects
the memory subsystem to the cores for data delivery and MI
map update. To achieve low-latency computation, we need to
ensure that (i) the memory subsystem can generate enough
bandwidth to keep all cores active, and (ii) the cores can
effectively utilize all available bandwidth without stalling.

B. Memory Subsystem

On the FPGA, memory units are implemented as dual-
port SRAMs, which allows for two memory accesses in each
cycle. Since the MI map is updated every cycle using one
write port, only one read port from each SRAM is available
for delivering data to the cores. If multiple cores attempt
to concurrently access different cells stored within the same
bank, a memory access conflict occurs and some cores must
stall.

Recall that the coordinates for each cell are computed
using the Bresenham ray casting algorithm [23], which we
chose for its efficient hardware implementations [24]. Since
all 16 cores concurrently compute FCMI along rays of the
same angle as shown in Fig. 3, the cores are guaranteed to
access consecutive cells along a row or column of the map
every cycle. This memory access pattern is inherent to the
algorithm and is highly predictable. In order to exploit this
property, the maps are partitioned and stored in 16 memory
banks using a diagonal banking pattern, which ensures that
any 16 consecutive cells within every row or column of the
map are stored in distinct banks [15]. An example of the
diagonal banking pattern with 4 bank partitions is shown in
Fig. 2b, which can be extended to 16 banks. The occupancy
grid map memory and the MI memory are both banked under
this scheme.

C. FCMI Core

The micro-architecture of the FCMI core is illustrated in
Fig. 2a. The cell accepts a new occupancy value and a partial
MI for one cell along the sensor ray every cycle. The updated
MI at the same cell is computed using the FCMI formulation
and written back to the MI map in the memory subsystem.
The low-latency, energy-efficient FCMI computation of each
core is enabled by the following:

1) Arithmetic Optimizations

We store and compute MI results using 32-bit fixed point
numbers (20 integer, 12 fractional bits), since adders and
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Fig. 3: Wrapping rays around map boundaries to balance
core workload and minimize latency.

multipliers implemented using fixed point numbers tend to
be faster and more energy efficient using the specialized
DSPs on the FPGA. The choice of 32-bit width comes from
taking into account the dynamic range of numbers needed
to avoid under/over-flow in this application. In addition,
the core needs to evaluate the following logarithms and
reciprocals: v =1—0, A = —logw, —log A, and 1/X (from
Eqn. (3)). They are all direct functions of the occupancy
probabilities o which is uniformly quantized into 101 values
such that o € {0,0.1,...,1}. Note that o = 0 and 0 = 1
are degenerate cases, which are handled using pre-calculated
results. A small look-up table is used which store all values
of logarithms and reciprocals. This look-up table occupies
only two Block RAM tiles per core on the FPGA.

Finally, the core also needs to evaluate an exponential
to compute e~**, where A has one-to-one correspondence
to the occupancy probability o (101 values) and w is the
cell width. To the best of our knowledge, no such module
exists that uses fixed point arithmetic that would lead to a
throughput of one result per clock cycle. To achieve such
a throughput, a look-up table or an approximation should
be used. Note that w is dependent on number of sensor
rays |©| such that w = [|©]|/8] (accounting for symmetries
w.rt. the axes). If |©] = 60, a look-up table mapping
all possible combinations of (A, w) to the corresponding
e~ value would need to contain [101(60)/8] = 808
values, which translates to 16 Block RAM tiles per core
on the target FPGA. The FPGA does not have sufficient
Block RAM to support the look-up table for 16 cores. In
addition, since the size of the look-up table is dependent

on the angular resolution of the sensor rays, the look-up
table implementation would only be able to support a limited
set of sensor configurations. From formulation of FCMI,
all —Aw values lie inside [—8,0]. Thus, we use a piece-
wise linear approximation to the exponential function that
splits the range into 16 uniform pieces and uses a mean-
squared error minimizing linear approximation to each. Such
approximation achieves a maximum relative error of +3%,
while not imposing a limit on sensor configurations, and
consuming only one Block RAM per core.

2) Hardware Pipeline

As evident from Eqn. (3), each cell update is a long chain
of mathematical operations. In order to reduce the critical
path of the system to allow a faster clock, we pipeline these
operations into 19 stages and perform the operations over
consecutive clock cycles. The pipeline allows the system to
be clocked at 100 MHz instead of the combined combina-
tional delay of the system, which would be close to only
5 MHz.

Since the quantities in Eqn. (3) are defined recursively,
the pipeline contains a feedback loop which increases the
latency of the computation. A naive implementation of the
pipeline executes the operations in Eqn. (3) for each cell in
19 clock cycles such that each pipeline stage stalls for 18
cycles. As a solution, the 18 stages of the pipeline were split
into three sections: Preprocess, Feedback and Postprocess (as
shown in Fig. 2a). This reduces the feedback loop to only
8 stages in the Feedback section. In addition, we introduce
ray-interleaving to eliminate the remaining stalls associated
with the smaller feedback loop in Section III-C.

Preprocess: This stage uses the cell occupancy value to
compute as many intermediate values as possible without
requiring information about the last cell. The look-up tables
are accessed to obtain A, —log A and 1/A defined in Sec-
tion TI-A. The exponential e~** and the lower incomplete
gamma function values ~o(Aw), v1(Aw), y2(Aw) are also
precalculated for use in the feedback stage.

Feedback: This stage uses the intermediate values from
the Preprocess stage and the values of {a], 8, ay, 34} for
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the previous cell along the sensor ray to compute the updated
{a1, B1, a0, Bo} values for the current cell.

Postprocess: This stage uses the updated {aq, 81, g, Bo}
values for the current cell in addition to the current partial
MI from the memory subsystem to compute the updated MI
of the same cell.

3) Ray Interleaving & Wrapping

The process of interleaving is represented visually in
Fig. 2c. From the same figure, the recursion for the next
cell along the sensor ray begins after the previous cell along
the same ray arrives at the final stage of the Feedback section
(stage 18). In the absence of ray interleaving, the core needs
to stall for 8 cycles for every cell along the sensor ray, which
leads to an increase in latency.

Due to ray interleaving, each core interleaves the com-
putation of FCMI for 8 rays simultaneously to achieve a
throughput of 1 cell per cycle. Therefore, the amount of
time a core spends processing each ray is proportional to
its length. In addition to ray interleaving, the workload is
balanced across all the cores that process rays with different
lengths via wrapping. An example is shown in Fig. 3 where
the four cores that concurrently process the green rays
complete at different times. Note that orange rays wrap
around the green rays across the boundary of the map. By
assigning the computation of the orange rays to the same
four cores after the green rays, the workload across all cores
becomes balanced.

IV. RESULTS

The proposed architecture is implemented on a Xilinx
Zyng-7000 XC7Z045 FPGA which is clocked at 100MHz
and can store a maximum map size of 512 x 512. We
also evaluate the latency, energy per MI map compute and
scalability of the proposed architecture with respect to the
number of cores. Finally, we present the impacts that the
proposed architecture can have in an exploration experiment.

A. Accuracy

To evaluate the accuracy of our implementation, we gener-
ated contours lines from MI maps for a variety of occupancy
grid maps from real world exploration trials.

In Fig. 1 (bottom), we compare the locations of high MI
generated from our FPGA implementation with those from
a reference C++ implementation. The MI map normalized to
[0,1] computed by the FPGA differs only marginally from
the one generated from the reference C++ implementation
(by less than 0.05 across all points), the major source of error
being the piece-wise linear approximation of the exponential
function (Section III-C). We see that our generated MI map
is sufficiently accurate for real world exploration trials, as
seen from Section IV-E.

B. Latency

We evaluate the latency (i.e. the time elapsed between
receiving an occupancy grid and producing the corresponding
MI map) of our FPGA implementation that computes MI for

an entire map of size 201 x 201 cells with 60 sensor rays.
This map captures a robot in a 20.1m X 20.1m environment
mapped at 10 cm resolution. The FPGA computes MI for
the entire map in 1.55 ms using 16 cores.

Fig. 4 illustrates that the latency of our FPGA implemen-
tation reaches within 2% of the lower bound (Eqn. (5)) and
scales linearly with the number of cores. Without workload
balancing or ray interleaving (Section III-C), the latency
would increase by 22.9% or 8 times respectively. Finally,
if the occupancy grid map and MI map are stored in one
bank (i.e. no banking), the latency does not decrease beyond
what is achievable with a single core because the memory
cannot deliver enough bandwidth.

We compared the latency of our FPGA implementation
that accelerates the FCMI algorithm with the optimized C++
implementation on ARM Cortex A57 and Intel Core i7-
1065G7 (embedded mobile and desktop processors, respec-
tively), and optimized CUDA implementation on NVIDIA
GTX 980 GPU. In addition, we compared our FPGA im-
plementation that accelerates the FCMI algorithm with a
prior FPGA implementation [15] that accelerates the FSMI
algorithm. The results are shown in Fig. 4. Our FPGA
implementation is 71 x faster than the GTX 980, 104 x faster
than the FPGA implementation for FSMI, 190x faster than
the Core 17 CPU, and 381 x faster than the Cortex A57 CPU.

The system latency scales in proportion to the number of
pixels in the map (H?), and the number of sensor rays (|©]).
For example, the system computes the MI for a 256 x 256
map in 2.51 ms, and for a 512 x 512 map in 10.1 ms, and
the relative speed-up over the baseline is maintained.

C. Energy Consumption

We evaluate the energy per MI map compute (i.e., the
energy consumed by the FPGA for every computation of
an MI map from an occupancy grid) on the same map as
Section IV-B. Fig. 4 compares this metric of our FPGA
implementation with other hardware platforms, and illus-
trates how it scales with the number of cores. The energy
consumption is obtained post-place-and-route with annotated
switching activity.

With 16 cores clocked at 100 MHz, our FPGA implemen-
tation consumes only 1.7 mJ of energy per MI map compute,
which is about 2650 x lower than the GTX 980, 5360 x lower
than the Core i7 CPU, 1314 x lower than the Cortex A57
CPU and 187x lower than the FPGA implementation for
FSMI.

D. Resource Utilization

Table I shows the resource utilization breakdown of our
FPGA implementation with 16 cores. The utilization of the
entire system scales linearly with respect to the number of
cores, which offers great flexibility when implemented on
systems with different computational resources and energy
consumption. Although the size of the crossbar interconnect
scales quadratically with the number of cores, it occupies a
very small fraction of the design and this growth does not
pose a problem for up to 16 cores.
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E. Impact on Exploration

We simulate a model robot using the Gonzilez-Bafios-
Latombe exploration strategy [25] to explore a sample map
sized at 201 x 201 cells. The robot makes a LiDAR scan
and updates its occupancy grid at 30 Hz i.e. every 33 ms
(a typical LiDAR sensor rate). Our system finishes the MI
compute in 1.55 ms and remains idle while waiting for
an update to the occupancy grid. Since the other platforms
require more than 33 ms to finish the MI compute, they
compute on the latest available occupancy grid. Fig. 5 (top)
shows map entropy of an example map as a function of
trajectory length. It is evident that being able to compute
the MI map at a faster rate leads to a quicker drop in map
entropy.

More importantly, we measure the MI compute energy
consumption during exploration on several platforms while
performing MI computes at the same rate (i.e., 1.7 Hz which

TABLE I: Resource utilization of the proposed architecture
with 16 cores on a Xilinx Zyng-7000 XC7Z045 FPGA that
stores a maximum map size of 512 x 512.
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Fig. 5: (top) Map entropy of an example map as a function of
trajectory length using GBL exploration [25] with MI com-
puted at the maximum rates achievable on several platforms.
(bottom) Map entropy on the same map as a function of total
energy spent on MI compute with MI being computed at the
rate matching the Cortex A57 CPU on all platforms in order
to highlight the energy efficiency of our system.

matches the Cortex A57 CPU) in order to highlight the
energy efficiency of our architecture. From Fig. 5 (bottom),
our system completes the exploration task while spending
around 5 J of energy on MI compute, roughly three orders of
magnitude lower than the compared platforms. For context
on the scale of these numbers, a typical cellphone battery
holds about 40 kJ of energy [26], which would drain after
about 5-6 map exploration trials running on its embedded
processor. Our system, in comparison, would be able to
perform around 8,000 such trials on that energy budget.

V. CONCLUSIONS

In this work, we presented a novel scalable, multi-core
architecture that exploits the recursive nature of the FCMI
algorithm. The key contributions in this architecture are a
memory subsystem that provides sufficient bandwidth to
all cores, and a low-latency, energy-efficient core design
that interleaves the computation across multiple sensor rays
in order to utilize all available memory bandwidth. We
implemented the proposed architecture with 16 cores on
an FPGA, which computes the entire mutual information
map for a given occupancy grid map in 1.55 ms (i.e., 647
Hz) while consuming only 1.7 mJ of energy per MI map
compute. Not only does such a result lead to a significant
reduction in time, trajectory and energy consumption during
autonomous exploration, it also enables Mutual Information
based exploration for medium and small scale robots for the
first time. In addition, the latency and FPGA resource usage
of the proposed architecture is scalable with the number of
cores, which makes the architecture re-configurable for both

LUT LUT . L .
Module (as Logic) | (as RAM) FF | BRAM | DSP high p.erformance and lower energy apphcatlons, ranging
Ray Caster 1758 0 56 0 0 from high-speed rovers to l‘ow-power mlcro—'drones.
MI Memory 10979 7 1123 232 0 Acknowledgements. This work was partially funded by
Occ. Memory 2407 0 282 56 0 the NSF RTML 1937501 and the NSF CPS 1837212.
Cores (16x) 2970 170 2339 2 45
Total 61729 2699 38991 320 720
Total % 29% 4% 9% 59 % 80 %
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