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Abstract. In this paper, we develop new primal-dual algorithms to solve a class of nonsmooth
and nonlinear convex-concave minimax problems, which covers many existing and brand-new models
as special cases. Our approach relies on a combination of a generalized augmented Lagrangian func-
tion, Nesterov’s accelerated scheme, and adaptive parameter updating strategies. Our algorithmic
framework is single-loop and unifies two important settings: general convex-concave and convex-linear
cases. Under mild assumptions, our algorithms achieve O(1/k) convergence rates through three dif-
ferent criteria: primal-dual gap, primal objective residual, and dual objective residual, where k is the
iteration counter. Our rates are both ergodic (i.e., on a weighted averaging sequence) and nonergodic
(i.e., on the last-iterate sequence). These convergence rates can be boosted up to O(1/k?) if only
one objective term is strongly convex (or, equivalently, its conjugate is L-smooth). To the best of
our knowledge, this is the first algorithm achieving optimal rates on the primal last-iterate sequence
for convex-linear minimax problems. As a byproduct, we specify our algorithms to solve a general
convex cone constrained program with both ergodic and nonergodic rate guarantees. We test our
algorithms and compare them with two recent methods on two numerical examples.
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1. Introduction. The goal of this paper is to develop novel primal-dual algo-
rithms to solve the nonsmooth and nonlinear convex-concave minimax problem

(SP) min max {£(z.y) := F@) + @(,y) ~ H' (1)},
where F', H, and ® satisfy the following structures:
1. F(z) := f(z) + h(z), where f : RP — R is L-smooth and convex, and
h: RP — RU{+4o0} is proper, closed, and convex, but not necessarily smooth;
2. H: R" - RU {+oo} is proper, closed, and convex, but not necessarily
smooth, and H*(y) = sup, {(y,s) — H(s)} is its Fenchel conjugate;
3. @ :RP x R™ — R is continuously differentiable, and convex in x and concave

in y.
In this paper, we will focus on two settings: general convex-concave ® and convez-
linear ®, ie., ®(z,y) = (g9(x),y) for some nonlinear function g : R? — R™. In

particular, if g(x) = Kz for a given matrix K, then (SP) reduces to the well-known
convex-concave minimax problem involving bilinear objective function.
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Associated with (SP), we can define the primal-dual problem pair as follows:

(P) P*:= min {P(x):= F(x)+ P(z)}, where P(z):= max{®(z,y) — H*(v)},

zERP yER™
(D) D= max {D(y) = D(y) — H(y)}, where D(y):= min {F(z) + ®(z,y)}.

If ®(x,y) = (9(x),y), then P(x) = H(g(x)) in (P), and thus (P) also covers the
nonlinear compositional convex optimization problem as a special case. In partic-
ular, if H*(y) := dic«(y), the indicator of the dual cone K* of a proper cone K in
R™, and ®(x,y) = {(g(x),y), then (P) reduces to the following general convex cone
constrained program:

(CP) F* .= ;:IGHJRI}) {F(z) := f(z) + h(z) st. g(z) € —K}.

This problem covers several subclasses such as conic programs and convex programs
with nonlinear convex constraints (e.g., quadratically constrained quadratic programs)
[2]. Let us first review some representative applications and then discuss the limita-
tions of existing works regarding (SP) and its primal-dual pair (P) and (D).

Representative applications. If ®(z,y) = (Kz,y), then (SP) already covers
various applications in signal and image processing, compressive sensing, machine
learning, and statistics; see, e.g., [2, 5, 8, 13, 19]. When @ is convex-linear or generally
convex-concave, it additionally covers many other key applications in different fields.
For instance, the kernel matrix learning problem for support vector machines studied
in [26, problem (20)] can be formulated into (SP), where ® is quadratic in z (model
parameters) and linear or concave in y (a kernel matrix). Another related problem
is the maximum margin clustering application studied in [53], where the coupling
objective is linear in y. Various robust optimization models relying on the well-known
Wald’s max-min formulation can be cast into (SP), where y characterizes a source
of uncertainty; see, e.g., [3]. The generative adversarial networks (GANSs) problem
involving Wasserstein distances studied in [1] can also be formulated as a special case of
(SP). This model is also related to optimal transport problems as shown in [16]. Other
applications of (SP) in machine learning, (distributionally) robust optimization, game
theory, and signal and image processing can be found, e.g., in [14, 15, 24, 38, 39, 42].
It is also worth noting that (SP) and its special case (CP) can serve as subproblems
in several nonconvex-concave minimax and nonconvex optimization methods such as
proximal-point, inner approximation, and penalty-based schemes; see, e.g., [4, 28, 47].

Limitation of existing work. Methods for solving (SP) and its primal problem
(P) when ® is bilinear are well developed; see, e.g., [2, 5, 9, 11, 13, 20, 21, 35, 36, 41,
43, 46, 48, 49]. However, when ® is no longer bilinear, algorithms for solving (SP)
remain limited; see, e.g., [18, 22, 27, 33, 44, 45, 58]. We find that existing works have
the following limitations.

o Model assumptions. Gradient-based methods such as [27, 45, 57, 58] require
V® and V,® to be uniformly Lipschitz continuous on both z and y (see Assump-
tion 2.4), which unfortunately excludes some important cases, e.g., the convex cone
constrained problem (CP), where V,®(z,y) = ¢'(z) Ty, which is not uniformly Lip-
schitz continuous on « for all y (see Assumption 2.3). In addition, if ®(z,y) = (g(x),y)
and H* is not strongly convex or restricted strongly convex as in [12, 27, 44, 52],
then P(-) in (P) can be nonsmooth, which creates several challenges for first-order
optimization methods.
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o High per-iteration complezity. Various methods, including [27, 33, 45, 54, 56, 57],
require double loops even when ®(z,y) = (g(z),y), where the inner loop approxi-
mately solves a subproblem, e.g., a penalized or an augmented Lagrangian subproblem
in 2. These methods (including variants of the alternating minimization algorithm and
the alternating direction method of multipliers (ADMM)) can be viewed as inexact
first-order schemes to solve (P), where the complexity of each outer iteration is often
high. In addition, related parameters such as the inner iteration number are often
chosen based on some convergence bounds and may depend on a desired accuracy.
This dependence requires sophisticated hyperparameter tuning strategy to achieve
good performance, and it is often challenging to implement in practice. There exist
very limited single-loop algorithms such as [18, 27, 29, 30] for general convex-concave
minimax problems, and [55] for a special case of (CP).

o Convergence guarantees. Subgradient and mirror descent-based methods such
as [22, 33| often have slow convergence rates compared to gradient and accelerated
gradient-based methods [34]. Hitherto, existing works can only show the best known
convergence rates on ergodic (or averaging) sequences, via a gap function (cf. (4)); see,
e.g., [7, 18,22, 30, 31, 32, 33, 45, 55]. It means that the convergence guarantee is based
on an averaging or a weighted averaging sequence of all the past iterates. In practical
implementation, however, researchers often report performance on the nonergodic (or
the last-iterate) sequence, which may only have asymptotic convergence or suboptimal
rate compared to the averaging one. As indicated in [17], the theoretical guarantee
on the last-iterate sequence can be significantly slower than an averaging one. To
achieve faster convergence rates on the last iterates, as shown in [48, 50], one needs
to fundamentally redesign the underlying algorithm. Note that averaging sequences
break desired structures of final solutions such as sparsity, low-rankness, or sharp-
edged structures required in many applications, including imaging science.

These three major limitations of existing works motivate us to conduct this
research and develop novel primal-dual algorithms, which affirmatively solve the
above challenges.

Our approach. Problem (SP) is much more challenging to solve than its bilinear
case, especially under Assumption 2.3, where V,®(-,y) is not uniformly Lipschitz
continuous in z for all y. Our approach relies on a novel combination of different
techniques. First, we introduce a surrogate £ of the Lagrange function £ in (SP) and
a new potential function £, (see subsection 2.4). The function £, plays a key role
in our convergence analysis. Second, we alternatively minimize £, w.r.t. its auxiliary
variable s and then the primal variable x. The subproblem in z is linearized to
use the proximal operator of h and V f. Third, we also utilize Nesterov’s accelerated
momentum step with a new step-size rule to obtain optimal convergence rates. Finally,
we exploit a homotopy strategy developed in [46, 48] to dynamically update the
involved parameters in an explicit manner.

Our contribution. The contribution of this paper can be summarized as follows:

(a) We develop a novel unified single-loop primal-dual algorithmic framework,
Algorithm 1, to solve (SP), (P), and (D) simultaneously, which covers six
different variants. We introduce a new potential function £, for (SP) to
analyze the convergence of our algorithms. We establish key properties of 1,,,
a component of £,, which could be of independent interest, and can be used
to develop other algorithms.

(b) We establish O (1/k) optimal convergence rates for different variants of Algo-
rithm 1 in the general convex-concave case and the convex-linear case on the
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primal-dual gap, where k is the iteration counter. Our sublinear convergence
rates are achieved via both averaging sequences and the primal last-iterate
sequence, which we call ergodic and semi-ergodic rates, respectively. In addi-
tion, we develop adaptive update rules for our algorithmic parameters in the
ergodic case.

(¢) When F is strongly convex (i.e., either f or h is strongly convex), by deriving
new parameter update rules, we establish O (1 / k:2) optimal convergence rates
for different variants of Algorithm 1 on the primal-dual gap. Again, our
convergence rates are achieved via both averaging and primal last-iterate
sequences.

(d) As a byproduct, we also obtain the same convergence rates on the primal
objective residual and the dual objective residual for both (P) and (D), re-
spectively, in all variants. We also specify Algorithm 1 to solve the general
convex cone constrained program (CP), where our optimal convergence rates,
both ergodic and nonergodic, on the primal objective residual and primal fea-
sibility violation are established.

Comparison. Problem (SP) can be cast into a special variational inequality
problem (VIP) or a maximally monotone inclusion, where several methods can be
applied to solve it; see, e.g., [2, 14, 15, 23, 25, 31, 32]. However, the following aspects
make our methods stand out from existing works on the minimax setting (SP) and
its primal-dual pair (P) and (D). First, the main assumption of the VIP approach
is the uniformly Lipschitz continuity of the underlying monotone operator, which
unfortunately does not hold for our second setting under Assumption 2.3, and in
particular for (CP). Second, our algorithms are different from those in [2, 14, 15,
31, 32], where we focus on nonasymptotically sublinear convergence rates under mild
assumptions, instead of asymptotic or linear rates as approaches in [2, 14, 15, 31, 32].
Third, many variants of Algorithm 1 are single-loop as opposed to double-loop ones as
in [27, 33, 37, 45, 56, 57]. Note that single-loop algorithms are often easy to implement
and extend. Fourth, we do not require V,® to be uniformly Lipschitz continuous in x
for all y as in [27, 45, 56, 57|, where the domain of y in our setting can be unbounded.
Fifth, compared to other single-loop methods such as in [18, 29, 44], our rates are
nonergodic on the primal sequence. To the best of our knowledge, this is the first
work establishing such nonergodic rates for the convex-linear case of (SP). Sixth, we
only focus on the general convex case, and the strongly convex case of F', and ignore
the case when both F' and H* are strongly convex since this condition leads to a
strong monotonicity of the underlying KKT system of (SP), and linear convergence
is often well known [2, 14, 15]. Seventh, our convergence guarantees are on three
different standard criteria, and in a semi-ergodic sense. Even in the ergodic sense, our
parameter updates as well as assumptions are adaptive and also different from those
in [18, 29] (see Theorems 2, 3, and 4). Finally, our special setting (CP) remains more
general than the one in [54, 55], which can cover conic programs. Our algorithm and
its convergence rates stated in Theorem 11 are still new compared to [54, 55]. Our
rates include both ergodic and nonergodic ones as opposed to the ergodic rates in [55].

This work is also different from [18, 48] in the following aspects. First, our setting
(SP) is much more general than the one in [48] both in terms of model and structured
assumptions. Second, [48, Algorithm 1] can be considered as a special case of the
variant (33) when F is non-strongly convex. However, when F is strongly convex,
[48, Algorithm 2] is really different from both (30) and (33). Except for this similarity,
other results in this paper are new compared to [48]. Third, [18] only studies ergodic
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convergence under Assumption 2.4, which is similar to Theorem 2. Nevertheless, [18]
can exploit the gradient V,® to avoid the proximal operator of —®(x,-). However,
under Assumption 2.3, [18] requires a linesearch-type procedure (see [18, eqn. (4.9)])
to achieve convergence guarantees. Finally, our semi-ergodic convergence rates are
new compared to [18].

Paper outline. The rest of this paper is organized as follows. Section 2 recalls
some basic concepts used in this paper and introduces our new potential function.
Section 3 develops our unified algorithmic framework, Algorithm 1, for solving (SP)
and its primal and dual formulations. Section 4 analyzes the ergodic convergence rates
of Algorithm 1, while section 5 is devoted to studying its semi-ergodic convergence
rates. Section 6 specifies our method to (CP). Section 7 provides two numerical
examples to verify our theoretical results. For clarity of presentation, all technical
proofs are deferred to the appendices.

2. Background, assumptions, and new potential function. This
section recalls some necessary concepts and tools used in this paper and states our
main assumptions.

2.1. Basic concepts. We work with Euclidean spaces RP and R™ equipped
with a standard inner product (u,v) and norm ||u||. For any nonempty, closed, and
convex set X in RP, ri(X) denotes its relative interior and d» denotes its indicator
function. If K is a convex cone, then K* := {w € R? | (w,z) > 0 Vz € K} defines its
dual cone. For any proper, closed, and convex function f : R? — RU{+oc}, dom(f) :=
{z e R? | f(x) < o0} is its (effective) domain, f*(y) := sup,{(z,y) — f(x)} defines
its Fenchel conjugate, df(z) := {w € R? | f(y) — f(z) > (w,y — z) Yy € dom(f)}
stands for its subdifferential at x, and V f is its gradient or subgradient. We also
use prox;(z) := argminy{f(y) + $|ly — [|*} to define the proximal operator of f.
If f = dx, then prox; reduces to the projection proj, onto &X. For a differentiable
vector function g : RP — R"™, ¢/(-) € R™*P denotes its Jacobian.

A function f : R? — R is called M;-Lipschitz continuous on dom(f) with a
Lipschitz constant My € [0, +00) if | f(z) — f(&)| < My|z — &|| for all z, & € dom(f).
If f is differentiable on dom(f) and Vf is Lipschitz continuous with a Lipschitz
constant Ly € [0,+00), L.e., [Vf(z) = Vf(Z)| < Ly|lz — &[| for z,2 € dom(f), then
we say that f is Lg-smooth. If f(-) — & - || is still convex for some py > 0, then
we say that f is pg-strongly convex with a strong convexity parameter py. If iy =0,
then f is just convex.

2.2. Fundamental assumptions. The algorithms developed in this paper rely
on the following assumptions imposed on (SP) and its primal and dual forms (P)
and (D).

Assumption 2.1. There exists (2*,y*) € dom(F) x dom(H*) of (SP) such that
(1) L(z*,y) < L(@*,y*) < L(x,y*) Y(z,y) € dom(F) x dom(H").
Moreover, dom(F) x dom(H*) C dom(®) and L(z*,y*) is finite.

Assumption 2.1 is standard in convex-concave minimax problems. It guarantees
strong duality P* = D* = L(x*,y*) and the existence of solutions for (P) and (D);
see, e.g., [40].

Assumption 2.2. The function & is continuously differentiable; f, h, and H are
proper, closed, and convex; and F':= f 4+ h. Moreover, f is Lg-smooth with L; €
[0, 4+00).
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Together with Assumptions 2.1 and 2.2, we consider two settings corresponding
to Assumptions 2.3 and 2.4 below. We treat them separately in our analysis.

Assumption 2.3. ®(x,y) = (g(z),y) is convex in z for any y € dom(H*) and
linear in y for any « € dom(F'). In addition, for any z, % € dom(F) and y € dom(H™*),
it satisfies
@) { IVa®(i,y) = Vo @(z,y)ll = lllg'(@) — ' ()] Tyl

IVy@(2,y) = Vy@(z, )|l = [lg(&) — g(z)]|

IN

Lulylll|z — 2,

IN

Loy||2 — 2],

where Lq1, Loy € [0, +00) are given Lipschitz constants.

Assumption 2.4. ®(-,y) is convex in z for any y € dom(H*) and ®(x, -) is concave
in y for any « € dom(F). In addition, for any z,Z € dom(F) and y,§ € dom(H™), it
satisfies

L[|z — 2],

Lo || — zl| + La2||§ — yll,

IVy®(2,9) = V,y@(z, y)|

INIA

where Li1, Loy, Lag € [0,+00) are given Lipschitz constants.

Assumption 2.4 is widely used in convex-concave minimax problems; see, e.g.
[18, 27, 29, 45, 56, 57]. Clearly, if ®(z,y) = (g(z),y) as in Assumption 2.3, then it
satisfies the last condition of (3) with Loy = 0. However, the first condition of (2) in
Assumption 2.3 is weaker than the first line of (3) in Assumption 2.4 if dom(H™*) is
not bounded. Hence, we treat two settings corresponding to these two assumptions
separately in this paper. Clearly, if ®(z,y) = (Kx,y) is bilinear, then it automatically
satisfies both Assumptions 2.3 and 2.4.

2.3. Optimality condition and gap function. In view of Assumptions 2.1
and 2.2, there exists a saddle-point (z*, y*) € dom(F)xdom(H*) of (SP) that satisfies

0 € OF (") + V,®(z*,y*) and 0e V,®(z*,y*) —0H"(v*).

To characterize saddle-points of (SP), we define the following gap function (see [5, 14,
15, 33]):

(4) gZ(z’y) = Sup{E(l’,]j)*Z(i'7y)SfGX, QEJ}},

where X C dom(F) and Y C dom(H*) are two nonempty and closed subsets such
that Z := X x ) contains a saddle-point (z*,y*). It is clear that Gz(z,y) > 0 for any
(z,y) € dom(F)xdom(H™*). If (z*,y*) is a saddle-point of (SP), then Gz (z*,y*) = 0.

2.4. Potential function and its key properties. One of the main steps to
develop our algorithms is to build an appropriate potential function, which is for-
malized as follows. First, we lower bound H* using its Fenchel conjugate, i.e.,
H*(y) > (s,y) — H(s) for any s € dom(H). Consequently, we can upper bound
the Lagrange function £ of (SP) by

(5) L(z,s,y) = F(x)+ H(s) + ®(z,y) — (s,9).
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Clearly, for any (z,s,y) € dom(F) x dom(H) x dom(H*), we have

(6) L(z,y) < L(z,s,y) and L(z,y) = L(z,s,y) iff s € IH*(y).

As a result, for s* := V,®(a*,y*) € 0H*(y*), (1) implies that

(1) Lz*,y) < L(a*.s%y) < L(2*, 5% y") = L@",y") < Llz,y") < L(w,5,97).

Next, let us introduce our potential function as follows:

(8) Ep(a:,s,y) = F(x)+H($)+1/)p(1:,s,y),
where p > 0 is a given parameter and 1,(-) is defined as follows:

— _ — Xy — wll?
(9) Uplw,s,y) = max { @z, w) = {s,u) = 55 Ju—yl*}.

We also denote by up(, s,y) := prox_,¢(,,.) (¥ — ps) the unique solution of the max-
imization problem in (9). In particular, if ®(x,y) = (g(z),y), which is convex-linear,
then 9, (z,s,y) = (9(x) —5,y) + §llg(z) — s]|* and uj(z, s, y) = y +p(g(x) - s), which
are explicitly given. In fact, (8) can be viewed as a generalized augmented Lagrangian
function of (SP); see [40].

We first prove the following lemma in Appendix A, which will be used for our
analysis. However, we believe that this result by itself is of independent interest and
can be used to develop other algorithms for solving (SP). We therefore state it in the
main text.

LEMMA 1. Let v, and uj, be defined by (9), and Assumption 2.2 and either
Assumption 2.3 or Assumption 2.4 hold. Then v, is conver in x if u,’j(x,s,y) €
dom(H*), convez in s for given y € dom(H*), and concave in y for given (x,s) €
dom(F')xdom(H). Moreover, V,1,(z,s,y) = Vo ®(z,uj(x, s,y)) and Vs (z,s,y) =
—uy(z,5,y)-

Let us define

Col@, 852, 8,y) = Pp(@,8,9) + (Vathp(,5,9), & — ) +(Vsihp(, 5,9), 5 = 5),
A&, 852, 8,y) = V(2,5,y) — (2,52, 5,y).
Then, for &,z € dom(F), §,s € dom(H), y,4 € dom(H*), and p,p > 0, we have
D(w,9) — (5,8) < Byl 5,9) + 2519 — vl
(1) { Gplasy) < Gl s,y) + G us(e,s,y) -yl

gp(jaé;xasay) < @(:%,u?(x,s,y)) - (é,uZ(az,s,y)) - Qip”u;(a%s?y) - yH2

(10)

In particular, if ©(z,y) = (g(x),y), then ¥,(z,5,1) = Vs, 5,5) + G s (@, 5,5) —
yl|?. Moreover, if u’(x,s,y) € dom(H*), then for #,x € dom(F), 8, s € dom(H), and
Y, ¥ € dom(H™*), we also have

*

||up(j:7§7 A) - U;(ZE,S,y)”
< s [Latlle — & + s = 51 + 5 19 - wll
1+ (A 4 *
(12) |l (2,8, ) — up (. 5,9)|”
S Ap(ja §,.’L’,S,y)
A~ L A A
< B — ol + B (@, 8,y) — up (a5, ) 1,
where p, is the strong concavity parameter of ®(x,-), Ly = L11||u:(337579)|| and

Los = 0 if Assumption 2.3 holds, and Lq1 := Lq1 if Assumption 2.4 holds.
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3. A unified primal-dual algorithmic framework. We now develop a new
primal-dual algorithmic framework to solve (SP) and its primal-dual forms (P) and (D).

3.1. Primal and dual updates. Our main idea is to exploit the potential
function £, defined in (8) to measure the progress of an iterate sequence {(z*,7%)}
generated by the proposed algorithm. Since this function not only involves x but also
the dual variable y and the auxiliary variable s, we also need to update them in an
alternating manner.

Primal steps. First, given ¥ € dom(F) and ¢* € dom(H*), we minimize
L, (2%, 5,9%) w.r.t. s to obtain s**1. By combining this step and (9) and exchanging
the min-max, we get
(13) { uktl .= argm&n{H*(u)—‘I)(i“k, u)—|—ﬁHu — yjk”?} =DIOX,, (1 ()b (3*,)) (zjk) ,

skl =V, &2k uk ) - pik(uk‘|r1 —9k).

With s**1 obtained from (13), we minimize £,, (z,s**1, ) w.r.t. z to obtain a**1.

However, minimizing this function directly is difficult. We instead linearize f(-) +
¥, (881, §%) at 2% and then minimize the surrogate of £,, as

K= argmin {h() +(Vf(75) 4+ Vath,, (3%, "1 %), 2 — 2°)+ B o — 27}
= pr0%y 1, (= A [VGR) 4 Vit (5,554, 39)),

where L > 0 is a given parameter, which will be determined later.

T

(14)

Dual step. As analyzed in Lemma 13, we can update §* with a step-size
N > 0 as

(15) g =g (Vo (@1 85T G8) — (1= 7)Yy, (2, 87,51)).

Here, we allow 7, = 0, leading to §* being fixed at y° as §* := ¢° for all £ > 0
(see (30)).

Dual averaging step. Given 7,75, € (0,1], and v**! in (13), we update g*¥+1
(16) g = (1= 1) g* + mu

While the primal step is key to our algorithms, the dual step may not be required as
in the variant (30) below. This step is only required in the semi-ergodic variants.

3.2. The full algorithm. To explicitly express our algorithm, we note that
vxqszk (jd’k7 L Ak) \Y (I)( k+1) and Vzﬂ/’p(xa S, gk) = %(U*(QZ, S)ZQk) - gk),

where u(z, §*) = proxfpé(m,_)(gjk — ps). To update #*, we apply Nesterov’s accel-
erated scheme [34] as #F 1 o= okt 4 B (aF+! — 2F) for an appropriate parameter

Br+1 = 0.

Finally, putting all the above steps together, we obtain a complete single-loop
primal-dual first-order algorithmic framework for solving (SP) as specified in Algo-
rithm 1.

4. Ergodic convergence rates. Let us first analyze the ergodic convergence
rates of Algorithm 1 for both general convex-concave and convex-linear settings.
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Algorithm 1 (Unified single-loop primal-dual first-order algorithmic framework).

1: Initialization: Choose an initial point (z°,9°) € dom(F) x dom(H*).

20 Set 29 :=29, 90 := 40, 4® := 9O, and s* := 0. Set §° := y° for Theorem 6 or 8.

3:  Choose 19, Lg, pg, and 19 according to Theorem 2, 3, 4, 6, or 8.

4: For k := 0 to knax

5. Update 7%, Lk, pk, Nk, and Bx as in Theorem 2, 3, 4, 6, or 8 (consistent with
step 3).

6:  Compute uFt! := prox, (g.)_a@r(@") and 1= V, &8 M) -

(U —gh).

7. Compute zF+! := prox,, , (&" — %[Vf(:%k) + V. @(2F, ub 1)),

8:  Update 2*+1 := 2*+1 4 B (2FF! — 2F).

9:  Compute uF+! := PIOX_,, g (zk+1,.) (9" — prs*T1).

10:  Update gk+1 — @k + Lk(ﬁlm-l _ yk) _ (1p]:fi77k (ak _ gk)

11:  Compute uF*! : —prox,pkcp(xkﬂ 3 (@ = prstth).

12:  Update g%+ := (1 — 7)§* + 7pu**! for the variants in Theorems 6 and 8.

EndFor

4.1. The general convex-concave case. Let us fix 74 := 1 and 2* := 2% (i.e.,

Br = 0) in Algorithm 1. In this case, the main steps, steps 6 to 11, of Algorithm 1
reduce to

uktl = PIOX,,, (F+ ()= (k) (Q’“) ,
aft = prox,p, (¢% — 2o [Vf(a*) + Vo @(2F, uh 1)),
gt = gk + Zf(prox_pkcb(xkﬂ,.) (9% — prs®tt) — g*).

In fact, the first line of (17) requires computing the proximal operator of H*(-) —
® (2%, ), which could be computationally expensive if ® is nonlinear in y. To overcome
this issue, we can also linearize £, (&%, s,9%) around &* to decompose the first and
second lines of (17) into the two alternating steps:

uFtt = prox_pk¢(£k7,)(g)k—pk§k) and s*t1: —proxH/L( +IZ,; k+1)

Here, §* and Ly can be updated similarly to #¥ and Ly, respectively. This decom-
position allows us to use the proximal operators of —®(x*,-) and H separately. The
convergence analysis of this variant is very similar to that of (17). However, to avoid
overloading the paper, we skip it here and only focus on (17). Compared to [18],
Algorithm 1 uses the proximal operator of —®(z,-) instead of the gradient V,®(z,-)
as in [18].

Our goal in this section is to establish convergence rates of Algorithm 1, in-
cluding the variant (17), on the following ergodic (i.e., weighted averaging) sequence

{(@",g")}:
k k k

1 1
(18) zk ::Z—Z It g ::E—Z jul Tt where X, ::Zm.

=0 =0 j=0

Here, n; for j =0,...,k are given weights.
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The following theorem states both O (1/k)- and O (1/k?)-ergodic convergence
rates of the variant (17) under Assumption 2.4, whose proof can be found in Appen-
dix C.1.

THEOREM 2. Suppose that Assumptions 2.1, 2.2, and 2.4 hold for (SP). Let

{(z*,y*)} be generated by the variant (17) of Algomthm 1 and let {(z*,5*)} be defined
by (18).
o If up =0 (i.e., F is only conver), then we fix px := po > 0 for all k > 0.
o If up > 0 (ie., F is strongly convex) and Logs = 0, then we update pxi1 =
2by, _ — 2
V*\/#m’ where v := Ly + Ly — py, by = v+ up + 2L35,p, and
HF+4V
Po = T613,
Let Ly, and n be updated, respectively, by
(19) Ly =Ly + Ly + L§1(2 + prLo)pr  and ny = %k

Then, with Gz defined by (4), for all k > 0, we have

(200 Gz(a*.5* sup_{po(Lo = pp)llz = a1 + 20y = "I},

)= QSk (z,y)€Z
where Sy := po(k + 1) if pr =0, and Sk := (k+1)[po + 16L2 (k+2)] if up > 0.

When F' is strongly convex, Theorem 2 achieves O (1 /k:2) rate if Loy = 0. If
Log > 0, then the rate of the variant (17) stated in Theorem 2 could be slower than
O (1 / kz). Hence, one needs to modify our update rules and adapt the analysis to
obtain a rate of O (1/k?).

4.2. The convex-linear case. Next, we analyze the O (1/k)-ergodic conver-
gence of Algorithm 1 when ®(z,y) := (g(z),y) (convex-linear) under Assumption 2.3.
In this case, the main steps, steps 6 to 11, of Algorithm 1 reduce to

uktl .= ProX,, () (gk +pkg(xk')) 7
2D et = proy, g, (28 — [V (") + ¢/ (2F) Tul ),
gEt = gk g [g(a:’““) —g(a®) + pik(ukﬂ _ gk)]

The following theorem states the convergence of (21), whose proof is given in Appen-
dix C.3.

THEOREM 3. Suppose that Assumptions 2.1, 2.2, and 2.3 hold for (SP) and g €
OH(3) for a given § € ri(dom(H)). Let {(x*,y*)} be generated by the variant (21)
of Algorithm 1 using py = L% and ng = Lik for all k > 0, and Ly is adaptively
updated by

(22) Ly == Lu[llgll + 19" = 9l + v2Lullg(z*) — 5] + Ly + 2Las.
Let {(z*, %)} be an ergodic sequence defined by (18). Then, for all k > 0, we have

L
(23) Gz(@",9") < ——— - sup {llz —2°)* + |y — °II*},
2(k+1) (zyez { J

where L is a given constant explicitly defined as in (52) in Lemma 15.

Alternatively, we consider the case when F' in (SP) is strongly convex with up :=
fiy + pp > 0. The following theorem establishes an O (1/k?)-ergodic convergence rate
of the variant (21) of Algorithm 1, whose proof is given in Appendix C.4.
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THEOREM 4. Suppose that Assumptions 2.1, 2.2, and 2.3 hold for (SP). Suppose
further that F' in (SP) is pp-strongly conver with pup = py + pp > 0 and § € 0H(3)
for a given s € ri(dom(H)). Given pg > 0 and k > 0, we first choose the initial
parameters as

(24) no =152 and Lo:=Lys+ Ao+ po(Bo+2L3),

where Ag := L11[||9]|+|§° — 9] and By := L11]|g(z°) —$||. Let {(z*,4*)} be generated
by the variant (21) of Algorithm 1 using the following parameter update rules:

N = %’ Lk = Lf+Ak+pk(Bk+2L%1)7
(25) P 2pk—1(Lr—1+pn)
(Ax+Ly—pp)++/(Au+Ly—ps)>+4pr—1(Lk—1+pn)(Br+2L3,)’

where &, = L[|l + 9% — 9ll] and ¢ = Lillg(z*) — $||; and Ay and By are
updated by

Aj_ ) < Ap_1,
Ak;::{ k=1 f &k k=1 and

max{Ag_1 + K, &} otherwise
(26) .
{ Br_1 if G < Bi—1,

Bk =

max{By_1 + K, (i} otherwise.

Let {(z*, %)} be defined by (18). Then, for all k > kg, the following bound holds:

k- 2(ko +1)?
(27 g=z(a".7") < Po((lg_kz)g PR {po(Lo = np)le =212 + 21y = )12,
z,y

where ko and Py are two positive constants explicitly defined in Lemma 17 of Appen-
diz C.2.

Note that the choice of x in Theorem 4 will affect the value of ky. Let us roughly
explain how ko depends on , ||z° — z*||, ||v° — v*||, lg(z*) — g(z®)||, Li1, La21, and
L¢. Let $ = g(z°) and o = y. To simplify our explanation, we define Ly =
max{Li1, Lax, Ly} and My = maxc{l}z® — 2*[|, |5 — y*I| | g(z*) — g(a) | }. We also
choose g = &* = O(1/Lax). Then we have Ly = O(Lmax) from (24), C1 = O(Myax)
and Co = O(LmaxMmax + £) from (56), and L = O(LyaxMmax) from (52). Therefore,
from (61) we obtain kg = (’)(Lmameax(W)Q). Suppose that we choose
K = O(LmaxMmax). Then we obtain the convergence rate guarantee of Algorithm 1
starting from ko := O(LmaxMmax)-

Unlike existing works, Assumption 2.3 associated with ® is challenging to handle
due to L1; = L11]|y|| depending on y. If dom(H*) is unbounded, which is usually the
case in constrained convex optimization, then ||y|| is not bounded. In Theorems 3 and
4, we have to use adaptive techniques to update Ly in order to overcome this challenge.

Finally, we prove the primal-dual convergence rates on (P) and (D) (see Appen-
dix C.5).

COROLLARY 5. Under the conditions and configuration of either Theorem 2, 3,
or 4, the following statements hold. If H in (P) is Mpy-Lipschitz continuous, then

- * 1 * 2
(28) P =P < g [polLo = up)lla® = @I+ 2(g” | + Ma) ]
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Alternatively, if F* in (D) is Mp~-Lipschitz continuous, then

1
(29) D* - D(5*) < 25, [po(Lo — pg)(l2”] + Mp+)? +2]ly" — y*||?].

Here, Sy := po(k + 1) if pp =0, and Sy, := (k+1)[po + lé‘TFgl(kj +2)] if up >0 in

Theorem 2, Sy := @ in Theorem 3, and Sy := Z‘J((—kkoiﬁo)); in Theorem 4.

5. Semi-ergodic convergence rates. In this section, we analyze semi-ergodic
convergence rates (i.e., the rates on the primal last-iterate sequence and the dual
averaging sequence) of Algorithm 1 for two different variants detailed below.

5.1. The convex-linear case without dual update. We first consider a vari-
ant of Algorithm 1 with 7, = 0 (i.e., §* = y° for all k > 0 in (15)) for the convex-linear
setting ®(x,y) = (g(x),y). Clearly, the main steps, steps 6 to 11, of Algorithm 1 re-
duce to

ML= prox,, g (40 + prg(2¥))

(30) ab = proxy, g, (87 — £-[Vf(@F) + V@&, w 1)),

FRHL = Rl By (R — k),

u

The variant (30) has a similar form to that of standard primal-dual methods in the
bilinear case such as [5, 10, 11, 13, 51]. However, the first line is different from those
due to fixed 3.

The following theorem states the convergence of (30) in both convex-linear and
strongly convex-linear cases, whose proof is deferred to Appendix D.2.

THEOREM 6. Suppose that Assumptions 2.1, 2.2, and 2.3 hold for (SP). Let us fiz
& € dom(F) and y € OH*(g(%)). Assume that either H is My -Lipschitz continuous
or |lg(x) — g(&)|| < By for all x € dom(F) N dom(g) such that L11 By < +oco. Let
{(z*,5%)} be generated by the variant (30) of Algorithm 1 and (16) with y° := 5. Let
Ly, be updated by

LiiMg+ Ly + pkLgl if H is Myg-Lipschitz continuous,

(31) Ly := . ) .
L9l + Ly + px(L3; + L11By) otherwise.

Let 1o := 1, pg := fi;;, k= 5, and 11, and By be updated as follows:

o If up=0, then update 73,:= T}H and Biy1:= %, and po >0 arbitrarily.
T’“(VTI?+4_T’“) . (Lktpn)Tee1 (1—Tk)
S and Bi41 = Trsirir)me

Moreover, we choose “LF—;; < po < ‘L‘—i if H is Myg-Lipschitz continuous, and

HET1 < < MF .
TnB, 1% = po < B, 715, otherwise.

Then, with Gz defined by (4), for all k > 0, we have

o If up >0, then update Ti+1 :=

. 1 .
(62 Gz6h M) <gg - sw {pLo = pple -l + 2y il
x,Y)€E

where Sy, := po(k+1) if up =0, and Sy := 22(k +2)* if up > 0.

Theorem 6 establishes an O (1/k)-semi-ergodic convergence rate of the variant
(30) on the gap function Gz, and an O (1/k?)-semi-ergodic rate when either f or h
is strongly convex.
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5.2. The convex-linear case with dual update. For ®(x,y) = (g9(x),y), if
we update §* as in (15), then the main steps, steps 6 to 11, of Algorithm 1 reduce to

WL = pros,, . (5 + prg(@h))

P = prox,, g, (15— A [VAER) + g (08 Tub ),
(33) R+l = kAl +ﬁk+1($k+1 _ Cck)7

@k+1 = g(xk'H) _ g(‘%k) =+ p%c(uk-&-l _ ﬂk),

P = g ne[Ok — (1 — 7k) O]

This variant essentially has the same per-iteration complexity as (30), but requires
one additional evaluation g(z**1). Nevertheless, due to the new dual update of ¥,
it is really different from existing methods. If ® is bilinear, then it reduces to the
scheme in [48]. However, if F is strongly convex, then (33) is new compared to [48]
even when @ is bilinear.

Remark 7. We note that (33) is also different from existing augmented Lagrangian-
based methods, including ADMM in the following aspects. First, its primal step in
zF*1 minimizes a surrogate of £,, (z,s*1,§*) by linearizing f and the augmented
term t,. This is similar to the preconditioned ADMM variant, e.g., in [5]. Second, it
has Nesterov’s accelerated step on £* in the third line. Third, the dual updates §* and
§* are also different from existing methods in the literature. Finally, our convergence
rates in Theorems 8 are achieved on the primal last-iterate z* instead of an averaging
one as in existing ADMM. These rates are also optimal under our assumptions (up
to a constant factor).

Theorem 8 (see Appendix D.3 for its proof) proves semi-ergodic rates of Algo-
rithm 1 on the primal last-iterate sequence {z*} and the dual averaging sequence
{g"}.

THEOREM 8. Suppose that Assumptions 2.1, 2.2, and 2.3 hold for (SP). Let
us fir & € dom(F) Ndom(g) and take y € OH*(g(&)). Let either H be My -Lipschitz
continuous or ||g(x)—g(&)|| < By for allx € dom(F)Ndom(g) such that L11 By < +o0.
Let {(z*,5*)} be generated by the variant (33) of Algorithm 1 and (16) using y° =y
and the update rules:

pr = s, g =B (for a given py > 0),
(34) . Ly1My + Ly +3pp L3, if H is Mg-Lipschitz continuous,
BT { L1a|[y°|| 4+ L + 3pk(L11 By + L%,)) otherwise.
Moreover, T, and Biy1 are updated as follows:
o If up = 0 (i.e., F is only convex), then we update 1y, := k%_l and Bri1 =
(1—=7%)Th+1

Tk

o If up >0 (i.e., F is strongly convex), then we update Tp11 := %(\/Tlf +4—

) and Bri1 = (Lk(JrLi’jr):f;;()lT;T’“) with 7o := 1. In addition, we choose
HFT1 ME . T . . WETL
L2, < po < I3 if H is My-Lipschitz continuous and ToB 415, < po <

_ T wr :
LB, 13, otherwise.

Then, with Gz defined by (4), for all k > 1, the following bound holds:

N 1
(65 Gzlahi) < 55 sup {po(Lo = up)llz = a1 + 2y =12},
x,y)€E
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where Sy := pok if up =0, and Sk = W if pr > 0.

Remark 9. The O (1/k)- and O (1/k?)-convergence rates stated in this paper are
optimal (up to a constant factor) under the corresponding assumptions in the above
theorems since these rates are optimal for the special bilinear case as shown in [48].

Remark 10. Similar to Corollary 5, we can derive primal-dual convergence rates
for (P) and (D) of both the variants (30) and (33) based on the results of Theorems 6
and 8. However, we skip the detailed statements here to avoid repetition.

6. Application to convex cone constrained optimization. In this section,
we specify Algorithm 1 and their convergence results to handle the special case (CP)
of (SP). This problem is a general convex cone constrained program as in [18]
and is more general than the setting studied in existing works such as [55]. By
Assumption 2.3, since ®(z,y) = (y, g(x)) is convex in z for any y € K*, g is K-
convex, i.e., for all z,& € dom(g) and A € [0, 1], it holds that (1 — X)g(z) + A\g(&) —
g((1 =Xz + A&) € K. To guarantee strong duality, we require the Slater condition
on (CP): {z € ri(dom(F)): g(z) € —int(K)} # 0.

To solve (CP), we apply Algorithm 1 and replace the update of u**!

at step 6 by
(36) u* = projic. (9% + prg(@¥)) |

where proji. is the projection onto the dual cone K* (see also (51)). We will char-
acterize the convergence of Algorithm 1 via the following combined primal-dual mea-
surement:

£(x) = max {e. | F(z) — F*|, dist_x (9(a))} .
(37) where dist _x (9(x)) i=_inf_[lg(z) — 5],
and ¢, := max{1, |ly*||}.
The following theorem proves the convergence of the proposed variant of Algo-
rithm 1 for solving (CP), whose proof can be found in Appendix E.

THEOREM 11. Suppose that Assumptions 2.1, 2.2, and 2.3 and the Slater con-
dition hold for (CP). Let {z*} be generated by the variant of Algorithm 1 using
(36) for solving (CP). Let E(z) be defined by (37) and Ao = 2220||z0 — 2*||2 +
(191 + lly* Il + 1)2. Then the following hold:

(a) Under the conditions of Theorem 3, we have £(z"*) < 2(Lk7§-01) in an ergodic sense.

(b) Under the conditions of Theorem 4, we have £(Z%) < %
ergodic sense.
Alternatively, if ||g(xz) — g(2)|| < By for all x € dom(F) Ndom(g) and S is given as
in Theorem 6 or 8, then the following statements hold:

(c) Under the conditions of Theorem 6, we have £(z*) < fT‘L in the last iterate x*.

(d) Under the conditions of Theorem 8, we have &(z*) < %(11 in the last iterate x*.

m oan

In the last two cases (¢) and (d) of Theorem 11, we do not have the Lipschitz
continuity of H since H(-) = d_x(-). Hence, we need the assumption that ||g(z) —
g(2)|| < By for all z € dom(F)Ndom(g), when g is not affine. The convergence bounds
of Theorem 11 already combine both the primal objective residual |F(z) — F*| (scaled
by a factor ¢, := max{L, ||y*||}) and the primal feasibility violation dist_x (g(x)).
Moreover, their convergence rates are optimal. The statements (a) and (b) cover [55]
as special cases.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 03/06/23 to 45.37.106.180 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

2594 YUZIXUAN ZHU, DEYI LIU, AND QUOC TRAN-DINH

7. Numerical experiments. In this section, we test and compare different
variants of Algorithm 1 on two numerical examples in subsections 7.1 and 7.2, respec-
tively. Our experiments are implemented in MATLAB R2018b, running on a laptop
with 2.8 GHz Quad-Core Intel Core i7 and 16Gb RAM using Microsoft Windows.

7.1. Quadratically constrained quadratic programming. To test our algo-
rithms on an unbounded dual domain problem, we consider the following quadratically
constrained quadratic program (QCQP):

min {f(m) = %xTAUx—i-bJac s.t. ||z £ D,
(38) z€eR
%xTAix—&-biTx—l—ci <0, i= 1,...,n},

where A; € RP*P is symmetric and positive semidefinite, b; € RP, and ¢; € R for
all 4. In addition, Ag is positive definite, and D := 10. This problem is a special
case of (CP), and hence of (SP), where h := dx is the indicator function of X :=
{z € RP: ||z|| < D}, H*(y) is the indicator of R”, and ®(z,y) := >.I ; yig:(x) for
gi(x) == %xTAix +b x4+ ¢

We first denote M; := || 4;||D + [|b;|| and N; := 3||A;[|D? + [|b;]|D + |c;|. Then
Assumption 2.3 is satisfied with L1 := y/nmax{||4;]| : 1 <i < n} and Loy := | M|
Moreover, for a given & with g(&) = 0, we have ||g(z) — g(&)|| < By = ||N|| for
all z € X.

In this experiment, we solve (38) using six variants of Algorithm 1: Alg.1(v1)
(Theorem 3), Alg.1(v2) (Theorem 4), Alg.1(v3) (Theorem 6 for the merely convex
case), Alg.1(v3s) (Theorem 6 for the strongly convex case), Alg.1(v4) (Theorem 8
for the merely convex case), and Alg.1(v4s) (Theorem 8 for the strongly convex
case). We compare our schemes with the Accelerated Primal-Dual (APD) algorithm
(the strongly convex variant) in [18] and the Mirror Descent method in [33]. Note
that Mirror Descent is double-loop where the inner loop approximately computes the
prox-mapping. The input data is generated randomly using the standard Gaussian
distribution in MATLAB to make sure that (38) is feasible. We generate five test
cases, where p varies from 100 to 5000 variables, and n is from 10 to 100 constraints
as shown in Table 1.

To obtain a fair comparison, we tune the hyperparameters of these algorithms.
More specifically, for APD and Mirror-Descent, we tune their primal-dual step-sizes
in the range of [1 x 1076 1]. For our algorithms, we only tune po in the same range,
while updating other parameters based on our theoretical results in Theorems 3, 4, 6,
and 8, respectively. We use both the relative primal-dual (or duality) gap (P(z*) —
D(y*))/|P*| and the CPU time (in seconds) to measure algorithm’s performance.

Our numerical results on the five tests are summarized in Table 1 after 10° iter-
ations. Note that, from the theoretical convergence guarantees, the gap is computed
based on averaging sequences, i.e., P(Z*) — D(¢*) for Alg.1(v1), Alg.1(v2), APD,
and Mirror-Descent. For Alg.1(v3), Alg.1(v3s), Alg.1(v4), and Alg.1(v4s), it
is computed based on the primal last-iterate and the dual averaging sequence, i.e.,
P(a*) - D).

We observe from Table 1 that Alg.1(v4s) outperforms other algorithms in terms
of primal-dual gap in many cases. Alg.1(v2) is slightly better than APD when the
strong convexity is exploited. The CPU time of our variants is comparable with APD
and Mirror-Descent. Since Alg.1(v1), Alg.1(v3), and Alg.1(v4) do not utilize
the strong convexity of f in (38), their performance is worse than the strongly convex
variants: Alg.1(v2), (v3s), (v4s), APD, and Mirror-descent. For the merely convex
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TABLE 1
The numerical results of the eight algorithms on the five tests of the QCQP (38) after
10° iterations.

Prob. Size (p,n) (100, 10) (1000, 10) (1000, 100) (5000, 10) (5000, 100)
Algorithms Rel. gap Time[s] | Rel. gap Time[s] | Rel. gap Time[s] | Rel. gap Time[s] | Rel. gap Timels]
Alg.1(v1) 3.9e-4 2.8e0 1.1e-2 2.7el 7.2e-3 2.8e2 2.6e-2 1.0e2 2.6e-2 1.0e3
Alg.1(v2) 5.3e-6 2.8e0 1.8e-5 2.8el 1.2e-4 2.8e2 4.1e-6 1.0e2 8.4e-6 1.0e3
Alg.1(v3) 4.5e-4 2.6e0 4.5e-5 2.7el 9.0e-3 2.6e2 2.7e-4 1.2e2 1.7e-4 9.9e2
Alg.1(v3s) 5.2e-6 2.7e0 1.6e-6 2.8el 5.1e-6 2.7e2 3.2e-6 1.1e2 5.5e-6 1.0e3
Alg.1(v4) 2.9e-4 2.7¢0 3.0e-5 2.7el 6.2e-3 2.8e2 1.8e-5 1.0e2 1.2e-4 1.0e3
Alg.1(v4s) 3.4e-6 2.7e0 1.2e-6 2.8el 9.0e-6 2.8e2 1.6e-6 1.0e2 3.6e-6 1.0e3

APD 2.3e-7 2.7¢0 6.6e-5 2.8el 3.8e-5 2.8e2 2.9e-4 1.0e2 1.6e-4 1.0e3

Mirror-Descent 4.7e-4 5.3e0 2.2e-3 4.0el 1.1e-3 5.5e2 4.6e-3 2.1e2 4.5e-3 1.4e3

case, the semi-ergodic variants Alg.1(v3) and Alg.1(v4) are still better than the
ergodic one, Alg.1(v1), in most cases.

7.2. Convex-concave minimax game. We consider a convex-concave mini-
max game between two players, where Player 1 chooses her strategy = € A, := {x €
RY + >°F_ @; = 1} to minimize a cost function F(z), and simultaneously Player 2
chooses her strategy y € A, :={y € Rt : > | y; = 1} to minimize a cost function
H*. In addition, Player 1 has to pay ®(z,y) loss to Player 2. By concrete choices of ®
as in [7, section 4.3], we can model this problem into the following minimax problem

with convex-concave term:

N
. ~ 1 T
) i max {Blo) = R D osl1  expla] )+ (e 1) b
Clearly, (39) can be cast into our model (SP) with f(z) := & Zjvzl log(lJre“fT'T), h(x)
and H*(y) being the indicator functions of A, and A,, and ®(z,y) = (g(z),(y)).
By choosing different g(z) and I(y), (39) can cover both convex-concave and convex-
linear cases.

Convex-linear case. Let g;(z) := 1_?_% and [;(y) :=y; for i = 1,...,n. Then
(39) becomes a convex-linear problem. It is easy to check that Assumption 2.3 is
satisfied with L1 := 2||b||cc and Laj := ||b||eo- Since f in (39) is not strongly convex,
we solve (39) using two variants of Algorithm 1: Alg.1(v1) and Alg.1(v3), both
with O(1/k) convergence rates on the primal-dual gap. We compare Alg.1(v1) and
Alg.1(v3) with APD and Mirror-Descent. The hyperparameters of these algorithms

are tuned as in subsection 7.1.

Convex-concave case. Let g;(x) := l-l;izi and l;(y) == —3y? for i = 1,...,n.
Then (39) becomes a general convex-concave problem. It is easy to check that As-
sumption 2.4 is satisfied with L1 := La; := Lag := ||b]|ec. Since this is a general

convex-concave problem, we solve (39) using the variant of Algorithm 1 in Theorem 2
named Alg.1(v5) with O(1/k) convergence rate on the primal-dual gap. We compare
Alg.1(v5) with APD and Mirror-Descent. The hyperparameters of these algorithms
are tuned as in subsection 7.1.

For input data, we take the real-sim dataset from LIBSVM [6] to form vector a;
and generate b; by using a standard uniform distribution. To fully test the perfor-
mance of five algorithms, we generate 30 problem instances by randomly splitting the
real-sim dataset into 30 equal blocks (N = 2411 samples per block), respectively.
The performance of the five algorithms on 30 problem instances is depicted in Figure 1.
Here, for Alg.1(v1), Alg.1(v5), APD, and Mirror-Descent, the primal-dual gap is
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computed based on the primal and dual averaging sequences, i.e., P(z*) — D(y*),
while for Alg.1(v3), this gap is computed through the primal last-iterate and the
dual averaging sequence, i.e., P(x*) — D(7*). Next, we compute the statistic mean
over all 30 instances and highlight it in a thick curve of Figure 1, while the deviation
range of the duality gap is plotted in a shaded area.

From Figure 1 (left), we observe that Alg.1(v3) converges faster than Alg.1(v1),
APD, and Mirror-Descent. However, it exhibits the most oscillation behavior as
shown through both the mean curve and the shaded deviation area. In fact, this is
normal behavior since it uses the last-iterate sequence, which does not have a mono-
tone decrease on the duality gap, and thus is less smooth than other curves, which
use an averaging sequence. Alternatively, Figure 1 (right) shows the performance of
Alg.1(v5) (stated in Theorem 2) and its competitors. Clearly, Alg.1(v5) outper-
forms both APD and Mirror-Descent.

10%F 102
Algorithm 1 (v1) Algorithm 1 (v5)
Algorithm 1 (v3) APD
10! APD Mirror Descent
Mirror Descent
X -3
& & 10
= 102 =
© ©
Q Q
| |
= 100 = 10
& &
10 ¢
10°
105 . . . .
102 107" 10° 102 107 100
Time (s) Time (s)

Fic. 1. The average performance of different algorithms on 30 problem instances of (39) using
the real-sim dataset. Left: The convez-linear case. Right: The convex-concave case.

Appendix A. Proof of Lemma 1: Properties of 1,. Since {(z,s,y,u) :=
D(x,u)—(s, u)—ﬁ |u—yl|? is linear in s and convex in z, 1, (z, s, y) = max, £(z, s, y, u)
is convex in both z and s for any y € dom(H*) if uy(z,s,y) € dom(H*). Moreover,
since &(x, s,y,u) is jointly strongly concave in (y,u), ¥,(z, s,y) = max, £(z, s,y,u) is
concave in y for any (x,s) € dom(F) x dom(H). The proof of (11) is similar to [46,
Lemma A.1(b)].

Now, from the optimality condition of (9), we have V, ®(z,u}) = %(u;—y)—ks and
1

V@ (2, u;) = ;(ﬁ;—@)—%é, where we abbreviate u, := uj (=, s,y) and 4 := uj (%, 5, 7),

p = Up
respectively. Using j,-concavity of ®(z,-), we can easily derive that
%Hﬁ;—u;||2 + <§—s,ﬁ;—u:§>—%(g}—yﬂ;—up:(Vy(I)(&ﬁp)—qu)(x,u;)ﬂ;—up

< —pyllag —upl?+(Vy@(2,u;) = Vy @ (2,up), 4 —us).
Furthermore, by the Cauchy—Schwarz inequality and the Loj-smoothness of ®(-, u:‘,),
we can derive from the last expression that

(3 ) =P < (9, @(0,u5) ~ 9, @ (up), iy —up) — (3= 5= L (G—y), i~ ;)
< [Eallt—all+ 13— sl + 2llg—vl] a5~

which proves the first estimate of (12).
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Next, let us redefine 4}, := u} (%, 3,y) and use a shorthand A := A(%, 3;z, s,y).
»—y) =V, ®(Z,4;). Using
this expression and 1,(z,s,y) = ®(z,uy) — (s,u;) — ﬁ”up — y||? from (9), we can
easily show that

Then, by the optimality condition of (9), we have §+ %( {

A = o2, ay) + (V,@(2,15), uj, —1p) — ®(x,uy) — (Va@(z,uy), & —x) + ||u —upHQ.

Suppose that u; € dom(H™). Then, by uy,-concavity of ®(&,-) and convexity of

®(-,uy), the last expression leads to
A * 2 Hy * 1 y ~ ok *
A > O(3,ul) = 0(z,up) — (Vo (x,u}), x—x>—|—( +4 )II up||22(+27pp“)||up—up|\2.

Alternatively, by Las-smoothness of ®(#, -) and Lj;-smoothness of (-, u}), we also have

A < 0@, up) — 0w, up) — (Vo®(eu5), 8 - 2) + (55 + 52 llag — )
1A (14-pL ~ *
< Lpja — a2 + GEpled s — oy 2.

Combining both inequalities obtained above, we get the second estimate of (12). 0O

Appendix B. Key estimates for convergence analysis. This appendix
provides different general bounds for our convergence analysis in what follows.

LEMMA 12. Suppose that Assumptions 2.1, 2.2, and either 2.3 or 2.4 hold. Let
uF L k1 and 2%t be updated by (13) and (14), respectively. Let L, L,, and 1,
be given by (5), (8), and (9), respectively. Then, for any (z,s) € dom(F) x dom(H ),
we have

ﬁpk(karl i Ak) ( ) ( )Jrgpk(x S.gk) +Lk<xk+1 *‘fika z *xk+1>
1+4+pr L L2 N
(40) %( Ko+ L+ pk((l+ppkk#2,2)) 21)||xk+1 _ kaQ
— B[P — 52 — B[l —2f)? - B2 - 22,

2

where gpk (1‘7 57 gk) = wpk (i‘k7 8k+17 gk) + <Vx¢pk (j:kv Sk+1a @k)v €T — 37 > <v wpk (i‘
sFHLgF), s — sFHL) ) and LY, = Ly ||u* || under Assumption 2.3 and L, := Li;
under Assumption 2.4.

Proof. First, the optimality condition of (14) can be written as

Vh(zF ) 4 V£ (@F) + Vb, (27, s %) + Ly (! — 2%) = 0,

4D Vh(z*+1) € on(a*+).

Next, by convexity of h and f, and L y-smoothness of f, for any « € dom(F'), we have
h(a* 1) < h(x) + (Vh(zH1), 21— ) — i ah+! — g,
F@hth) < f(@) + (VF@EF), o5 — o) + %Hx’““ — &R - B la* — al?.

Combining these two inequalities and then using (41) and F' := f + h, we can derive

(41) R ) I )
F(a"Y) < F(a) = Vot (8°, M1 9F), o — o) + |l — ah)?

T Liah* — %, o — 2 Bl g2 - B8 — g,

(42)
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Similarly, using the optimality condition —V g1, (%, s**1,9%) € OH(s**1) of (13)
and the ppg-convexity of H, we have

(43)  H(sM1) < H(s) + (Vi (3%, 8571, 5), s — sPH1) — B |[sMH — ]2,

In addition, from u**1 € OH(s**1) (or equivalently s**1 € OH*(u**1)), we have
uF*t1 € dom(H*). Using (12) in Lemma 1, we get

441!]/)16( k+1 k+1 :&k) < wp (.’L‘ 8k+1 Ak) < wwpk( S 1’gk>7xk+1 _i‘k>

( ) Li o kt1  aky2 o (bpeLon) ), (k41 k41 sky o k+1(2
+ St VP + g Jup, (27T ST ) — u

By (12) again, we have [ju}, (zF+!, 541, gF) — uFH1]| < %kaﬂ — #%|. Now,

combining (8), (42), (43), (44), and the last inequality, and using /,, (-; %), we can
easily derive

Ly (P sFHL kY < F(z) + H(s) 4 £, (x, 5 9%) + L (@' — 3% o — 2k +1)
+ % (Lllc1 + Lf + Pk(1+pkL22)L§1) Hmk+1 o ik”2

(I+prpy)?
BE|[sF T — 5|2 — B flab Tt — af|? — B )|2F — 22,

which proves (40). 0
Next, using Lemma 12, we can prove the following estimate for accelerated methods.

LEMMA 13. Suppose that Assumptions 2.1, 2.2, and either 2.3 or 2.4 hold. Let
sFHL gkt and gFTY be computed by (13), (14), and (16), respectively. Let L and
L, be given by (5) and (8), respectively. Then, for any (z,s) € dom(F) x dom(H),
we have

L (P ML G8) — Lz, 5, 557) < (1= 7)) [Lp,, (2%, 8%, §%) — L(z,5,57)]

L . 2 (L
+ T | L[k (1 7y)gk] — |7 — TR LR (1 — oK) — )2

(45) >
_ (Lk_Lll—Lf_PQk(1+pkL22)L21) ||33k+1 N a}kuz 2pk H( k+1 _ rk ) (1 _ Tk)(ﬂk _ ﬂk)||2
1— —A — ~ 1—
_ Tk)Q(;]; Pk)Huk_kaZ_ MFTk(2 Tk)”xk_x”?’
where @F = wh (2%, 5%, §F); uF T =k (25, ST GR) pp o= g 4 s LY, s given

in Lemma 12; and Apy = 2~ p’:"l if ®(x,y) = (g(x),y), and Apg = %

otherwise.

Proof. Without loss of generality, assume that p, = 0. Let L%, a*, and u**! be
as given in Lemma 13, and let By, := LY + Ly + p(1 + pr.L2a)L3;. Flrst, we have

(L=7) |2+ —ab |2 +m |t =z = [ = (1= )a® — e P+ 7 (1= 7 ) |2 — ]2,
(=7 |12% =22+ 7|27 — 2|* = [| 2% — (1 — 7 ) 2" — 7|2+ 7 (1= 7) | 2* — 2.

Plugging (v, s) := (2%,s*) into (40) of Lemma 12, and using (12) once again, we
obtain

['pk (xchrl7 sk+1,:ljk) < CPk (xk7sk,:l]k) + Lk<xk+1 _ jk, :Uk _ xk+1>

+ %ka—kl _ :%k||2 _ u7f||§jk o xk:||2 _ %ka—kl _ ngH2 T Huk+1 _ ﬁk||2
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Next, multiplying the above estimate by 1 — 7 € [0,1), and (40) by 7 € (0,1], and
then summing up the results, and using the first two elementary expressions, we get

‘CPk: (£k+1,sk+1,@k)
< (L= 7h)Lp, (%, 55, 9%) + i [F(2) + H(s) + Lo, (2,57 9%)]
(46) + Li(a™th — b, (1= 7)ab 4 mpa — a1y — U0 [yt — gk 2

— S| LR — (1= )t - o+ %nx'f“ — a2
_ (l‘f"’#h);'k(l*ﬂc) % — 2% — MTT’?H%WC (1= )2k — |2
Using the relation 2(u,v) = |[u + v||? — ||ul|? — ||v||?, we further have
Ty = Li(aFtt — 2% (1 — )2 + mpr — 2P+ + %ka“ — k|2
= L[ L3k — (1 - m)ah] — ol — | 2[4 — (1= me)ak] — o]

Liy—B ~
_( k2 k)||1.k+1_xk||2.

Now, let Apy, 1= #=2= if (2, y) = (g(2),y), and Apy 1= P otherwise. Using

(11) and (8), we can easily get

L (%, 5, 5%) < Loy, (2%, 5%, 5%) + 225 [a% — g2,

{ F(a) + H(s) + lp, (2,59%) < Ll 5,05 ) = 5o [lub 1 —gF|2,

Substituting 77 and (47) into (46), we can further derive
Ly, (a1 8 gk)

(47)

< (1=7) Loy, (2,5, GF) F 1 L (5, uh 1) - Lt Ot g2
(48) + %(Lk—uf>||ﬂ£k—<1—m>xk}—x\l?—Mnxk“—ﬁu?
‘I’2 ] T _
— T (Lpn)|| &[5 = (1= 7)ah] — |2 — G b+ — k2

N 1—7m)A
2pk||uk+1_yk||2+( Tr)Apk

Ak||2
2p :

la* —
The last three terms of (48) can be processed as follows:
To = (L=l — @b |2 4 mllut 1 — 82 — (1 — ) Mgyt — ¥
(Mt = %) = (1= m) (@ = §°)* + (1= 7) (70 — Dp)l|a” — 5°|2.

Moreover, since "1 := (1 — 7,)§* + 7u**1 due to (16), by concavity of L(x, s, )
w.r.t. y, we have 7, L(z,s,uFt1) < L(x,s, §*1) — (1 — 7)L(x, s,7*). Substituting
this expression and 73 into (48), we obtain (45). |

For the convenience of our analysis in what follows, we need the following addi-
tional result.

COROLLARY 14. Under the conditions and configuration of Lemma 12, if
{(z*, 5%, 9%)} is updated by the variant (17) of Algorithm 1 with pj, > ni > 0, then

Ef)k (xk+17 Sk+1a y)

< Lz, s, uF ) + MHJ;’“ —z|? - W”kaq — 2|2
(49) L )
= 5 [Le— Ly — Ly = pu( ot prlion) L3y — 0T | [l — 5
Ak||2 Ak+1||2.

an ||y Qm ”y
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Proof. Using the second line of (47) and 2% = 2, we can derive from (40) that

L, (xk+1’$k+17gk) < Lz, 8’uk+1) + (Lk;w) ka _ x”Q _ (Lk;ruh) ||xk+1 _ x||2

Li =LY —pr(14pi Lo2) L3 -
. [ k 11 k2 kL22 21] ||l’k+1—$kH2

k+1

S It Tl 8

where w1 = wur (2,5 g%). By concavity of 1,(z,s,:) w.r.t. y and gFtl :=

% + e Vo, (2P 1 skHL gk) = gk + 2 (ug, (zh+L, kL gF) — k) from (17), we have

Epk(IkJrlekJrlay) S £Pk(xk+1 Rl Ak) < ywpk( k+175k+1 gk) y*gk>

— £pk +1 k+1’gk) Ak:||2 Ak+1H2

an Hy zm ”y

gl s (a1, 5, ) — 2.
Combining the last two estimates, we obtain

Lo (b1 540 y) < L(a, s, ub ) 4 LG ok — g2 — Lapund |lphst — g2

+ ﬁ\ly —9FIP = 5 IIy

k+1 _ Ak||2

G2 — LrLlrpk(HpkLm)L%l) [+ — &2

k+1 k+1 Ak) Ak||2_

[ 37 lup, (2 9

2Pk

Using (12), pi > i > 0, and an elementary inequality 2= Elw]* < Hz||2+pkm“nk lw—2]|2,
we can easily show that

k41 _ nky2

%Hu;(xkﬂ sEHL gy — |12 = ||u PP < S (a FHL ghtl gy et
(12)
< m”xkﬂ kH2.
- Pk =Nk

Substituting this estimate into the above inequality, we obtain (49). 0

Appendix C. Ergodic convergence of Algorithm 1. This appendix pro-
vides the full proofs of Theorems 2, 3, and 4.

C.1. Proof of Theorem 2. First, by (19), we have L, — LY, — L; — p(1 +

2
pkng)Lgl — % = 0. Moreover, the update of p; in Theorem 2 for both cases

implies that p;(L; +pn) = pj+1(Lj+1 — pyr). Using these facts and p; = 2n; into (49),
we have

0 (L@ S y) — L5, ut)] < PR — o2 4 41—y
_ [pj+1(Lil+ruf) |23+t — 22 + %“ngrl _ sz}-
Summing up this inequality from j = 0 to j = k and noting that §° = 3%, we obtain
Sicomi [C@ T 5T y) — Ll s, w )] < PEGTED a0 —af? 4 1y — g,
Dividing this estimate by E?:o n;, and using convexity of £ w.r.t.  and s, concavity
of £ in y, {(z*,7*)} from (18), and 5% := (Ek:o nj)_l Ek:o n;s T we get
(50) L@ 5"y) — Lx.5.9%) < ggm [oo(Lo = pp)lla® — 2 + 209" —yl?]

Case 1: If up = 0, then using 1; = & = £, we have S, := 22520 n; = po(k+1).

Case 2: If up > 0 and Loy = 0, then applying again the update rule of pg

from (19), we can show that py11 > px + iz, provided that po > “l’ng”, where
21
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v:= Ly + Ly — py > 0. By induction, we get px > po + g5 (k + 1). Therefore,
21

if we define Sy, := (k + 1)[po + MffTFél(k +2)], then we have 22520 n; = Z?:o pj >

po(k +1) + ¢ (k + 1)(k +2) = S

Finally, by (6), we have Z(Ek,y) < L(z*, 5% y) and E(x,gjk) = L(z,5" ¢*) for
§% € OH*(g*). Hence, L(Z*,y) — L(x,§*) < L(z*,5%,y) — L(x, 5%, 7). Substituting
s := 5" and this inequality into (50) and using Sy as defined in Cases 1 and 2, we
obtain L£(z*,y) — L(z,7*) < ﬁ[po(Lo — pp)llz® — ]|? + 2[|y° — y||?]. Taking the

supremum on both sides of this inequality over (z,y) € Z and using Gz from (4), we
get (20).

C.2. Technical lemmas for Theorems 3 and 4. Since we consider ®(z,y) =
(g9(x),y) as a convex-linear function in Theorems 3 and 4, (13) becomes

WM = angmin {H (u) = (g(3%), u) + 25 u — ¥}

= prox,, ;- (9" + prg(&*)).
We will need the following lemma to prove Theorem 3.
LeEMMA 15. Let {(x*,9%)} be generated by the variant (17) of Algorithm 1, where
Ly, pk, and ny satisfy (22). Then we have Ly — LY, — Ly — pi L3, — % >0 for
all k > 0. In addition, we can upper bound Ly by 0 < Ly < L, where
L = Lulllgll+ ll2° — 2% +ly° = y*[| + lly* = gll] + Ly + 2L
+ V2Lu[Loa[[2® — o[ + Laa[ly® — y*[[ + lg(z*) — $[]].
Proof. Since y € OH (3) for some s € ri (dom(H)), we have §—prox,, p-(y+pr3) =
0. Since &% = 2%, using uF*+! = ProX,, pr« (9% + prg(2*)) from (51), we can deduce that
[u* ] = [lprox,, g (5% + prg(x*)) — prox,, s (5 + prs) + 4
<9Il + 15" = 9ll + prllg(z*) = 8]
By the update rule of Ly, n, and py as (22), and using (53), for £ > 0, we have
Lupllg(z®) = 8| = £ Luillg(a*) = 3| < \/2Lu|lg(aF) - 3],

(54) a2,

2pkL%1 = T S 2L21.

(51)

(52)

(53)

Therefore, in view of (53) and (54), we can bound
2
Ly — L — Ly — ppL3; — 22220 > Ly — L [[[g] + [19% = 9ll] — v/2Lua[lg(a%) = 3]
— Ly — 2Ly
=0.

Substituting this condition, puy = pp, = 0, and 7y, := L% into (49) of Corollary 14, we
obtain for any (x,s,y) € dom(F) x dom(H) x dom(H™*) that
Lo (1 M ) — L(z, s, < BE[lla* — 2P — (|2 — 2))?]

+ B [I19" =yl = 195 = wl?]-
By (7), we have £,, (zFT1, s¥+1 y*) — L(z*, s*,ukT1) > 0. Hence, (55) implies that

(55)

41— a2 4 [~ g < - o 5 - o
This means that {|z* — 2*||? + [|§* — y*||?} is a nonincreasing sequence. Therefore,
by induction, we get [|§* — y*[|* < [l2° — 2*||* + [|ly° — y*||* and [|2* —2*||* < [|2° —
22+ y® = )12
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Finally, using these bounds, #* = ¥, and |g(z*) — g(z*)| < Lot|l2* — 2%,
we have
Ly = Lu[llgll + 17* = 9l + v/2L11llg(a*) — s[l + Ly + 2L2
< Lu[llgl + l2° = 2% + [ly° = y* | + ly* = 9ll] + Ly + 2Loa
+ v2Lu[Lar[[2® — a*[[ + Laa[ly® — v + [lg(2*) = $[] =: L,

which proves that Ly < L. 0
We also need the following two additional lemmas to prove Theorem 4.

LEMMA 16. Let ng, pr, Ly be updated by (25). We define the following constants:

Cr = /no(Lo — pup)ll® — a* |2+ [15° — y* |2,
(56) Co := Luy (|9l + C1 + ly* = 9ll) + &,

L Ly + Cy+ L11Cy + po (L11|lg(z*) — 8| +2L3, + &) .

Then py, > %. Moreover, Ay and By updated by (26) are, respectively, upper
bounded by

Ap<Cy and By < EC 4 Ly |g(a*) — 5] + 5.

Proof. First, from (53) we have |[u**L|| < ||g| + [|9* — 9|l + px|lg(«*) — §||. By the
update rule (26), we also have Ay > Ly [||y]| + ||9% — 9]l] and By > L] g(z*) — 3]|.
Combining these two statements, we can show that

2 (25
Ly~ L¥y — Ly —pro L3y — 280 2 4y 4y By L4291 L3y — (L b+ ||+ Ly + 21 L3,
> Ay—Luy (91415 =91 + p (B — Lar g (=) — 1)
> 0.

Using this condition in (49), for any (z, s,y) € dom(F) x dom(H) x dom(H*), we have

L, (xk-&-l, Sk+17y) — L(a, S’uk+1) < (Lk;uf) ka _ $H2 _ (szruh) ka+1 _ tz

1

okl -yl — gt

—ylI*.
Multiplying both sides of the above inequality by pr and using pi(Li + pn) =
P41 (Li41 — py) obtained from the update rule of py in (25), we get

i [Lpp (aFT1 sF L y) — L(z, s, uF )]

(25) _ R
(57) < 2ok — ol + g -y

k+1 k+1

Lo "
_ wnx —,7;||2— g _y||2'

By (7), we have L, (z*1, s*+1 y*) — L(z*, s*,u*1) > 0. Therefore, the last inequal-
ity implies that

Pt (Lir— pp) [ =22 4+ 2097 — 512 < gl L — pgp) 2™ — 22+ 201 9° o1

As a consequence, {pg(Li — pg)|lz* — 2*[|2 + 2||9* — y*||*} is nonincreasing, and

(L = pp)lla® — a2 + 209" — y*)|* < CF == po(Lo — up)lla® — 2™ +2]15° — y*|1*.
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Moreover, using Ly := Ly + Ay + pr(By + 2L3;) from (25), one can easily show that
pr(Ly — pg) > 2p2 L3,. Therefore, we have

(58) prLot|a® —2*|| < Cy and ||§F —y*|| < Cy.
From (26), by induction, we have

A, < L1 [ll9 i — d B < L Iy — )
¢ < max (Lo [l9l + 1197 =90} + 5 and By < max {Lulg(@?) — 8]} +

Therefore, Ay can be upper bounded as

Ay, < él%k{L“ gl + 1197 —9ll]} +
(59) (58)
< Cy:= L [[[9] + C1 + [ly* = 8[]] + &.

Similarly, By can be upper bounded as

< 7)) —$
B, < gjagk{Lnllg(:v) S} + &
(60) < pax {Ln [Laalla? = | + lg(e*) = 811} +

—~

58)
1 * :
< LuGh fgf;(k{,;} + Lullg(z*) = s + &.

Now, we show that pj is lower bounded. Note that p; updated by (25) satisfies

pr—1(Lk—1+pn) = pr(Li —py), leading to pr—1 L1 = prLi.— prfiy —pr—1ptn < prLy.
Hence, by induction, we have pp Ly > poLg. Assume p; is the smallest value up to
the iteration k, i.e., p, = ming<;<x{p;} < px for some 0 < ¢ < k. Then

pele = pi(Ar+peBi+ Ly +2p,L3))
(59)(60) '
< pe [Lf 4+ Co+ LGy + pe(Luallg(a*) = 3| + 5 + 2L3;)]
< pi [+ Co+ LinCy + po(Larllg(a*) — 3| + 5+ 2L3))] =: pi L.

—~

Consequently, we have p; > %, and hence p, > pg". Using pr > % in (60),
we get

By < LSl 4 1y g(a*) — 5] + 5,

poLo
which completes the proof of Lemma 16. 0

LEMMA 17. Let ng, pr, L, Ak, and By, be updated by (25) and (26), respectively,
and Jo :={k >0: Apy1 > Ay or Bry1 > Bi}. Then, for all k € Jy, we have

7. C C1Li1 L+ poLo[L z*) — sl + K
ol < o = {H 1L+ poLo[Lulg(z*) — 3] W'
K kpoLo

(61)

In addition, for any k > 0 such that k ¢ Jo, we have

L
62 _ > P o= = _PoLopr >0
(62)  pr1—pr = Fo L(CotLy+un)+2L11C1L+[2L 11 [lg(a*)— 3] +2r+4L3, | po Lo ’

where Cy, Ca, and L are defined as in (56), and L is defined by (52).

Proof. First, since Ay < Cy and By < L;(l)igét + L11]lg(z*) — $|| + k due to Lemma
16, combining these facts and (26), we can easily show that for any k € Jo, it holds
that k& < ko, where ko is given in (61).
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Next, from the update rules of Ay and By in (26) again, for all k ¢ Jy, we have
Bry1 = By and Apyy = Ap. Hence, using pg(Ly + pin) = pry1(Let1 — py) derived
from the update rule of py in (25), we have

pi(Ak + Ly + ) + pi(Bi +2L31) = pra (A + Ly — pg) + piga (Bre +2L3,).
Using pf > pj 1 + 20k+1(Pk — pr+1), the above equality can be relaxed to

(A + L+ ) +2(Bi+2L3) o1 (pk = pre1) < prr (A + Ly + ) — prr (un+ p1g),

(Bntpg)Prt1 o > poLo <
Pk 2 AL bt (2B AL ey USING k2 B, Ap<Co,

and By < L“Cl +L11]||g(z*) — 8][4+ K, we have

which is equivalent to pgy1 —

poLopr
L(CotLy+pn)+2L11 Cr L+[2L11 || g(w*) = $||+26+4L2 | po Lo’

which is exactly (62). ad
C.3. Proof of Theorem 3. First, from (55) and the first line of (11), we have

Pr+1—pr=>Poi=

L@ y) = L@, s,0 ) <G [l =)= o7 =l + 177 =yl — 1577 —yl*].

Multiplying the above inequality by 27; and noticing that n; = L%, we obtain

205 [L(27 87 y) = L(z, 5,07 ] < |27 —a]P —[|l27 =2+ g7 —yl* ~ |57yl
Summing up this inequality from j:=0 to j:=k, and using §°=y", we get

[12° =z | +[ly° —ylI*] -

l\.’)\»—l

k
an [E(xj+17sj+lay) —£(£L’,S’uj+1)]

Dividing it by Z?:o 75, and using the convexity of £ in x and s, the concavity of £
in y, {(z*,5"%)} defined by (18), and ék::(Zfzonj)_lzfzonjsjﬂ, we get

L(@*,5%y) = L(w,5,9") < ggm - [lla” =l +[1y" —y]1%].

Moreover, (52) implies Z?:o nj= Z?:o >
J

(kzl). Using this and pgLy=2, we have

(63) L(z",5y)— L(z,s5,5") < [0 Lolle® — 1> +2[ly° — y|*].

L
(k41
By (6), we have L£(z*,y)<L(z*,5%y) and L(z,g*)=L(z,5 §*) for s cOH*(7*).
Hence, L(z*,y)— L(z,5*) < L(z*, 5% y)— L(z,5",5"). Subbtituting 5:=5" and this in-
equality into (63), we obtain £(z*,y)—L(z,5*) < 4(k+1) [poLo ||z — |2 +2[|y° —y|?].
Taking the supremum on both sides of this estimate over Z and using Gz from (4),

we prove (23). d
C.4. Proof of Theorem 4. First, from (57) and the first line of (11), we have

nj [L(a9 Y574 y) = L(w,s,u+1)] < Bt |30 — |2 - Tisalld cis) |7+l g2

+ 3l =yl =357yl
Summing up this inequality from j:=0 to j:=k, and noting that pg=2n9, we obtain

k

23 L@t s y) — L, s,u? )] < po (Lo — ) 2 = x>+ [|y° — yl* =R (w,y),
j=0
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Dividing this estimate by 25:077.77 and using the convexity of £ in = and s, the

concavity of £ in y, {(z*,y*)} defined by (18), and Ek::(Zfzonj)flz?:(mjsjﬂ,
we get

—— L i+l ) i+1y] < Ri(w)
L(z* 5% y)—L(x,s,7%) Zf OnJZTb (@, y) = L(x,s,u )]SQZ?:U%.

7=0

Here, we have used 7, =£¢.

Now, let us lower bound Z?:o p; as follows. Suppose that we have run our
algorithm for k iterations. From Lemma 17, we have |Jo|<ko. Therefore, there exists

an interval [s,t]C[0,k] such that [s,t]NJo=0 and t— s>’lz f[l’ Using (62), we have

(62) x
Z?:o pj> Z;:s p; > Z;:S Py(j—s)> % (’]—:;ﬁ )2. Hence, it follows that

2(ko+1)?
Py(k— k’o)

L(z*,5" y)— L(x,s,5") < R§(x,y).

Using the same arguments as in the proof of Theorem 3, we can prove (27). We omit
repeating this derivation here. ]

C.5. Proof of Corollary 5. It is sufficient to prove (28) and (29) for Theorem 2.
The results for Theorems 3 and 4 are proven similarly. Let S; be defined as in
Corollary 5.

Let us take @ such that V,,®(z*, )€ 9H* (a¥). Using this fact, we can derive that

Pa*)—P* L F(3*)+max, {®(3*,y) — H* (y)} —P*=F (") + B(*, k) — H* (i) —P*
(7) -

< F(a*)+®(a,ab) - B (a5) ~ L(a*,§*) = £(2"a%) - L")

(50)

< g [po(Lo—pup) |20 —a* |2 +2]|af —y° %]

If H is Mpy-Lipschitz continuous, then since u* € 0H (V,®(z*,u%)), we have |a¥| <
Myp. This condition leads to [|°—a"||2 < (||ly°|| +|[a")2=(||y°|| + Mz)>. Using this
bound in the above estimate, we obtain (28).

Alternatively, let —V,®(z*,4%)€0F (z¥) (or 2 €OF (—V,®(zF,5*))). Then

Q) D (%) —ming {®(2,5) + F ()} =D* + H* (*) - & (2%, 7*) — F (%)
(7

< L(ak.y*) — [F(zh) +o(zh,g") - H* (§")] =L(@"y*) - L(zt,7")
(50)
< g, [po(Lo—pp)lIZE =22 +2]1y° —y*|I?].

D*—D(y*)

If F* is Mp--Lipschitz continuous, then since % € 0F*(—V,®(z¥,7*)), we have || 7% <
Mgp-. This condition leads to [|z°—z*||2 < (||2°||+ || % |))2 = (||a°||+ Mg~ )*. Using this
bound in the above estimate, we obtain (29). d

Appendix D. Semi-ergodic convergence of Algorithm 1. This appendix
provides the full proof of Theorems 6 and 8.

D.1. Technical lemmas. In order to prove Theorems 6 and 8, we need the
following results.
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LEMMA 18. Letyc0H(g()) for a given & €dom(F') and either H is My -Lipschitz
continuous or ||g(x)—g(2)|| < By for all x €dom(F)Ndom(g). Then the following hold:
(a) Ifubtt:=prox, g. (v +prg(2¥)) as in (30), then [|u* || <My if H is My-
Lipschitz continuous, and ||[u**||<||gl|+|ly° — 9|l +pr.By otherwise.
(b) If u*:=prox,, g (5" +prg(2*)) as in (33) and y°:=y, then |[uF || <My
if H is My-Lipschitz continuous, and |[u**1|| <||y°||+3pr By otherwise.
Proof. (a) If H is My-Lipschitz continuous, then dom(H*) is bounded by M.
Since uk** edom(H*) due to (30), we get |[u*+1|| < My. Otherwise, since y€IH (g()),
we have y=prox, p-(y+prg(Z)). Hence, we have ||uk+1||=||pr0xpkH* (9+prg(E))—
prox,, g (y°+prg(@*)) =gl <1911+ 1y = 9l + pellg (2%) — g (@) | <Gl + 1y° = 9l + pr By
N . 34)
(b) From (33), we have §F ™1 =% + 1, [O411 — (1 —7%) O] @ KOkt — e 10k.
By induction, we obtain
(64) g O =9 1O =7" 1001 =1 — (1 —70)10O0 =1 Vk>0.
Next, from g(&) €9H*(y), we get g(¢)=proxy,,, (9(¢)+7/pr). By (13), we have

R ~k
1Ort1]l = [lg(a* ) =" =]lg(z"*1) —proxy,, (9(2%) + L)

. . ok
< |lg(a"*1) =g (&) +proxy,, (9(&) + L) —proxy ,, (9(&%)+L-)||
< Nlg(@* ) —g(@)[|+llg(2*) —g(@) ]|+ - 117"~

a.

Combining this estimate and (64) and noting that 7, =2 and y°:=g, we obtain

19 =0l < mllg(2™+h) —g(@) | +]lg(2*) —g(@) 1]+ 515" —y° | < pr By + 515" — -
Since 0< pr<pk+1, by induction, we can prove that ||§*—y°||<2p;B,. Using this
bound, we can show that Huk"’lH:||proxpkH*(y—l—pkg(a's))—proxpkH* (g)k—&—pkg(ﬂ%k)) —
<91 +15* = O 1+ prllg (@) — g (@) | < y° [l +3px By. d

LEMMA 19. Given two constants py and p, such that /~Lf+ﬂh>0; let {m}C
(0,1] and {Li}C(0,400) be two sequences such that 7'0 =1 and Tk—(l TR)TE 1
Let {z*} be a given sequence in RP. We define 2% :=x*+ By (aF —2F~1) with B):=

(L’“’(lLJ;“_’I;;’;i;T"’I) . Thenif pp+pp<Ly—Lj_1< %, then for any x€RP, we have

T (L —pp) 7 18 — (U= 7)) = l|* = (g + pn) e (1= 73) | 2* — |2
< (V=) (Lp—r ) [ 55 [ = (U =712 ] =2

Proof. Let ik::%[ﬁs —(1—74)x*] and 7 ::Tktl [2F —(1—7,_1)2*"1]. Combin-
k—l)

(65)

ing these expressions and &F=x" + 3, (mk—x , we can easily show that ik:(l—
te)xk + ek with ty:=—2=1P _ Assuming that ¢, €[0,1]. By convexity of ||-—z|2,

Tr(1=TK—1)

we have
(66) 12— <ti]| 2" —]|* + (1~ i) l=* — 2.
On the other hand, using 72=(1—73)77_,, (65) is equivalent to
- Li—1tun 1 +
(67) |8 — |2 < Bt | gk — |2 4 LoD dlrdotn) ok 2,
Ly L Tk—1Pk L T (1—
Let us choose S, such that zkl_t’fh =t = Tk(’lc_le’il) , leading to 8= ( ’“(Ll;:‘ih)“’;()m ’1“ 1),

Then the condition 1y +pp <Lp—Li_1 guarantees that t;€[0,1]. To guarantee 1—
tk<%, we need Ly —Ly_1 S%. These two conditions show that (66)

Ek—Hf)TE
implies (67). Consequently, (65) holds. |
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D.2. Proof of Theorem 6. Since L22=0 and Apk::p’“_p% due to ®(z,y)=
(g(x),y), and §*:=7 is fixed, for (v,5)€dom(F)xdom(H), we obtain from (45) that

Ly (@654 ) = L, ) S (1 =7) [Lpy (0,57, §) = L(,5,5)]
7'2 - A~ T L .
+ T || L [3F — (1 - 7y k] — |2 — TR | L g — (1 -7 )] — a2

_ (Le—L} —Ly—pL3)) ka+1 —irk||2— (1—Tk)[Pk—12—Pk(1—Tk)]
2 2p3,

(68)

[

)i (1=
~ (uy M})Qﬁc( Tk)”xk_x”;

Since L¥, =Ly ||u**1||, using Lemma 18(a) and y°:=y, we obtain

11 =

k LMy, H is My-Lipschitz continuous,
L (||9l|+prBg) otherwise.

Hence, if we choose Ly as in (31), then L —L;—LY —p,L3,>0.
Now, let us consider the case where ||g(z) —g()|| < By for all z€dom(F)Ndom(g),
but H is not necessarily Lipschitz continuous. The case when H is Mpy-Lipschitz

continuous is proven similarly. We divide the proof into two cases as follows.
Case 1 (pp:=py+pup=0). Since Bj41: —% if we define #*:= L [2F — (1
7¢)x*], then we can easﬂy show that zF+l= - Lzk+l —(1—7)2*]. Moreover, since

Pk—1

Pr=1—7, and 7= we have 77 Ly, <(1— Tk)Tk 1 L1

k+1’

Prk—1
—Tk

Tkpr (L34 L11By). The condition puf+pp <L —Lj_1 < m in Lemma 19 becomes
pf =+ fon < Th P (L3, —l—LuBg) < M This condition holds 1f BET

Case 2 (pp:=pg+pn>0). From (31) and pp==2, we get Ly—Ly_1=
k

IZ,+L.1 5, —/’U—L§1+L113
In both cases, using 7% := 1 [m —(1—74)2*), Ly—L;—L% — pkL2120, and p(1—
Tr) — pr—1=0, we can deduce from (68) that

. 2(Li+ ~
Loy (a1 sFH1 ) — L, 5,57+ 4+ Tellatin) | zhtt g2

2 - h
< (1=72) [Lpyy (2, 8%, ) — L, s,7)] 4 Tl lartrn)

By induction, and using 2%:=2° and 75:=1, we obtain from the last estimate that

|k —x||2.

oy (Lk—1+pn)

‘Cl)k71(xkaskvy)_ﬁ(xvsagk)‘F 2 |jk

Lo—
a2 < g 20— 2,

where wk::Hf 11(1 7;). Using the first line of (11), we have L(z*,s%,y)<L,, , (aF,
sk,y)—#%iil |ly—9||?. Substituting this estimate into the last one, for s€ dH*(y),
we get

(69) F(ck,y)— L) S L(a*,s*,y) L(w,s,%) < L2024 Ly —g 2.

Bl

For Case 1 with ps+4 =0, using Tk:%_i_l, it is obvious to show that wy:=+ and
pPr—1:=pok. Plugging these values into (69) and taking the supremum both sides of
(69) over (z,y)€ Z, we obtain (32) with Si:=pok.

For Case 2 with ¢+ s >0, the condition 7o =(1—7)7%_, from Lemma 19 leads

2
to 7= T’“; [(T]? 1+4)1/2—Tk 1] with 79:=1. Hence, we can show that wsz’;Ogl =

T, (k+1)2 and pp_1 =5 >M Substituting them into (69) and taking the
supremum both sides of (69) over (z,y)€Z, we obtain (32) with Sp:=£(k+1)2. O
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D.3. Proof of Theorem 8. Let us denote v*:=(g(x*+1) —s*+1) — (1—7;.)(g(z*)
—s%). Then, from (33), we have §FTt=9*+n.v*. Since ®(z,y)=(g(z),y), for any
yedom(H*), we have

(zk+1 Sk+17y)7(177—k)‘cpk 1('rk Skay)

= k(zk TSGR — (L= mi) Loy (aF, 8%, 55) + < i)
= Lo (@ MG — (L= L, (2%, 85, 97) + 50 ||y v

%Hy Ui [t A o

Note that, for ®(x,y)=(g(x),y), we have u* T =u* (2, s §7)=g" +pp.(g(2*) —sPT1)
and w*:=u’ (a*,s,9%)=9% 4+ pi(g(z*) —s¥). Since pp>n),>0, utilizing an elemen-
tary mequahty 77kHU||2<PkHZH2+piM$k |lv—z]|? and the second line of (2), we can
derive that

B H2 < B lg(4) — ot — (1) () — )2+ o (b ) — g ()
(2) ) R 12 )
2 L — ) — (L) (@ — )P+ £ e b2
Substituting these expressions into (45) and using Apy, = p’cp% and Ly2=0, we obtain

Lo, (@5 y) = L@, s, 7" ) S (1=7) [Lp, (2%, 5% y) — L(z,5,")]

2(Ly— A 72(Li+
. TR [ — (1= )at] =P - SRR b — (1=t a2
70 12 . . .
— 3 LTy~ Ly = peldy — S a2 4 oL [y —g#) — y— 2]

_ (A=m)lpr—1—pr(1—Ts)] ”ak_ngQ_ (ltf+H}L)27'k(1—Tk) Hmk _$H2~

Qpi
Since Ly is chosen the same as in Theorem 6, we have Lj—Lf, — Ly %ﬁil>0
Using this fact, (1—74)pr=pr—1, and ni =5, (70) can be simplified as follows:

pk[ﬂpk (xk+178k+17y) - E(m,s,gjk+ )] Spkfl[‘cpkfl(xkvshil/)_‘c(x’s’gk)]
72(Ly— ~k
o+ A L[ — (1= )] —a

P (Lr+pn
_ pk'rk(gk Hh)||%[$k+1—(1—7'k)$k]—17”2

1- Fuun " N
_ PrTk( T;;)(Mf Bh) |$k_x||2+||yk_y||2 14 k1 y||2

With this estimate, the proof of the remaining part of Theorem 8 follows an argument
very similar to that in the proof of Theorem 6 above. Therefore, we omit repeating
it here. ]

Appendix E. Proof of Theorem 11. We only prove statement (a) correspond-
ing to Theorem 3. Statements (b), (¢), and (d) can be proven similarly but using the
results of Theorems 4, 6, and 8, respectively.

Since H(-)=0_x(-) and ®(z,y)={(g(x),y), for any >0, we have

(71) F(fk)—F*—&—ng(a’c )—sk|\<max{£ (z%, ,y) E(m*,s*,gk) : ||yH§7“}

On the other hand, by the saddle-point relation (7), we have F(z*)+ (y*, g(z*)—5%)=
L(z* 5% y*)>L(x*,s*,y*)=F*. By the Cauchy-Schwarz inequality, this leads to

(72) F(*) = F*>—(y*, g(z")=5") >~y Illg(z") - 5"].
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Substituting (71) into (72), choosing r:=||3*||+1, and noting that 5% € —K=dom(H)
due to (13), we can show that

dist—r (9(4)) = inf lo(z")—sl| < lg(e") 1 < max {£(@"5" )~ £la" "5}

Therefore, we can easily derive from this inequality and (71) that

\F(:Tc )— F*|<max{1,|y* ||}max{£ z",5 ,y) E(x*7s*7gk) : ||yH§r}.

Combining the last two estimates, and using (37), we eventually get

E£(z") <max {L(z*,5",y)~L(z*,s",5") : Ily|<r}.
Utilizing this bound in (63), we arrive at the conclusion in statement (a). |
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