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ABSTRACT

Healthy online discourse is becoming less and less accessible be-
neath the growing noise of controversy, mis- and dis-information,
and toxic speech. While IR is crucial in detecting harmful speech,
researchers must work across disciplines to develop interventions,
and partner with industry to deploy them rapidly and effectively. In
this position paper, we argue that both detecting online information
disorders and deploying novel, real-world content moderation tools
is crucial in promoting empathy in social networks, and maintaining
free expression and discourse. We detail our insights in studying
different social networks such as Parler and Reddit. Finally, we
discuss the joys and challenges as a lab-grown startup working
with both academia and other industrial partners in finding a path
toward a better, more trustworthy online ecosystem.
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1 INTRODUCTION

We find ourselves in a world where distrust and polarization reigns,
exacerbated by amplified controversy and toxicity. On February
15, 2020, WHO Director-General Tedros Adhanom Ghebreyesus
said, “We’re not just fighting an epidemic; we’re fighting an info-
demic” [1]. Misinformation, or the unintentional transmitting of
falsehoods, leads to harmful outcomes such as polarized public
discourse and xenophobia. During COVID-19, misinformation also
led to preventable deaths [19]. The European Union has listed “Mit-
igation of systemic risks, such as manipulation or disinformation”
as a leading goal of its proposed Digital Services Act [22].
Additionally, disinformation campaigns, i.e. coordinated, inten-
tional transmission of information known to be false, damage on-
line discourse on several fronts. Not only are users bombarded
with untruths, but their trust in institutions and in each other
deteriorates. Controversy has a salient connection with disinforma-
tion [6, 21, 24]. Strong negative emotions are artificially amplified
both by malicious actors and by approaches to maximize user time
online, leading to polarization. Hate speech prevents marginalized
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groups from sharing perspectives in homogeneous communities.
Trolling behaviors such as sealioning make it difficult for users
to engage in a discussion of nuanced issues. This erosion of trust
means that users are fearful from sharing viewpoints that differ
from their communities’, leading to a spiral of silence [15] online.
Addressing the multitude of issues requires an approach that
draws on expertise from a variety of areas in computer science
(e.g., natural language processing, cybersecurity, and information
retrieval); and from a variety of other fields (e.g., political science,
communication, and psychology). In the face of this crisis of trust,
academia, industry, non-profits, and governmental agencies need to
work hand-in-hand to find practical and reliable solutions that can
combat this rapidly growing infodemic and restoring trust online.

2 MITIGATING THE SPIRAL OF SILENCE

Content moderation has itself become a controversial topic [25].
Opponents argue that it is a form of harmful censorship; propo-
nents, that reducing toxicity and noise promotes freer discussion
of ideas. As examples, two online communities tout very different
moderation policies: Parler, an alt-tech social network, advertises
freedom of speech, and does not remove hate speech; Reddit’s
ChangeMyView [20], encourages open-minded discussion while as-
serting a robust moderation policy. Despite touting a lack of biased
moderation, reporters found Parler heavily biased and containing
misinformation [3, 9]. On the other hand, Reddit’s ChangeMyView
has been found to facilitate effective online discourse [14, 20]. While
heavy moderation has limitations, transparent policies and enforce-
ment resulted in decreased toxicity and increased user participation.

Content moderation is invaluable in promoting empathy and
preventing toxicity. It can be used to reduce disinformation cam-
paigns, including artificial amplification of controversy. However,
creating and enforcing effective and fair policies are challenging
tasks that require automated analyses, the expertise of researchers
from different fields, and participation from industry.

3 EFFORTS WITHIN INDUSTRY

“Big tech” companies have come under scrutiny due to misinforma-
tion proliferating on their platforms [23]. Twitter recently intro-
duced fact-checking [4]. The Center for Humane Technology lists
“Making Sense of the World: Misinformation, conspiracy theories,
and fake news” as the top-most entry on their “Ledger of Harms” [7].
Additionally, there are several companies combating the infodemic,
such as AuCoDe, Crisp, Blackbird.ai, FactMata, and Logically.ai as
well as nonprofits such as Full Fact, Avaaz, and Meedan. Consumer
concerns and pushback from civil rights groups are leading to a
reduction of trust in technology companies [11, 16].

However, large tech companies funded on advertising business
models are ill equipped and disincentivized to handle this problem;
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self-regulation does not effectively address it [8]. Additionally, at-
tempts to mitigate mis- and dis-information can backfire as they
are perceived as censorship. These challenges intermix with issues
of self-radicalization online, and are further complicated by un-
derlying controversy over competing ideologies, propaganda, and
manufactured disinformation [13].

4 SUMMARY OF CHALLENGES

In sum, multiple interlocking challenges must be solved in order
to appropriately restore trust to the online information ecosystem.
First, detection of misinformation, while crucial and often the focus
of previous work [10, 17, 18], is only part of the equation. We
must also consider an effective interventions. However, attempts
to mitigate the spread of online false information can lead to a
sense of policing and censorship of free speech. Second, active
adversarial disinformation spread, whether done by state agents
for propaganda reasons, by groups for profit motives, or by major
influencers, up to and including political leadership, can occur both
on- and off-line. Third, toxic speech and misinformation spread
more effectively because of its appeal to emotion [2]. Manipulated
images and videos are striking, and require more effort to analyze.
In the presentation at SIRIP, we will highlight these challenges
as faced by academic and industry players. We will present the case
that multi-layered collaborations between academia, industry and
nonprofit, and across multiple disciplines such as communication
[5, 13], political science [21], journalism [26], and psychology [12]
just to name a few, will be necessary in order to make progress on
these challenges - and, no less importantly, in avoiding solutions
that may lead to harmful unintended effects. As part of this talk, we
will use AuCoDe’s work in this space as a case study, discussing our
analysis of Parler, our efforts to decrease toxicity on the internet,
as well as an industry-academic partnership we formed with the
University of Massachusetts Amherst’s Center for Data Science.

5 PRESENTERS
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