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We present a smooth, differentiable formula that can be used to approximate an existing

geometry as a level-set function. The formula uses data from a finite number of points on the

surface and does not require solving a linear or nonlinear system, i.e. the formula is explicit.

The baseline method is a smooth analog of a piecewise linear approximation to the surface, but a

quadratic correction can be constructed using curvature information. Numerical experiments

explore the accuracy of the level-set formula and the influence of its free parameters. For

smooth geometries, the results show that the linear and quadratic versions of the method are

second- and third-order accurate, respectively. For non-smooth geometries, the infinity norm

of the error converges at a first-order rate.

I. Introduction
Level-set methods [1] use an implicit function to define domains, boundaries, and interfaces. For example, a domain

Ω ⊂ R� and its boundary Γ can be defined as

Ω = {x ∈ R� | q(x) > 0}, and Γ = {x ∈ R� | q(x) = 0}, (1)

where q : R� → R is the level-set function (LSF). Level-set methods have been successfully applied to a wide range of

applications, including moving boundaries/interfaces [1, 2], image segmentation [3], and topology optimization [4–7].

Our interest in level-set methods stems from an esoteric problem that arises in cut-cell finite-volume [8–10] and

finite-element methods [11–13]. Cut-cell methods use grids that consist of regular elements and “cut” elements

that intersect with the domain boundary; see Figure 1b. To evaluate the finite-element weak form, cut-cell methods

require specialized integration rules for the irregularly-shaped cut elements. To address this, Saye [14] proposed and

implemented an algorithm that constructs high-order quadrature rules for hypercubes that are “cut” by the zero contour

of a LSF.

Saye’s algorithm relies on an expansion of the LSF in a first-order Taylor series with a bounded remainder, which

places limitations on the form that the function q can take. In particular, commonly used non-smooth functions, such

as max and min, cannot be employed, and conditional statements must be avoided. Instead, q must be composed of

common mathematical operations, such as powers, logarithms, and trigonometric functions.

In order to use Saye’s algorithm for cut-cell finite-element discretizations, we need smooth LSF approximations of

complex geometries. This provides the motivation and objective behind the current work:

For a target geometry, Γ, find a smooth level set function q such that the set of points that satisfy q(x) = 0

is a sufficiently accurate approximation of Γ. Furthermore, q(x) should be computationally inexpensive to

evaluate.

Several methods have been developed to construct a level-set for an existing geometry, but they are not well suited to

our intended application. For instance, the LSF can be represented using the same piecewise polynomial space as the

finite-element method [14]; however, polynomials yield poor approximations of sharp corners, which are ubiquitous in

practice (e.g. the trailing edge of an airfoil). Radial-basis functions (RBFs) can be used to reconstruct an LSF from a

given point cloud [15, 16], but the RBF approach requires the solution of a large, possibly dense, linear system. We

would prefer to avoid this additional cost, because the LSF may need to change many times during an optimization or

unsteady flow simulation. An example of a fast-to-evaluate LSF is the ! ? distance function [17], which uses an explicit

formula for the signed distance function; unfortunately, our experiments (not reported here) found that the discrete ! ?

distance function produces poor approximations of Γ.

The approach we propose herein adapts constraint aggregation techniques — specifically, an induced aggregate [18]

— to construct an explicit formula for the LSF. For an arbitrary point x, the formula approximates the signed distance
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Thus, we arrive at our proposed level-set function:

q(x) =
∑=Γ

8=1
38 (x)4−dΔ8 (x)

∑=Γ
9=1

4−dΔ 9 (x)
, (5)

where d > 0 now, since we have introduced a minus sign in the argument of the exponentials.

The level-set function (5) can be interpreted as a generalized linear model with a spatially-varying coefficient. That

is, we can rewrite the function as a sum of weighted basis functions, where each basis function is associated with a

x8 ∈ Γℎ:

q(x) =
=Γ∑

8=1

38 (x)k8 (x), (6)

where the 8th basis function is given by

k8 (x) =
4−dΔ8 (x)

∑=Γ
9=1

4−dΔ 9 (x)
. (7)

Some comments on these basis functions are warranted.

• The basis functions form a partition of unity, since
∑=Γ

8=1
k8 (x) = 1.

• The basis functions are strictly positive and bounded above by one: 0 < k8 (x) < 1.

• In the limit as d → ∞, the basis function k8 (x) tends toward the discontinuous function

lim
d→∞

k8 (x) =
{

1, if min 9 Δ 9 (x) = Δ8 (x),
0, otherwise.

We conclude this section by remarking on the close similarity between the proposed LSF and the partition of unity

networks described in [19]. The primary distinction is that partition of unity networks are general-purpose surrogates

whereas (5) can be viewed as a specialized surrogate that is tailored to the approximation of boundaries.

C. Quadratic approximation using curvature information

The approximation (5) is based on a planar representation of the surface. However, if we have local curvature

information at each x8 ∈ Γℎ , then we can introduce higher-order corrections that improve the approximation accuracy.

In this section we describe such corrections for the two-dimensional case. The three-dimensional extension is

straightforward and is summarized in the next section.

To find the curvature correction terms, we replace the planar approximation at x8 with one based on the osculating

circle. We assume that the osculating circle has curvature ^8 at x8 , or, equivalently, that it has a radius of curvature of

'8 = 1/^8 . The curvature here is the signed curvature, i.e. it can be negative. The sign convention we follow is that

^8 > 0 if the curve turns away from n̂8 while moving in the positive sense along the curve’s parameterization. Recall

that the vector n̂8 denotes outward-pointing normal to Γ at the point x8 .

The coordinates of the center of the osculating circle corresponding to x8 ∈ Γℎ are given by c8 = x8 − '8 n̂8 . Note

that, since '8 = 1/^8 is signed, the center of the circle can be on either side of Γ; however, for the moment, assume

'8 > 0. Then the distance from an arbitrary point x to the osculating circle is given by

38 (x) = ‖x − c8 ‖ − '8 = ‖x − x8 + '8 n̂8 ‖ − '8 .

Assuming the curvature is sufficiently small, the above expression simplifies as shown below. Note that, to distinguish

between the linear and quadratric approximations to the signed distance function in the following, we use X⊥,8 (x) ≡
(x − x8)) n̂8 to denote the linear approximation. Furthermore, we drop the dependence of Δ8 (x) and X8 (x) on x to

simplify the presentation.

38 (x) = '8 ‖^8 (x − x8) + n̂8 ‖ − '8

= '8

√
^2
8
Δ

2
8
+ 2^8X⊥,8 + 1 − '8

= '8

[
1 + 1

2

(
2^8X⊥,8 + ^2

8 Δ
2
8

)
− 1

8

(
2^8X⊥,8 + ^2

8 Δ
2
8

)2

+ O(^3)
]
− '8

= X⊥,8 +
^8

2
(Δ2

8 − X2
⊥,8) + O(^2

8 ).
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Substituting Δ
2
8 = ‖x − x8 ‖2 and X⊥,8 = (x − x8)) n̂8 , we arrive at

38 (x) = (x − x8)) n̂8 +
^8

2
(x − x8))

(
I − n̂8 n̂

)
8

)
(x − x8) + O(^2

8 ). (8)

Thus, the quadratic correction consists of the squared distance from x8 to x that is parallel to the planar approximation,

scaled by half the curvature. A careful bookkeeping of signs shows that (8) also applies when ^8 < 0.

The corrected LSF uses 38 (x) given by the first two terms on the right-hand side of (8) in place of the planar

approximation in the expression (5). The results in Section III demonstrate that (8) produces an approximation error

that converges to zero at a cubic rate in ℎ for smooth Γ.

D. Approximating three-dimensional geometries

The level-set function for three-dimensional geometries has the same form as two-dimensional geometries, namely

Equation (5) or (6). The partition-of-unity basis functions remain the same — see Equation 7 — with Δ8 (x) now the

Cartesian distance in R3. Furthermore, the linear signed-distance functions also remain the same in three-dimensions,

since the projection formula (x − x8)) n̂8 is dimension independent. Thus, only the quadratic distance function needs to

be generalized in the three-dimensional case.

For points near x8 , the local (quadratic) distance function in three dimensions is

38 (x) ≡ (x − x8)) n̂8 +
^1,8

2
(x − x8)) t̂1,8 t̂)1,8 (x − x8) +

^2,8

2
(x − x8)) t̂2,8 t̂)2,8 (x − x8). (9)

As in the two-dimensional case, n̂8 is a unit normal at x8 that is oriented outward with respect to Ω. The (signed) scalars

^1,8 and ^2,8 denote the principal curvatures at x8 , and the unit (tangent) vectors t̂1,8 and t̂2,8 are the corresponding

principal directions. Together, the set {n̂8 , t̂1,8 , t̂2,8} constitutes an orthonormal basis, or frame, for the surface at x8 .

The method of computing the normal, tangents, and principal curvatures will depend on the underlying geometry we

have access to. If we have an explicit parameterization (e.g. from a CAD model), then we can query the model to find

the necessary data at each x8 . If we only have a point cloud, then the data can be reconstructed using methods from the

computer graphics and CAD literature; see, for example, [20].

III. Numerical Experiments and Results
This section includes several numerical experiments to help quantify the accuracy of the LSF (5). The experiments

are also used to explore, qualitatively, the role of the parameter d and the number of surface nodes, =Γ. However, before

presenting the results, we begin with some details regarding our particular implementation.

A. Implementation

The partition-of-unity LSF was implemented in Julia [21] as the package LevelSets.jl†. We highlight three

important changes to the LSF expression (5) as implemented in the package.

The Euclidean distance is replaced with the following regularized version:

Δ8 (x) ≡
√
(x − x8)) (x − x8) + n,

where n = 10−10. This change was made to avoid numerical issues when computing the gradient of q(x) when ‖x − x8 ‖
is small; the gradient of ‖x − x8 ‖ is not defined at x8 , whereas the gradient of Δ8 (x), as defined above, is well defined

for all x ∈ R3. Note that the value of n is based on the geometries considered herein, and, more generally, this parameter

should be scaled appropriately depending on the typical length scale of the geometry.

The exponential terms in the partition-of-unity basis functions can also lead to numerical issues, particularly when

d ≥ 10. For instance, for x sufficiently far from the surface points in Γℎ, the denominator in (5) can become zero

to working precision, leading to division by zero. The solution, which is standard in similar constraint aggregation

functions, is to scale the top and bottom of (5) by 4dΔmin , where Δmin = min8=1,2,...,=Γ Δ8 (x):

q(x) =
4dΔmin

∑=Γ
8=1

38 (x)4−dΔ8 (x)

4dΔmin
∑=Γ

8=1
4−dΔ8 (x)

=

∑=Γ
8=1

38 (x)4−d(Δ8 (x)−Δmin)
∑=Γ

8=1
4−d(Δ8 (x)−Δmin)

.

†https://github.com/jehicken/LevelSets.jl
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For the term 8 corresponding to Δ8 (x) = Δmin in the sums on the right, we have 4−d(Δ8 (x)−Δmin) = 1, so there is no risk of

division by zero.

The last implementation detail worth highlighting is our use of a :-d tree to accelerate the evaluation of (5). The

cost of computing the partition-of-unity LSF can become intolerable for large numbers of surface points (=Γ ≥ 1000),

which are often necessary for three-dimensional geometries. Unless otherwise stated, we limit the sums in (5) to the ten

closest points as determined by a standard :-d tree implementation [22]. The choice of ten works well in practice based

on our experience, but a more systematic analysis should be undertaken.

B. Investigation into the role of d and =Γ
For the first set of experiments, we are interested in understanding how the parameter d and number of elements in

Γℎ impact the accuracy of the proposed LSF. To this end, we use the LSF (5) to approximate an ellipse with a semi-major

axis of four units and a semi-minor axis of one unit. While we are ultimately concerned with approximating complex

engineering geometries, these geometries do not admit an analytical level-set representation, in general, whereas the

ellipse does.

Figure 3 displays several LSF approximations to the ellipse using different parameters. The rows of sub-figures

correspond to increasing numbers of surface approximation points, specifically =Γ ∈ {8, 16, 32, 64}. The two columns

correspond to two different values of the parameter d in terms of the ratio d/=Γ.

We study the ratio d/=Γ, rather than d itself, because the parameter d should be proportional to the reciprocal

of the spacing of points in Γℎ, in order to ensure convergence of the level-set q(x) = 0 to Γ; this is evident in

the convergence-study results presented in the next section. Thus, we need d ∝ 1/ℎ and, since 1/ℎ ∝ =Γ for the

two-dimensional domains considered here, the ratio d/=Γ should be a constant for convergence. For this reason, Figure

3 considers two values for the ratio d/=Γ, namely one and ten.

The relationship between the LSF (5) and the piecewise linear LSF (2) is most obvious from the first row in Figure 3.

In particular, for d/=Γ = 10 (second column), we see a close correspondence with the contours in Figure 2.

With only =Γ = 8 points in Γℎ , it is clear that the zero contour of (5) is a poor approximation to the ellipse. However,

the approximation converges well as =Γ increases; again, this convergence is quantified in the next section. We also note

that the differences between d/=Γ = 1 and d/=Γ = 10 becomes less (visually) obvious as the number of the surface

points increases.

The results in Figure 3 are based on the planar approximation to the surface. By contrast, Figure 4 presents results

for the LSF (5) using the quadratic correction in (8). Compared with the linear/planar approximation using the same =Γ,

the quadratic approximation is clearly superior. Indeed, the contour q(x) = 0 based on the quadratic correction with

=Γ = 8 is similar in appearance to the linear approximations using four to eight times as many points.

C. Rate of convergence for smooth boundaries

We conducted a convergence study to quantify the accuracy of the LSF (5). The target geometry was, again, an

ellipse with semi-major axis of four units and semi-minor axis of one unit. To quantify the error in the zero contour of

q(x), we sampled =samp = 1024 points along the contour of the ellipse and computed the root-mean-squared (RMS)

error:

RMS Error(=Γ, d) =

√√√∑=samp

9=1

��q(x 9 )
��2

=samp

, (10)

where the sample points are given by

x 9 =

[
4 cos(\ 9 ), sin(\ 9 )

])
, \ 9 = 2c( 9 − 1)/=samp, 9 ∈ {1, 2, . . . , =samp}.

The unit normals required by (5), namely {n̂8}=Γ8=1
, were computed analytically. For the quadratic correction, the curvature

was also computed analytically.

The convergence study considered =Γ ∈ {10, 20, 40, 80, 160} to ensure the asymptotic convergence behavior would

be clear. Note that the largest number of surface points, =Γ = 160, is still 6.4 times smaller than the number of sample

points used to define the RMS error. We also chose d/=Γ ∈ {0.1, 1, 10} to explore the impact of the parameter d, with

values spanning two orders of magnitude.

Figure 5 plots the RMS error as a function of =Γ for both the linear and quadratic approximations. We make the

following conclusions regarding the accuracy of the LSF (5) in the context of the ellipse.
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F. Three-dimensional analytical geometries

Next, we apply the partition-of-unity LSF to three-dimensional surfaces with simple parametric equations. As

with the ellipse in two-dimensions, these analytical geometries give us more control over where we sample, as well as

providing explicit curvature information, if needed.

The first surface we consider is an ellipsoid with parametric representation

x(D, E) =
[
0 cos(D) sin(E) 1 sin(D) sin(E) −2 cos(E)

])
,

where (D, E) ∈ {0 ≤ D ≤ 2c, 0 ≤ E ≤ c}, and the axes lengths are 0 = 2, 1 = 1/2, and 2 = 1. The LSF points in Γℎ are

generated by uniformly sampling the parameters D and E:

x8 = x(D 9 , E: ), where D 9 = 2c( 9 − 0.5)/=, E: = c(: − 0.5)/=, and 8( 9 , :) = =( 9 − 1) + :. (11)

Note that we deliberately avoid the ends of the E range, since these would produce non-unique samples. The total

number of samples used in the LSF is given by =Γ = =2. The hyperparameter d = 10=, which makes it proportional to

the reciprocal of the mesh spacing in (D, E) space.

The normal, tangents, and curvatures are evaluated using standard formulae from differential geometry; see, for

example, [23, Chap. 3]. In particular, the tangents and curvatures for (9) are found by computing the first- and

second-partial derivatives of x(D, E) with respect to D and E, and then using the first- and second-fundamental forms to

find the principal curvatures and directions.

In order to visualize the approximate level set, we sample the parametric representation at a higher resolution and

“project” the exact surface points to the level set. In all cases we use 1200 × 1200 = 1.44 × 106 points, uniformly

sampled in (D, E) space to visualize the shapes. The projection is obtained by applying Newton’s method to q(x) = 0

with the exact surface point used as the initial estimate. This approach is robust, even without line searches or other

safe-guarding mechanisms. On the other hand, the resulting visualization points are not necessarily the closest points on

q(x) = 0 to the initial estimates.

Figure 9 visualizes the ellipsoid LSF for =Γ = 20 × 20 = 400 and =Γ = 40 × 40 = 1600 points in Γℎ. Results are

shown for both linear and quadratic versions of 38 (x). Ridges between the points x8 are evident in the coarsest Γℎ,

shown in Figures 9a and 9b, and take on Voronoi-like patterns.

The plots in Figure 9 demonstrate the value of including curvature in three-dimensional LSF approximations.

Quantitative evidence for this is provided in Figure 10, which plots the RMS error in the LSF functions for a range of√
=Γ = = values and two d/= ratios. The RMS error is computed using Equation (10), with =samp = 1.44 × 106; the

RMS points are defined using (11), but with = = 1200 to obtain a finer resolution. While we use the same number of

RMS sample points as visualization samples, we emphasize that these points are different, since the former are not

“snapped” onto the LSF.

Figure 10 shows that the error in the ellipsoid LSF behaves much as it did for the ellipse. In particular, the error

converges at second- and third-order for the linear and quadratic distance functions, respectively.

In addition to the ellipsoid, we also exercised the LSF approximation on the following geometry, which exhibits a

larger range of curvature values:

x(D, E) =


cos(E) [6 − (5/4 + sin(3D)) sin(D − 3E)]
sin(E) [6 − (5/4 + sin(3D)) sin(D − 3E)]

− cos(D − 3E) [5/4 + sin(3D)]



,

where (D, E) ∈ {0 ≤ D ≤ 2c, 0 ≤ E ≤ 2c}. We will refer to this geometry as the “wreath.” The points Γℎ for the wreath

were computed using a formula similar to (11), but with the range for E: updated appropriately. As with the ellipsoid,

we used d = 10=. We also used the same method for visualization.

Two LSF approximations of the wreath are shown in Figure 11. We considered only the quadratic version of the

local distance function, 38 (x), for this shape, since the linear approximation was poor for the values of =Γ considered

(=Γ = 1600 and =Γ = 6400). The high curvature is largely responsible for the poor performance of the linear

approximation. Using =Γ = 6400 samples for Γℎ , the wreath’s principal curvatures vary from 1.36 × 10−4 to 1.03 × 102

in absolute value. By contrast, the principal curvatures of the ellipsoid range from 1.25 × 10−1 to 1.60 × 101 only, for

the same =Γ = 6400.
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Numerical experiments demonstrated that the LSF converges at second- and third-order rates in the point spacing for

smooth geometries. For geometries with corners, the approximation converges at a three-halves rate in the RMS error

and a first-order rate in the max error.

We have not conducted a formal computational complexity analysis, nor have we presented CPU times for the

examples. Nevertheless, we do not anticipate practical limitations due to computational cost, provided the number

of points in the formula is reduced to the O(10) closest points and these points are found using an efficient search

algorithm, e.g., a :-d tree.

There are several directions for future work. We are currently using the proposed LSF together with Saye’s

algorithm [14] to discretize a cut-cell finite-element method. To this end, we are developing bounds for the LSF

and its gradient that are needed by the algorithm in [14]. Another direction for future work is to extend the method

beyond quadratic. Given the efficiency of the quadratic 38 (x) relative to the linear 38 (x), we expect that higher-order

approximations to the local distance field will offer additional efficiency gains. Finally, we plan to investigate how the

LSF can be used in the context of aerodynamic shape optimization.
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