L))

Check for
Updates

Physics-Guided Graph Meta Learning for Predicting Water
Temperature and Streamflow in Stream Networks

Shengyu Chen
University of Pittsburgh
Pittsburgh, PA, USA
shc160@pitt.edu

ABSTRACT

This paper proposes a graph-based meta learning approach to sep-
arately predict water quantity and quality variables for river seg-
ments in stream networks. Given the heterogeneous water dy-
namic patterns in large-scale basins, we introduce an additional
meta-learning condition based on physical characteristics of stream
segments, which allows learning different sets of initial parameters
for different stream segments. Specifically, we develop a representa-
tion learning method that leverages physical simulations to embed
the physical characteristics of each segment. The obtained embed-
dings are then used to cluster river segments and add the condition
for the meta-learning process. We have tested the performance
of the proposed method for predicting daily water temperature
and streamflow for the Delaware River Basin (DRB) over a 14 year
period. The results confirm the effectiveness of our method in pre-
dicting target variables even using sparse training samples. We
also show that our method can achieve robust performance with
different numbers of clusterings.
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1 INTRODUCTION

Healthy freshwater ecosystems are key to the future sustainabil-
ity of our planet as fresh water plays a critical role in the global
economic, food, energy, and water networks [18]. According to
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the Food and Agriculture Organization of the United Nations [10],
88% of available fresh water globally is used for agriculture and
industry, including energy production. Stream networks are one of
the most common freshwater ecosystems, which has encountered
many challenges, such as rapidly degrading water quality, severe
droughts and floods, due to the increasing demands for water-based
ecosystem services [32, 33] and a shifting climate [41].

Our objective is to advance our ability for timely prediction of
water quantity and quality (e.g., water temperature, streamflow)
over large and diverse regions. Such prediction capacity will in
turn provide useful information for sound policy and management
decisions, establish relationships between ecological outcomes and
water properties, and help understand other biogeochemical and
ecological processes. For example, water resources managers in the
Delaware River Basin need to supply safe drinking water to over
15 million people [40] while also maintaining sufficient stream-
flow and cool water temperatures in the river segments that are
downstream from the reservoirs to maintain the desired habitat for
aquatic life [27]. Accurate prediction of water properties in streams
helps managers optimize when and how much water to release
downstream to maintain the flow and temperature regimes.

The importance of monitoring steam networks for large river
basins has been widely recognized as witnessed by the formation
of large-scale high-quality data repositories [2, 28, 38]. Given the
importance of this problem, scientists in multiple domains have de-
veloped physics-based models to simulate different components of
water flow in stream networks. Even though these models are based
on known physical laws that govern relationships between input
and output variables (e.g., mass and energy conservation laws), most
physics-based models are necessarily approximations of reality due
to incomplete knowledge of certain processes or omission of pro-
cesses to maintain computational efficiency. In particular, the model
predictions often rely on qualitative parameterizations (approxi-
mations) based on soil and surficial geologic classification along
with topography, land cover and climate input. Hence, such models
tend to provide sub-optimal predictive performance. Furthermore,
calibration of these physics-based models is often extremely time
intensive due to interactions among parameters [4]. For example,
the model proposed in this paper takes 8 hours for training while a
process-based stream temperature model, the Precipitation-Runoff
Modeling System (PRMS) [22] and the coupled Stream Network
Temperature Model (SNTemp) [30], can take several days.

The advances in collecting water data have also provided un-
realized potential for using data-driven methods to quickly pre-
dict water properties. Despite the success of advanced data-driven
methods, e.g., deep learning models, in computer vision and natural
language processing, these models face several major challenges in
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Figure 1: The prediction root mean squared error (RMSE) of
(a) water temperature (b) streamflow over different stream
segments in Christina River watershed.
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predicting water properties. First, stream networks contain a large
number of river segments. These segments evolve over time while
also interacting with each other through advected water flows. The
water dynamics in river segments can also be affected by water
flows from upstream human-built reservoirs. Second, the water dy-
namics often exhibit a strong variability across different segments
due to the variation of their physical characteristics such as soil
properties, elevation, and land cover. Many of these characteristics
are approximated through various methods or are very costly to
measure accurately, and thus physical characteristics may be inac-
curate for many river segments. Third, the observations of water
quantity and quality can be sparse over space and time due to the
substantial cost needed for data collection.

To address the first challenge, prior work combined graph neu-
ral networks (GNNs) with additional recurrent network structures
to capture both the spatial and temporal dependencies in predict-
ing water properties [5, 17, 23]. For example, our prior work [17]
has shown encouraging results in improving the predictive perfor-
mance in small regions using a graph recurrent network model.
However, these graph-based neural networks use a single set of
parameters over all the locations, and thus have limits in captur-
ing data variability over large regions. As a result, the model can
prioritize certain regions while performing much worse over other
regions, e.g., see the prediction of a global graph model trained us-
ing all the data samples from multiple river segments in Christina
River watershed (a subset of Delaware River Basin) in Fig. 1. This
not only limits the overall predictive performance, but may also
lead to important problems such as unfair estimation of insurance
and subsidy if such models are used as a reference for the risk of
droughts or flooding.

To address this issue, we propose a MeTa-learning Heteregeneous
Graph Networks (MT-HGN) method. This method is based on
a heteregeneous graph model, which represents the interactions
amongst multiple river segments and reservoirs through advected
water flows. The graph model is further enhanced through a meta-
learning process to capture the data variability. Given a large num-
ber of heteregeneous river segments, traditional meta-learning
approaches such as model-agnostic meta learning (MAML) [11] can
often produce sub-optimal performance as they only use a single
set of initial parameters for the internal algorithm of meta learning.
The proposed MT-HGN method aims to further improve the meta-
learning process by creating different initial models for different
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sets of river segments. Ideally, the parameters of these initial models
have a better chance at capturing the water variability if they are
conditioned on physical characteristics of river segments. How-
ever, we cannot directly apply such conditions given that available
physical characteristics are often not complete and they are only
measured or calibrated for certain segments. Hence, we propose
a representation learning method to embed each stream segment
using the simulated water property data generated by a physics-
based model. The obtained embeddings are then used as additional
conditions to build multiple initial models in the meta-learning
process. The proposed meta-learning approach allows fine-tuning
these initial models into different refined models for different seg-
ments, which helps mitigate the data variability over river segments
and improve the performance for segments with limited data.

We evaluate our proposed method using the real streamflow and
water temperature data from the Delaware River Basin, which cov-
ers large areas in New York, Pennsylvania, New Jersey, Delaware,
and Maryland. The data is collected by U.S. Geological Survey over
the past 40 years. The experiments are designed to evaluate the
predictive performance of the proposed method in comparison with
existing predictive and meta-learning methods using sparse or local-
ized training data. The performance on different segment clusters
and the sensitivity regarding different numbers of clusters are also
tested. Our evaluations demonstrate that the proposed MT-HGN
method can produce superior predictions over multiple baselines
when applied to large and diverse regions. More importantly, we
show that the predictions can be improved for regions with a small
amount of observations. This confirms that the proposed MT-HGN
method is generalizable to other basins with a lower data density.

2 RELATED WORK

Graph neural networks (GNN) have found immense success in com-
mercial applications [15, 43]. Recently, they have also been applied
to multiple scientific problems given the ability to model interacting
processes in complex physical systems, which commonly requires
substantial efforts in calibration for traditional physics-based mod-
eling approaches. In particular, graph neural networks have shown
a great promise for modeling water temperature and streamflow
in river networks [5, 17, 23]. Despite the accuracy improvement
brought by these methods, they are mostly evaluated in small re-
gions or stream regions without reservoirs. The performance of
these methods can be severely affected when reservoirs are present
in the stream networks but unaccounted for in the graph network.

The graph model used in this paper is inspired by the heteroge-
neous graph, which is commonly used to represent multiple types of
connections amongst multiple types of nodes [31]. Neural network
models have been developed to represent such a graph structure
and discover knowledge from heterogeneous data [37, 44, 46]. Our
previous paper [5] also used heterogeneous graphs to represent the
complex stream networks with both river segments and reservoirs.
Compared to convolutional neural networks (CNNs), the graph-
based model is more flexible in representing spatial dependencies
amongst irregularly distributed locations, which are common in
environmental applications. Graph-based models are often com-
bined with other models, e.g., Long-Short Term Memory (LSTM), in
neural networks to capture other types of data dependencies [7, 17].
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Figure 2: The overall flow of the proposed method, which contains two key components: (i) The heterogeneous graph model
(HGN) is used to model the spatial interactions and temporal evolution of water properties in different stream segments
(Section 4.1). The HGN model is then refined for different segments in each cluster using a meta-learning approach (Section 4.2).
(ii) A representation learning method is created to embed different segments by leveraging their simulated water properties
and physical characterstics (Section 4.3). The obtained embeddings are then used to create the segment clustering,.

Despite its promise, the graph-based model has not been widely
used to represent multiple complex interactions amongst different
types of processes in scientific problems. The nature of scientific
studies also requires adaptation of these neural network models
based on scientific knowledge to better represent the influence
amongst processes.

Also, traditional machine learning models or GNNs often can-
not reach the same level of success when applied to a large and
diverse set of locations in stream networks due to the water vari-
ability and the sparse training samples across different locations.
Meta-learning has been widely used to adapt machine learning
models to new tasks (e.g., a new location or a new environment)
with a small number of data samples. The goal of meta-learning
is to learn a learning algorithm that can generalize to multiple
tasks. For example, MAML [11], which is one of the most popu-
lar meta-learning algorithms, aims to learn an initial model that
can be quickly fine-tuned given few data samples from a new task.
Some other meta-learning approaches build common representa-
tion across multiple tasks and also learn task-specific representation
from data [34]. These traditional meta-learning methods seek to
find a single set of parameters for the internal learning algorithm
for all the tasks. For example, MAML only finds a single initial
model for all the tasks. Such shared initialization can be limited
given the heterogeneous data from large and diverse regions. To
address this issue, conditional meta-learning has been proposed
to create different initial models that are conditioned on target
tasks [8, 36].

The GNN models often face the challenge of limited samples,
and thus meta-learning methods have also been used to enhance
GNN models. In particular, graph meta-learning has been used to
adapt node classification models to new classes with few training
samples [9, 42, 45]. These works cannot be directly used for our
problem as they are not designed for handling the data variability
issue across river segments. Huang et al. [12] also proposed an-
other approach to transfer across multiple tasks in one or more
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graphs. The transfer process of this method is based on the proto-
type representation of each class [9, 12, 42]. However, the prototype
representation requires the class notion and thus cannot be used
for regression problems. Also, all these methods are not designed
to leverage underlying physical relationships and characteristics,
which can provide useful information in modeling the variability
of water dynamics.

3 PROBLEM DEFINITION

We consider N river segments and M reservoirs in a stream network.
For each river segment i, we are provided with input features over
T daily time steps X; = {xg,xf, ...,xl.T}. Here input features x§
form a Dy-dimensional vector, which includes weather drivers
(e.g., air temperature, precipitation, wind speed) and geometric
parameters of the segment (more details can be found in Section 5).
For each reservoir k, we are provided with its static Dy,,-dimensional
characteristics z; such as the height and width of the dam. We also
have the D;-dimensional physical characteristics s; for a subset of
stream segments, which include the information of soil property,
elevation, land cover, etc. Additionally, we have observed water
property (e.g., water temperature or streamflow) Y = {yi'} for
certain segments and on certain dates. Our objective is to predict
water temperature over all the N river segments in the stream
network at a daily scale by leveraging the spatial and temporal
contextual information.

We use agraph G = {V, E, A} torepresent dependencies amongst
river segments and reservoirs. Here the node set V = {V,,V;}
contains the set of river segments Vs and reservoirs V;.. The edge
set & = {&ss, Esr, Ers} contains three types of edges among river
segments and reservoirs. Specifically, Ess represents the edges be-
tween pairs of segments (i, j) where the segment i is anywhere
upstream from the segment j, - represents the edges between
river segments and their downstream reservoirs, and & represents
the edges between reservoirs and their downstream river segments.
The matrix A € RINFMX(N+M) represents the adjacency level
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between each pair of river segments or between river segments
and reservoirs in the graph. Specifically, A;; = 0 means there is
no connection from node i to node j, and a higher value of A;;
indicates a smaller distance between node i and node j in terms of
the stream distance.

4 METHOD

In this section, we formally describe our proposed MT-HGN method,
as outlined in Fig. 2. We first introduce the heterogeneous graph
model (HGN) to represent the dynamics and interactions amongst
stream segments and reservoirs. Then we discuss the conditional
meta-learning strategy to refine the graph model to different sets
of stream segments based on their physical characteristics. Finally,
we develop a representation learning method to create the segment
clustering and use it as the condition in the meta-learning process.

4.1 Heterogeneous Graph Networks (HGN)

Streams and reservoirs have different patterns of water dynamics
while also being affected by each other, i.e., stream water flowing
into a reservoir affects the reservoir’s temperature and volume,
and water release from reservoirs also affects the temperature and
streamflow of downstream river segments. Hence, the machine
learning (ML) model needs to memorize the state of reservoirs
and streams over time and capture their interactions. The intu-
ition of HGN is to use two sets of state variables (stream states
{ci} and reservoir states {ry}, both of dimension Dy) to capture
how streams and reservoirs evolve and interact with each other
(Fig. 2). The state variable for each river segment or reservoir is
a multi-dimensional vector that encodes the influence of weather
and the spatio-temporal context. In the following, we describe how
to update state variables over time.

State of river segments: For each river segment i, its water property

at time ¢ is affected by (1) the stream state at the previous time,
(2) the weather input at the current time, (3) the water advected
from upstream reservoirs, and (4) the water advected from upstream
river segments. Similar to LSTM, we use multiple gating variables to
filter the information from different sources and then combine the
filtered information to update the stream state cf . This is analogous
to the evolution of a dynamical system, in which the state of streams
change over time in response to influences from different sources
(e.g., solar radiation, advected water) filtered by specific physical
conditions. This process is shown as:

¢! =tanh(gf! 0 c! ' +gif ol +grl opiTl +gst 0 qi7Y), (1)
where © represents the element-wise product, and gff, gif, grf ,
gsf € RP» represent the gating variables used to filter the infor-
mation from historical stream states, the current weather input,
upstream reservoirs, and upstream river segments, respectively.
The candidate state éf € RP# encodes the information of river seg-
ment i at the current time t, pf‘l € RPr and qf‘l € RP are the
latent variables (referred to as transferred variables) that embed the
effect from upstream reservoirs and river segments, respectively.
We use the transferred variables from the previous time step to
account for the water travel time. We now describe how to compute
these variables.
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We first follow the same process in LSTM to compute the can-
didate state éf by combining weather drivers at the current time
step xf and the hidden representation at previous time step hf_l
(computed from cf ~1 by Eq. 6), as follows:

¢} = tanh(WZh!™" + UXx! +b,), @

where Wi’ € RP»*Dn U € RDPnXDx and b, € RP* are model
parameters.

For a river segment i, we use the transferred variables pif’l to
embed the effect from from its upstream reservoirs. In particular, the
effect one river segment i receives from a reservoir depends on the
reservoir state, the reservoir’s characteristics (e.g., reservoir depth)
and its distance to the segment i, as well as the volume of water
released from the reservoir (represented as fi). The transferred
variables pf ~! combines such information from all the upstream
reservoirs of the segment i (represented as M(i)) as:

pi~! = tanh(W,, Z Akifi(zc) © (Whrt™ + £71) + b)),
keM(i)
where W, € RDr*Dn W;, € RPrXDr | and by € RDn are trainable
model parameters, the function fi (-) transforms the static reservoir
characteristics to the filtering variables in RP» with each output
variable in the range of [0,1]. We implement fj (-) using fully con-
nected layers and the sigmoid activation function.
For each river segment i, we also use transferred variables qf‘l
to capture the effect from all of its upstream river segments (repre-
sented as N (i)) as follows:

®)

q!"" = tanh(W, Z Ajihi ™ +by). @

JEN(i)
Then we generate four sets of gating variables using the sigmoid
function o(-) as follows:
gff = o(Wihi™! + U;xf- +byg),
gif = o(Wihi™ + USx! +by),
t P t-1 t (5)
gr; =o(Wyp; " +Urx; +b,),
gs; = o(Wiqj ™" +Uix; +by),
where 0, = {W", Wt WP Wi} € RPwDn, (U} U5, Uy, UG} €
RDPr*Dx and {bf, by, by, bs} € RP” are model parameters.
After obtaining the stream state cf (Eq. 1), we generate the output
gating variables of and use them to filter the model state to generate
the hidden representation h?, as follows:

of = 0'(Wgh§’1 + Uifxf +by),
t_ ¢t 13
h; = o; O tanh(c;),
where W € RP»*Prn UX € RP»¥Px and b, € RP# are model

parameters. Finally, we generate predicted target variables ?f from
the hidden representation, as follows:

©)

it = wyhf +by, (7)
where Wy, € R™DPr and by e R! are model parameters.

The HGN model is trained to minimize the mean squared error
(MSE) loss between observed temperature or streamflow Y = {yl? }
and predicted values. The loss is only computed at time steps and
locations for which observations are available.

State of reservoirs: Because water flows from upstream river seg-

ments can change the temperature and volume of reservoirs, we
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update the reservoir state r]’c for each reservoir k at time ¢ by in-

corporating the influence from its upstream river segments at the
previous time step ¢ — 1. The change of reservoir temperature given
such influence also depends on the characteristics of the reservoir
(e.g., the geometry of reservoirs). Hence, for each reservoir k, we
combine the state variables ¢; of its upstream river segments (repre-
sented as S(k)) and use the static features z;. to filter the influence
from these river segments before updating the reservoir state, as:
r,i = tanh(Wrr]t;1 + fa(z) © Z Ajkci™l+b,), 3)
ieS(k)
where W, € RP»*Dr and b, € RP% are model parameters, the
function f;(+) is used to convert reservoir characteristics to the
filtering variables and is implemented using fully connected layers.
Here the influence of each upstream river segment is also weighted
by its adjacency level to the reservoir.

4.2 Conditional Meta-learning on HGN

Despite the expectation of the proposed GNNs in capturing the
spatial and temporal context for each node, it is limited in han-
dling heterogeneous data over a large number of river segments. In
stream networks, water dynamics can be affected by soil properties,
surrounding land covers, and other catchment characteristics. Such
characteristics can be hard to measure for many river segments
and thus are often not included in input features and are instead
modeled as parameters in hydrologic process models. Omission of
these characteristics makes it difficult for a global GNN model to
produce good performance for all the segments. This issue can be
exacerbated given the highly sparse or localized training data.

To address this issue, we propose a conditional meta-learning
approach that aims to better adapt the graph model to different
river segments, i.e., different tasks. Here each task i contains a set
of training data {Xf r, Yf’} and validation data {X;’“l , Y;’“l}. Using
the transformation HGN(+) defined by the HGN model, standard
meta-learning approaches (e.g., MAML [11]) aim to learn a learn-
ing function ¥ (+; 6) such that it can quickly produce task-specific
parameters 6; to help the HGN model adapt to a specific task i
(e.g., a specific set of river segments) given some training samples
for this task {Xf’ , Yﬁr }. Here we do not show the time dimension
t explicitly as the meta-learning approach applies to all the time
steps. More formally, the meta-learning aims to find optimal param-
eters 6 for the learning function 7 (-; 8) such that the task-specific
parameters it produces on all the tasks help the HGN model achieve
the lowest error on their validation data. This can be expressed as:

1
0« = arg min N Z L(HGN(X;’“I; 9i),Y?“l),
oo ©)
where 0; = F(X!",Y!";0),for i=1to N,

13
where L represents the MSE loss used in our work.

Similar to MAML [11], we consider the learning algorithm # to
be a fine-tuning function, i.e., 6, serves as initial model parameters
that will be fine-tuned to each task using their training data. In
the meta-learning process, the inner meta update (i.e., the fine-
tuning function) can be solved by a few gradient steps, the first-

order Taylor expansion, or other closed-form approximation [3]. We

3L (HGN(X!T;0),Y!"
adopt the gradient step method, as 6; = 6 — a%,

where « is the learning rate for the meta update process.
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This standard method brings several challenges to our problem.
First, given that different streams can have different physical char-
acteristics, a global initial model may not be sufficient to adapt to
a large number of river segments with strong variability of water
dynamics. Second, direct application of the standard meta-learning
approach can be unstable given the large parameter set of the HGN
model and the interactions amongst nodes. As the embedding of
each node (i.e., each segment) is affected by neighboring nodes, the
validation loss on one task (i.e., one segment) could be affected by
the task-specific parameters of other tasks.

To address these challenges, we first create different initial mod-
els to capture the variability of different streams by introducing an
additional condition of physical characteristics (e.g., soil property,
elevation, and surrounding land cover). The intuition is to enforce
similar initial parameters for segments with similar physical char-
acteristics. Specifically, assuming the physical characteristics s; are
available, we define a function g(s;), which converts the physical
characteristics s; into the initial parameters of the segment i. Then
we represent the meta-learning process as follows:

1
min — Y L(HGN(X?;0;),Y"%),
9 N Z‘ l l (10)

where 0; = F(X!",Y;g(s;)),for i=1to N.

According to prior work [25, 36], this problem can be solved by
the structured prediction. Inspired by [36], the structured prediction
in meta-learning can be expressed as follows based on the structured
encoding loss function principle [6]:

N
g(si) =argmin )" $(s;,s;) LAGN(X2; 0), Y94,
0 = (11)
where 0; = T(X?,Yfr;ﬁ),for i=1to N,

where ¢(s;, sj) is the similarity between task i and task j based
on their physical characteristics. According to this equation, the
optimal parameters 6 for each task i is estimated based on the
weighted aggregated performance when the model is adapted to all
the tasks, and the weights of aggregation depend on the similarity
to the task i in terms of physical characteristics.

Given the computational complexity of this method, we propose
a simplified method MT-HGN by considering the clustering struc-
ture of river segments. We will discuss a representation learning-
based clustering method in Section 4.3. This clustering method
avoids directly using physical characteristics s; for computing the
similarity ¢ in Eq. 11. This is useful as physical characteristics may
not be measured for all the river segments, and available phys-
ical characteristics are often not complete, i.e., some important
characteristics are not known and thus not included in the cur-
rent data. Once we obtain the clustering structure, we rewrite the
meta-learning process as follows:

g(s;) = arg min Z L(HGN(X;?“l;gj)’Y;{al)’
Jj€Ci
where 9] = ('t(Xt'r,Y;r;G),for je Cl'.

(12)

Here C; represents the cluster of segments that contains the seg-
ment i. Hence, the proposed method considers only the aggregated
effect from segments with similar physical characteristics, which is
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also ensured by our clustering method (discussed in Section 4.3).
Compared with Eq. 11, this new formulation considers the similar-
ity ¢ between a pair of segments (i, j) in the same cluster to be 1,
and 0 otherwise. It is also worth mentioning that this computation
can be done even without using the physical characteristics s; (as
long as the clustering is available). Also, all the segments within
the same cluster have the same initial parameters g(s;).

To further reduce the complexity of the model, we only update
model parameters for gating variables, i.e., Hg = {W;}, W;‘, Wf , Wg
U;, U;‘, Uy, U%, bf, by, by, bs}, in the internal meta update step. The
other parameters (represented as ;) are shared across tasks. The
selection of these parameters is justified by prior study [16, 19] on
adjusting gating variables given different physical characteristics.
It was shown in these works that the gating variables are more
related to physical characteristics of catchment, and thus refining
the parameters 6, can reflect the variability of water properties.

In our work, we initialize the parameters {0s, 04} using a global
HGN model that is trained using all the training samples from all
the segments. This turns out to contribute to a faster convergence of
the conditional meta-learning process. In our implementation, we
also freeze the gradient back-propagation for states of neighboring
segments and upstream reservoirs when conducting the meta up-
date for each segment. In this way, segments become independent
with each other in the internal meta update step. In the following,
we will describe how to create the clustering structure.

4.3 Stream Clustering via Physics-Guided
Representation Learning

In real stream networks, physical characteristics are not always
available (or are highly uncertain). In the absence of measured
physical characteristics, there is a potential to identify the data
variability from the joint distribution of input X; and observed
target variable Y;, i.e., P(X;,Y;), across different river segments.
Because real observations Y are very sparse over space and time,
we use the simulated target variables Y produced by a physics-
based PRMS-SNTemp model [30]. Because the physics-based model
is built based on general physical relationships, it is often more
generalizable over different scenarios.

To capture the water variability across segments, we concatenate
the input features x; and simulated label y; as an augmented time
series for each segment. Then we use a separate HGN model to
produce hidden representation flf:l:T = HGN([x;, §Ii]t:1:T) atT
time steps. Our goal is to aggregate the hidden representation at
multiple time steps to a fixed-length embedding. This aggregation
process requires the recognition of important time steps, which can
be achieved using the attention mechanism [14, 21]. Specifically,
we create attention weights as follows:

BT = softmax(Walag:T +byg), (13)

where W, € R™Pr and b, € R! are attention model parameters.
The embedding for each segment can be obtained by the weighted
mean over all the time steps using the attention weights, as

€ = Z ﬁtﬁf
t

(14)
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To train the parameters involved in this representation learning
process, we create a contrastive loss. The goal is to ensure that
embeddings for two segments are close to each other if they share
similar physical characteristics, and the embeddings are far way
from each other if the they have different characteristics. To iden-
tify segments with similar characteristics, we conduct a K-means
clustering over segments with available physical characteristics s;,
and we use C; to represent the obtained cluster that contains the
segment i. The contrastive loss can be formally defined based on
the obtained clustering, as follows:

Lerr ==( ) logo(eiWerrs;)/IC]| = ) log o(eiWerrs;)/Na).
Jjec; JjgC;

(15)
where Wy s is a trainable parameter matrix, and N,
denotes the number of negative pairs (i,j) used in the second term
on the right. This contrastive loss is defined only on segments that
have available physical characteristics. Here the training process
is conducted to optimize the parameters Wy, b,, Weyr, and the
parameters in the HGN model. After training the representation
learning model, we have estimates of the embedding e for all the
segments. Then we conduct K-means over the obtained embeddings
to obtain the clustering over all the segments. This clustering result
differs from the previous clustering {C;} as {C}’} is the K-means
result for only segments with available characteristics, and it also
does not consider the dynamic input features x. Here we do not
enforce the segments in each cluster to be connected in stream
networks because distant segments may also share similar physical
characteristics. However, the ignorance of upstream segments may
degrade the performance of HGN when it is adapted to only the
segments within each cluster. Hence, we augment each cluster with
the direct upstream segments for every segment in the cluster. The
reservoirs associated with the segments in each cluster are also
included for this cluster.

c RDh xD.

5 DATASET

We evaluate the proposed method for predicting stream tempera-
ture data collected from the Delaware River Basin (DRB), which is
an ecologically diverse region and a watershed along the east coast
of the United States that provides drinking water to over 15 million
people [40]. The dataset used in our evaluation is from the U.S.
Geological Survey’s National Water Information System [38] and
the Water Quality Portal [28]. Observations at a specific latitude
and longitude were matched to river segments that vary in length
from 48 to 23,120 meters. The river segments were defined by the
geospatial fabric used for the National Hydrologic Model [29], and
the river segments are split up to have roughly a 1-day water travel
time. We match observations to river segments by snapping obser-
vations to the nearest stream segment within a tolerance of 250 m.
Observations farther than 5,000 m along the river channel to the
outlet of a segment were omitted from our dataset. See [26] for the
full observational dataset.

In particular, DRB contains 456 stream segments and 16 reser-
voirs. We use input features at the daily scale from Jan 01, 1980, to
June 22, 2020 (14,784 dates). The input features have 10 dimensions,
which include daily mean precipitation, daily mean air temper-
ature, date of the year, solar radiation, shade fraction, potential
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()

(b)
Figure 3: (a)-(b) The RMSE difference between MT-HGN and HGN for each segment in the DRB in (a) water temperature
and (b) streamflow prediction. The gray colored segments have no observations in the test period for evaluation. (c)-(d) The
per-segment water RMSE comparison for predicting water temperature between (c) MT-HGN and HGN, and (d) MT-HGN and
G-MAML. (e)-(f) The per-segment NSE comparison for predicting streamflow between (¢) MT-HGN and HGN, and (f) MT-HGN
and S-MTL. The green line and the red line in (e) and (f) represent the NSE baseline.

evapotranspiration and the geometric features of each segment
(elevation, length, slope, and width). Air temperature, precipitation,
and solar radiation values were derived from the gridMET gridded
meteorological dataset [1]. Other input features (e.g., shade fraction,
potential evapotranspiration) are difficult to measure frequently,
and we use values internally calculated by the physics-based PRMS-
SNTemp model [30]. Amongst 456 segments, water temperature and
streamflow observations were available for 290 and 183 segments,
respectively. These observations are only available on certain dates.
The number of temperature observations available for the 290 ob-
served segments ranges from 1 to 13,000 with a total of 326,558
observations across all dates and segments. The number of stream-
flow observations available for the 183 segments range from 16 to
14,774 with a total of 1,928,445 streamflow observations across all
dates and segments. The DRB has a higher data density than many
other basins, which enables testing the model performance with
different levels of data sparsity. For all the reservoirs, we also have
meta-features of these reservoirs, including dam height, dam length,
depth, elevation, and area of catchment [26, 40]. In addition, we
have 39-dimension physical characteristics for a subset of segments,
and these physical characteristics include the information about
soil property, land cover, canopy, geographic location, etc. [35].
The characteristics for other segments are missing due to missing
hydrologic response units (HRUs).

6 RESULTS

We compare to a set of baselines in our experiment:

Physics-based SNTemp: The Precipitation-Runoff Modeling System
(PRMS) [22] and the coupled Stream Network Temperature Model
(SNTemp) [30] is a physics-based model that simulates daily stream-
flow and water temperature for river networks. This model has been
used to simulate catchment hydrologic variables at regional [20]
to national scales [29] in support of resource management deci-
sions. We treat it as a deterministic model and do not consider its
parametric or structural uncertainty.

sokm

2758

KDD ’22, August 14-18, 2022, Washington, DC, USA

3.0 3.0
Water temperature prediction Water temperature prediction

~
w

ol
s‘f‘b =

RMSE (°C) achieved by HGN
RMSE (°C) achieved by G-MAML

035 30 30

10 5 20 25 10 5 20 25

RMSE (°C) achieved by MT-HGN RMSE (°C) achieved by MT-HGN
()

1.0

Streamflow prediction

1.0 -
Streamflow prediction
0.5 H

08 i 2
2 00 06

-0.5

-1.0

-15

NSE achieved by S-MTL

NSE achieved by HGH

-2.0

25 7

6402 00 02 04 06 08 10
NSE achieved by MT-HGN

®

~3056-55-2.0-1.5-1.0-0.5 0.0 05 10
NSE achieved by MT-HGN

(e)

Table 1: Performance of predicting water temperature and
streamflow in terms of RMSE. We report mean and standard
deviation of RMSE out of five runs.

Method  Temperature (°C) Streamflow (m3/s)
SNTemp 4.01(xNA) 16.22(£NA)
LSTM 1.91(%0.06) 20.74(+0.07)
HGN 1.72(£0.07) 17.18(+0.08)
G-MAML 1.70(%0.09) 18.24(%0.13)
S-MTL 1.71(£0.08) 16.18(£0.10)
MT-HGN 1.54(+0.07) 14.17(+0.08)

LSTM: Here we train a global recurrent neural network model (with
the LSTM cell) for all the river segments in the DRB.
HGN: We train the HGN model (described in Section 4.1) for all the
river segments in the DRB.
Graph-based Model Agnostic Meta Learning (G-MAML): To adapt the
prior work [12] to our problem, we use the clustering obtained
through our representation learning to create the local embedding
for each node within its corresponding cluster, and then train the
predictive network using MAML [11] over all the segments.
Static characteristics-based Meta Transfer Learning (S-MTL) [39]:
As a meta transfer learning approach developed for studying fresh-
water systems, this approach learns a similarity function based on
characteristics of stream segments (using our obtained segment
embeddings e), and then uses it to aggregate individual model pre-
dictions in an ensemble way. Here we train the individual models
for each obtained cluster because we may have few training obser-
vations for some segments.

We train each model using data from January 01, 1980, to October
31, 2006 (using the latter half for validation), and evaluate the model
performance using data from November 01, 2006, to March 31, 2020.

6.1 Predictive Performance

In Table 1, we summarize the performance of our method (using 10
clusters) against all the baselines in terms of the prediction RMSE.
Because of the variation of streamflow magnitude and the number
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Table 2: Performance of predicting water temperature and streamflow using different amounts of training samples.

Water temperature (°C) Streamflow (m>/s)
Method 0.1% 1% 10% 100% 0.1% 1% 10% 100%
LSTM 2.88(x0.08) 2.37(£0.09) 2.04(x0.07) 1.91(x0.06) | 22.27(x0.08) 21.97(x0.07) 21.54 (£0.07)  20.74(x0.07)
HGN 2.59(£0.09)  1.98(x0.07)  1.85(x0.06)  1.72(x0.07) | 19.94(£0.10) 18.38(+0.09)  18.28(:0.08)  17.18(0.08)
G-MAML | 4.41(x0.14) 1.88(x0.11)  1.81(£0.09) 1.70(x0.09) | 23.83(x0.17) 23.63(x0.15) 22.19(x0.15)  18.24(x0.13)
S-MTL 413(x0.13)  2.18(£0.13)  1.80(£0.11)  1.71(x£0.08) | 20.78(x0.14)  18.86(x0.13)  18.03(£0.14)  16.18(0.10)
MT-HGN | 2.46(£0.09) 1.77(x0.08) 1.62(x0.08) 1.54(x0.07) | 18.12(x0.13) 16.87(x0.11) 15.06(x0.09) 14.17(0.08)
of streamflow observations across segments, we report segment- 25
wise mean RMSE for the streamflow prediction. The segment-wise =ZG,\§'AML =ZGMNAML
RMSE is measured by first computing the RMSE separately for 5 2 ur-hen Tos .
each segment and then taking the mean over all the segments. We b E
can observe that MT-HGN outperforms all the other methods. The %1 s §20
meta-learning-based methods, i.e., G-MAML, S-MTL, and MT-HGN, *
generally achieve better performance than the other methods be- 1
Orlgmal Localized Original Localized

cause of they capture the variability of water dynamic patterns over
different segments. However, G-MAML gets worse performance
than HGN for streamflow prediction because streamflow patterns
are very different amongst segments, so a single set of initial param-
eters performs worse. S-MTL does not perform as well as MT-HGN
because it only considers the data variability at the cluster level
but does not model the variations of water dynamics for segments
within a cluster.

The improvement from LSTM to HGN confirms the importance
of incorporating spatial context in predicting water properties. It
can be also seen that the physics-based SNTemp performs much
better for streamflow as streamflow exhibits a higher degree of
variability across segments, and the physical mechanism used in
building SNTemp can better capture such variability than global
data-driven models.

We compute the difference of the prediction RMSE between MT-
HGN and HGN and visualize the spatial distribution of the RMSE
difference in Fig. 3 (a)-(b). We also show the segment-wise perfor-
mance comparison between MT-HGN and HGN (Fig. 3 (c) and (e)),
and between MT-HGN and the second best performing method
(G-MAML for water temperature and S-MTL for streamflow, Fig. 3
(d) and (f)) over each segment. For the ease of visualization, we com-
pute the Nash—Sutcliffe model efficiency coefficient (NSE) [24] for
measuring streamflow performance due to the variation of stream-
flow magnitude across segments. The NSE value ranges from [— inf,
1] and the higher value indicates the better performance. It can be
seen that MT-HGN not only improves the overall performance, but
also performs better for most individual segments. In particular,
MT-HGN outperforms HGN for 72% segments and 95% segments in
predicting water temperature and streamflow, respectively. We also
study the effect of meta-learning to small streams in the Appendix.

6.2 Sparse and localized labels

We also aim to verify that the proposed MT-HGN method can
produce good prediction even with sparse observations of target
variables. This is especially important if the MT-HGN method is
applied to other large basins with a small amount of observations.
In particular, we conduct two sparse tests. First, we randomly re-
move a certain proportion of training samples and measure the
performance of each method in the testing period. Second, we con-
sider the collected data are highly localized and verify that the
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@ (b)
Figure 4: The performance of HGN, G-MAML, and MT-HGN
for predicting (a) water temperature and (b) streamflow on
target segments before and after we hide training samples
from these segments.

method can produce good predictions for unobserved segments.
Specifically, we remove data from 22 segments and 20 segments
for predicting water temperature and streamflow, respectively, and
then measure the testing performance only on these segments. For
water temperature prediction, we select these 22 segments that
have more than 400 training and more than 200 testing observa-
tions. For streamflow prediction, we randomly select 20 segments
from a set of 84 segments that have observations for all the training
and testing period. The goal is to examine the performance drop
after removing the training data from the selected segments using
sufficient testing data for evaluation.

We show the performance of each method using different pro-
portion of training data in Table 2. The performance of each method
becomes worse using less training data. The performance of MT-
HGN is better compared to other methods when using sparse train-
ing data. Specifically, its performance when using 1% and 10% data
is close to its performance using complete data. When we use
0.1% training data, all the methods perform poorly. In particular,
G-MAML and S-MTL perform poorly using 0.1% data because G-
MAML is more likely to overfit the small data when fine-tuning to
each segment and S-MTL can learn inaccurate similarity estimation
across different clusters.

For the localized test, we show the performance on the hidden
segments before and after we hide the data (Fig. 4). Although MT-
HGN produces better performance than HGN and G-MAML after
the removal of training data, all the methods have much worse
performance in this scenario. It would be beneficial to pursue im-
proving the prediction in unobserved or poorly observed segments
through active learning in future work.

6.3 Performance over the clustering

We measure the RMSE of HGN, G-MAML, and MT-HGN for stream-
flow prediction in each cluster, as shown in in Fig. 5. The results for
water temperature prediction is also included in the Appendix. We
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Figure 5: The RMSE in each cluster for streamflow prediction.

can see that segments in different clusters can have different RMSE
values due to the variation of segment characteristics across space,
and MT-HGN can improve the performance for most clusters using
either full data or sparse data. We also report the model sensitivity
to the number of clusters in the Appendix.

7 CONCLUSION

In this paper, we introduce a novel conditional meta learning ap-
proach for predicting water temperature and streamflow in stream
networks. We create the representation of physical characteristics
as the condition for the meta-learning, which allows learning dif-
ferent initial parameters for different sets of stream segments. Our
results show the superiority of our method over other baselines
with a considerable margin. Also, our method can perform well
even with sparse observation samples. Finally, our method can
improve the performance for most segment clusters, and the per-
formance is robust against different numbers of clusters. Future
investigation of active learning for data collection could benefit
the prediction over unmonitored stream segments with no training
data. The incorporation of physical knowledge [13, 17] could also
help improve the model generalizability over space and time.
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A APPENDIX

A.1 Streamflow predictions on small streams

According to the prediction results, MT-HGN performs better than
HGN for many small streams for predicting streamflow as these
streams have less contribution to the overall RMSE loss used by
the HGN model. In Fig. 6, we show the predictions made by HGN
and MT-HGN in a stream segment. It can be seen that the HGN
over-predict streamflow in this segment and the MT-HGN method
matches observations much better, which confirms the effective-
ness of fine-tuning the model to different sets of segments. It is
noteworthy that this does not necessarily imply a larger RMSE
improvement on small streams because the large stream often has a
higher variance of streamflow and thus it is easier to achieve RMSE
reduction. o
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= MT-HGN
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Figure 6: The streamflow predictions made by HGN and MT-
HGN on a segment with low streamflow magnitude.

A.2 Performance of predicting water
temperature over different clusters

We report the RMSE of HGN, G-MAML, and MT-HGN for water
temperature prediction in each cluster, as shown in in Fig. 7. The
RMSE values differs across clusters because the variance of water
temperature changes over space due to the variation of segment
characteristics and the amount of observations also vary across
different clusters. MT-HGN can improve the performance for most
clusters using either full data or sparse data. This confirms the
effectiveness of the proposed method.
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Figure 7: The prediction RMSE in each cluster for water tem-
perature.

A.3 Performance variation using a different
number of clusters

We also test the sensitivity of the performance using a different
number of clusters (Fig. 8). The result shows that the MT-HGN

model consistently outperforms HGN by a decent margin using
different numbers of clusters. This also confirms that MT-HGN is

relatively insensitive to the choice of number of clusters to use.
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Figure 8: Variation of prediction RMSE for (a) water tem-
perature prediction and (b) streamflow prediction using a
different number of clusters.
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