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Abstract—Principal Component Analysis (PCA) is a funda-
mental data preprocessing tool in the world of machine learning.
While PCA is often thought of as a dimensionality reduction
method, the purpose of PCA is actually two-fold: dimension
reduction and uncorrelated feature learning. Furthermore, the
enormity of the dimensions and sample size in the modern day
datasets have rendered the centralized PCA solutions unusable.
In that vein, this paper reconsiders the problem of PCA when
data samples are distributed across nodes in an arbitrarily con-
nected network. While a few solutions for distributed PCA exist,
those either overlook the uncorrelated feature learning aspect
of the PCA, tend to have high communication overhead that
makes them inefficient and/or lack ‘exact’ or ‘global’ convergence
guarantees. To overcome these aforementioned issues, this paper
proposes a distributed PCA algorithm termed FAST-PCA (Fast
and exAct diSTributed PCA). The proposed algorithm is efficient
in terms of communication and is proven to converge linearly
and exactly to the principal components, leading to dimension
reduction as well as uncorrelated features. The claims are further
supported by experimental results.

Index Terms—Dimension reduction, distributed learning, exact
convergence, Krasulina’s method, principal component analysis

I. INTRODUCTION

Massive and high-dimensional datasets are becoming an
increasingly essential part of the modern world ranging from
healthcare to finance, from social media to the Internet-
of-Things (IoT) [3], from chemometrics [4] to image and
video processing [5], etc. In a related trend, machine learning
algorithms are finding their applications in every possible
domain because of their data-driven nature and the ability to
generalize to new unseen data. But these algorithms need a
considerable amount of data preprocessing for their effective
and efficient use. One of the major steps in this preprocessing
is dimension reduction and feature learning for compression
and extraction of useful features from raw data that can be used
in downstream machine learning algorithms for classification,
clustering, etc. Principal Component Analysis (PCA) [6] is
a workhorse tool for such dimension reduction and feature
extraction purposes. In a nutshell, PCA transforms a large set
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of correlated features to a smaller set of uncorrelated features
that contain maximum information of the raw data.

The increasing volume of available data along with concerns
like privacy, communication cost, etc., as well as emerging ap-
plications such as smart cities, autonomous vehicles, etc., have
also led to a significant interest in the last couple of decades
in the development of distributed algorithms for PCA on non-
collocated data [7]. Data tends to be distributed for a multitude
of reasons; it can be inherently distributed like in IoT, sensor
networks, etc., or it can be distributed due to storage and/or
computational limitations. The ultimate goal of any distributed
algorithm is to solve a common problem using data shared
among the distributed entities through communication with
each other so that all entities collectively reach a solution that
is nearly as good as the solution of the centralized algorithms,
for which data is available at a single location. Motivated by
these reasons, we develop and analyze an effective solution for
distributed PCA that is efficient in terms of communication,
that does not require exchange of raw data, and that can be
proved to converge exactly for any arbitrary network topology
and at a linear rate to a solution that is the same as the one
returned by centralized PCA.

Distributed setups can be largely classified into two types:
1) those having a central entity/server that coordinates with
the other nodes in a master-slave architecture, and 77) those
lacking any central entity, in which the nodes are connected
in an arbitrary network. In the first type of setup, the central
entity aggregates information from all the nodes and yields
the final result. Since the second type of architecture does
not rely on any central entity, it is a more general setup and
it lacks a single point of failure. The detailed review in [§]
discusses these setups along with various algorithms developed
for both in more detail. Although the terms distributed and
decentralized are used interchangeably for both setups in the
literature, we consider the latter scenario for the distributed
PCA and call it distributed in this paper.

The goal of dimension reduction can be accomplished by
learning a low-dimensional subspace spanned by the dominant
eigenvectors of the covariance matrix of the distribution to
which the data samples belong. Mathematically speaking, for
a data point y € R? sampled from a distribution with zero
mean and covariance 3 € R?*4_ dimension reduction can be
achieved by projecting y onto a matrix X € R™>X K « d,
such that X spans a subspace spanned by the leading K
eigenvectors of X under the constraint X7 X = I, that is X
lies on a Stiefel manifold. When y is compressed as y = X Ty
with such an X, its reconstruction XX Ty has minimum error
in the Frobenius norm sense. However, this approach can



only be called principal subspace analysis as it does not
ensure that the resultant K features in y are uncorrelated.
It has been argued in the literature (see, e.g., [9]) that one
of the factors that makes a compressed representation of a
data sample “good” is having uncorrelated features in the
learned representation. Different explanatory features of the
data tend to change independently of each other in the input
distribution in the real-world settings. This implies that if the
learned representations have uncorrelated features, changes or
noise in one will not affect the others. Correlated features bring
redundant information and in turn lead to unnecessary increase
in dimension of learned representations. This ultimately can
have consequences in downstream machine learning models.
For example, random forests can be good at detecting in-
teractions between different features, but highly correlated
features can mask these interactions. Hence, learning uncorre-
lated feature representation has gained significant attraction
in feature learning lately. This uncorrelatedness constraint
requires E [yy”] = E [XTyy™TX] to be a diagonal matrix,
which is fulfilled only when X contains the eigenvectors of 3,
not just any orthogonal basis of the subspace spanned by the
said eigenvectors. The true purpose of PCA is thus fulfilled
by a specific element of the Stiefel manifold that corresponds
to the eigenvectors of 3.

An autoencoder is another popular neural-network based
tool for data compression. The good generalization capability
of neural network-based systems along with their ease of
parallelization in the case of massive data make them very
attractive and efficient solutions for PCA. A study in [10]
showed that the optimum weights of an autoencoder for
efficient data compression and decorrelation of features, when
the loss function is the reconstruction error, are given by the
space spanned by the eigenvectors of the input covariance
matrix. It was also noted in [11], [12] that neural networks
trained using the Hebbian learning rule [13] extract principal
components of the input correlation matrix in the streaming
data case. In the same setting of streaming data, an earlier
work by Krasulina [14] proposed a similar learning method
that converges to the dominant eigenvector of the expectation
of input sample covariance matrix. Even though the methods
proposed by Krasulina [14] and Oja [ 1] have many similar-
ities as pointed out in [11], [15], Oja’s [11] rule has been
studied more extensively than Krasulina’s [14] method. The
original Krasulina’s method is a simple iterative method for
the estimation of the top eigenvector in the streaming case and
its matrix version called Matrix Krasulina was proposed much
later in [16] that extends the original method to estimate the
subspace spanned by the top K eigenvectors. Since we aim
to find the top K eigenvectors, in this paper we propose a
learning method based on the original Krasulina’s method that
can be shown to converge to the first K eigenvectors (principal
components) of the sample covariance matrix, not just the
principal subspace, in distributed batch settings. Due to the
parallelization potential and an iterative update-based rule, our
proposed method is applicable to autoencoder training as well.

A. Relation to Prior Work

The problem of dimension reduction goes back as early
as 1901 when Pearson [17] aimed at fitting a line to a set
of data points. Later, Hotelling [0] proposed a PCA method
for decorrelating and compressing a set of data points by
finding their principal components. Since then, many iterative
methods like power method, orthogonal iterations [18], and
Lanczos method [19] have been proposed to estimate eigen-
vectors or low-dimensional subspaces of symmetric matrices,
a class under which covariance matrices fall. A stochastic
approximation algorithm was proposed by Krasulina in [14]
for the estimation of the dominant eigenvector in the streaming
data case. From the point of view of training neural networks
for data compression, an algorithm very similar to Krasulina’s
method was later proposed by Oja [!1], which was then
extended for multiple eigenvector estimation by Sanger [12].
Both Oja’s and Sanger’s method were based on the Hebbian
learning rule [13] and it was shown that the weights of an
autoencoder trained using this rule converge to the eigen-
vectors of the input correlation matrix. The works in [20],
[21] proved that in deterministic batch settings Oja’s rule and
the generalized Hebbian rule proposed by Sanger converge
to the eigenvectors of a covariance matrix at a linear rate.
Krasulina’s method was also generalized for the estimation of
a subspace of dimension greater than one in [16], although it
only guarantees convergence to the principal subspace, instead
of principal components, at a linear rate under the low-rank
matrix assumption.

Modern data have various aspects that require looking at the
PCA problem from different lenses. For example, the presence
of outliers or corrupted data led to the development of robust
PCA solutions [22]-[24] or the case of sparse PCA [25],
[26] when principal components are assumed to be sparse.
The problem of PCA in the distributed/decentralized setting is
relatively recent. In the decentralized setting, in the presence of
a central server, the client nodes do some computations using
their local data and the server node aggregates the information
from all nodes before passing it back. The works in [27], [28]
proposed to perform a local Singular Value Decomposition
(SVD) at each node using their partial data, which is then
aggregated at the central node. The work proposed in [29]
used decentralized PCA to detect anomalies in wireless sensor
networks. Aggregation at a central server raises privacy issues,
which is tackled in [30] that introduces a differentially private
distributed PCA algorithm. Several other works have been
proposed for decentralized PCA; e.g., in the case of streaming
data [31], in the case of large-scale process monitoring [32],
in the case of federated learning [33], etc.

The distributed setting, where nodes are connected in an
arbitrary manner, is the main focus of this paper. In any
distributed network, data can be distributed by either features
or samples and the solutions for these two data distribution
types are significantly different. A detailed review of various
distributed PCA algorithms for both kinds of data distribution
is done in [34]. For the case of feature-wise distribution as
in [35]-[37], each node in the network estimates one or a sub-
set of features of the entire subspace. In this paper we focus on



the case of sample-wise data distribution, where each node es-
timates the entire basis and consensus in the network is a nec-
essary condition. The sample-wise data distribution was con-
sidered in [38]-[40], where a power method-based approach
was proposed for estimation of the dominant eigenvector (K =
1). This method requires an explicit consensus loop [41] in ev-
ery iteration of the power method and the final error is a func-
tion of the number of consensus iterations. The power method-
based distributed PCA solutions can be used for multiple
(K > 1) eigenvector estimation in a sequential manner, where
lower-order eigenvectors are estimated using the residue of the
covariance matrix left after its projection on the higher-order
eigenvectors. Since estimation of any lower-order eigenvector
requires that the higher-order eigenvectors are fully estimated,
this sequential approach results in a rather slow algorithm. To
overcome the issues of the sequential approach, an orthogonal
iteration-based solution for the case of K > 1 was proposed
in [42]. Although this method estimates the K -dimensional
subspace simultaneously, its convergence guarantees are in
terms of subspace angles and thus it proves convergence to
the principal subspace. Moreover, all these aforementioned
methods require an explicit consensus loop, making these
algorithms inefficient in terms of communication overhead.

PCA is a non-convex problem since the uncorrelated con-
straint requires the solution to be a specific element on the
Stiefel manifold. Recently, some algorithms in the field of
distributed optimization were proposed to deal with non-
convex problems. While some of those deal with unconstrained
problems [43], some are developed for non-convex objectives
with convex constraints [44], [45], while some methods guar-
antee convergence only to a stationary point [46]. For these
reasons, none of the existing distributed algorithms for non-
convex problems are directly applicable for the PCA objective.
A recent work based on perturbation theory for linear operators
based on the Picard iteration was proposed for distributed
optimization in [47]. The extension of this work in [48]
demonstrated the application of the distributed Picard iteration
(DPI) method to distributed PCA, but it could only prove local
convergence, i.e., if the estimate is already “close enough” to
the optimal solution, then it converges to the optimal point at
a linear rate. Furthermore, the DPI method suffers from two
more limitations in terms of its theoretical analysis, namely, it
requires the covariance matrix to be full rank, and the upper
bound on the step size required for convergence guarantees is
not quantified in terms of problem parameters like eigengap,
data dimension, etc. Thus, many gaps still remain to be filled
in distributed PCA.

The work in this paper is an extension of our preliminary
work in [1] that proposed two fast and efficient algorithms for
distributed PCA but did not provide any theoretical guarantees.
Both these algorithms were based on the generalized Hebbian
algorithm in the case of sample-wise distributed data. The first
version called distributed Sanger’s algorithm (DSA) used a
combine-and-adapt strategy, which was further developed and
analyzed in our previous work [49]. Although this strategy
has mainly been used in distributed optimization literature for
convex and strongly convex problems, we showed using exten-
sive analysis that even for the non-convex PCA problem, each

node converges linearly and globally, i.e., starting from any
random initial point. Though it is a linearly convergent one-
time scale algorithm, it only reaches to a neighborhood of the
optimal solution for a fixed step size. The algorithm, however,
does converge exactly in the case of decreasing step sizes but
with a slower rate of convergence. This result is coherent with
the combine-and-update based gradient descent solutions [50]
for distributed optimization. To overcome such limitations of
simple gradient descent-based algorithms, some new methods
have been proposed recently that deploy a technique called
“gradient-tracking”, which has been shown to converge exactly
in the case of convex [51], [52], strongly convex and some
non-convex problems [53]. In this paper, we use this gradient-
tracking idea to develop an algorithm for the non-convex
distributed PCA problem that linearly converges to an optimal
solution that is the same as its centralized counterpart.

A very recent paper on distributed PCA [54] used this
gradient-tracking idea to develop a two-time scale algorithm
called DeEPCA for subspace estimation. Our work has three
major differences as compared to DeEPCA: firstly, our algo-
rithm guarantees convergence to the eigenvectors of the global
covariance matrix and not just any rotated basis of the same
subspace, thereby making our algorithm a true PCA and not
just a principal subspace analysis (PSA) solution. Secondly, we
do not use any explicit consensus loop for ensuring agreement
in the network, making it a very communication-efficient solu-
tion and finally, DeEPCA requires explicit QR decomposition
in every iteration unlike our algorithm, thus requiring more
computations. Table I shows the convergence rates of the
important PCA/PSA algorithms for the case of sample-wise
distributed data. The table provides a comparison of the com-
munication and iteration complexities of various distributed
PCA (principal component analysis) and PSA (principal sub-
space analysis) algorithms in terms of error € and eigengap
gap. If )\, is the [*" eigenvalue of the data covariance matrix,
then gap, := ’\f\(—;l for PSA and gap, := max ’\’;\—j:l for

PCA algorithms. Also, gap := A\g — Ak 41 for PSA algorithms
and gap := kiminK Ak — Ag+1 for PCA algorithms.

yraay

B. Our Contributions

The main contributions of this paper are 1) a novel algorithm
for distributed PCA called Fast and exAct diSTributed PCA
(FAST-PCA) based on a generalization of Krasulina’s method,
2) theoretical guarantees that show that the estimates given
by our method converge exactly and globally at a linear rate
to the eigenvectors of the global covariance matrix, and 3)
experimental results that further demonstrate the efficiency of
our solution for both synthetic and real-world datasets.

Our primary focus in this paper is to develop a solution for
distributed PCA when the data samples are scattered across
an arbitrarily connected network with no central node. While
PCA is often reduced to dimension reduction, we focus on
the dual goal of PCA that requires dimensionality reduction
as well as feature decorrelation. To that end, we propose
an algorithm based on Krasulina’s method using a gradient-
tracking approach. Since the original Krasulina’s method only
finds the dominant eigenvector, we also generalize it to the



TABLE I: Comparison of Communication and Iteration Costs for State-of-the-Art PCA/PSA Solutions

[ [ Comm./Iteration [ No. of Iterations [ Total Comm. [ PCA/PSA |
DistSeqPM [38]-[40] | O (K o _qlapfl log g) 0 <K — log %) o <K2 o glap;l log? g) PCA
soorie | 0(griont) | 0 (grriet) | O(appriett) |
DeEPCA [54] o (1og ﬁ) o (ﬁlog%) o (ﬁlogﬁlog%) PSA

distributed setting for the estimation of top K eigenvectors.
Our proposed FAST-PCA method is an iterative update algo-
rithm and its main attributes are that it is fast since it lacks any
explicit consensus loop and hence reduces the communication
overhead, and it converges exactly to the true eigenvectors
of the global covariance matrix at a linear rate. We provide
detailed convergence analysis to support our claims as well
as extensive numerical experiments where we compare our
method to centralized orthogonal iteration (OI) as the cen-
tralized baseline, as well as distributed PCA algorithms of se-
quential distributed power method (SeqDistPM), DeEPCA and
DSA. We provide the results for different network topologies
as well as eigengaps to further solidify our claims.

To the best of our knowledge, this is the first novel algo-
rithm for distributed PCA based on Krasulina’s method that
achieves fast and exact convergence to the true eigenvectors
of the global covariance matrix at every node of an arbitrarily
connected network.

C. Notation and Organization

The following notation is used in this paper. Scalars and
vectors are denoted by lower-case and lower-case bold letters,
respectively, while matrices are denoted by upper-case bold
letters. The operator |- | denotes the absolute value of a scalar
quantity. The superscript in a*) denotes time (or iteration)
index, while a' denotes the exponentiation operation. The
superscript ()T denotes the transpose operation, the operator
® denotes Kronecker product, || - || denotes the Frobenius
norm of matrices, while both || - || and || - ||2 denote the /5-
norm of vectors. Given a matrix A, both a;; and (A );; denote
its entry at the i*" row and j'* column, while a; denotes its
4% column. The matrix I, € R®*® denotes the identity matrix
of dimension a.

The rest of the paper is organized as follows. In Section II,
we describe and mathematically formulate the distributed PCA
problem, while Section III describes the proposed distributed
algorithm, which is based on Krasulina’s algorithm. In Sec-
tion IV-B, we derive an auxiliary result based on Krasulina’s
method that aids in the convergence analysis of the proposed
distributed algorithm, while convergence guarantees for the
proposed algorithm are provided in Section IV. Statements
and/or proofs of the key lemmas used to derive the main
results of this paper are provided as appendices. We provide
numerical results in Section V to show efficacy of the proposed
method and provide concluding remarks in Section VI.

II. PROBLEM DESCRIPTION

Principal Component Analysis (PCA) is a widely used
data preprocessing tool to find a low-dimensional subspace

that would decorrelate data features while retaining maximum
information. For data samples y € R? sampled from a zero-
mean distribution with covariance matrix X, PCA can be
mathematically formulated as

X =  argmin E [[ly — XXTy|3]
XeRIXK XTX=I
such that VI # ¢, (]E [XTyy™X] )l =0. (1)
q
The constraint (]E [(XTyyX] )l = 0,v] # g, ensures

that X decorrelates the featuresqof y. It is evident that
E [XTyy"™X] = XTE [yy"] X will be a diagonal matrix
if and only if X contains the eigenvectors of E [yy™] = 3.
Thus the search for a solution of PCA not only requires a
minimum reconstruction error solution, which will be given
by any basis of the subspace spanned by the dominant K
eigenvectors of the covariance matrix X, but the basis vectors
should specifically be the eigenvectors of X. In practice the
actual distribution of the samples and hence ¥ is unknown and
a sample covariance matrix is used instead for PCA. For a set
of samples {y;}¥ ,, the sample covariance matrix is given by
C= ﬁ Do ye =)y — y)', where y = % Z,{il Y
is the sample mean. Henceforth, we shall assume y = 0
without loss of generality because the mean can otherwise
be calculated and subtracted from the samples. The empirical
formulation of the PCA problem in terms of samples is thus
given as

N
S llye — XXy |3

t=1

X = arg min

XERIXK XTX=]

=0.
lq

N
such that VI # g, (XT(Z yeyT )X) )
t=1

A distributed setting implies that the entire data matrix Y =
[¥1,.--,yn] € RV is unavailable at a single location. Let
us consider an undirected and connected network of M nodes
described by a graph G = {V, &}, where V = {1,..., M} is
the set of nodes and & is the set of edges between the nodes.
For each node i, the set of its directly connected neighbors
is given by N;. The data can be distributed among the nodes
along the rows, i.e., by features, or along the columns, i.e., by
samples. In this paper, we consider the case when the samples
{y+}}¥, are scattered spatially over a network. Thus, each
node 7 € V has a non-overlapping subset of the samples Y; €
R4*Ni guch that Y = [Yl, ... ,YM]. The PCA formulation
in this distributed case is:
M
STV - XXTY[3
i=1

X = arg min

XERIXK XTX =1



M
such that VI # ¢, (XT(Z Y, YT )X)
i=1

=0. (3)

lq

Although the formulations (2) and (3) look similar, a major
difference is the unavailability of Y;’s at a single location,
rendering the methods for solving (2) unusable directly for
solving (3). Since each node carries different local data,
there is a difference in local objective function even though
the constraint is globally shared. This in turn leads to each
node maintaining its own copy X; of the variable X . As
mentioned before, the goal of distributed PCA 1is for each node
to eventually reach the same solution, i.e., achieve network
consensus, given by the eigenvectors of C. Thus, the actual
PCA objective for the distributed case is

M
arg min E Y; — X; X} Y,||% such that
X, ERdXK,X;FXi:I i=1

M
VieN,X;=X; and VI#q, (XE(Z YiYiT)xi)

l
i=1 q

“4)

Since each node ¢ has access to a subset of data points Y; and
subsequently has a local covariance matrix C; = N%YiYZT,
a naive solution is that each node solves its own PCA
formulation as follows:

X; = arg min 1Y;: — X; XY, ||%
X;€RXK XTXK, =1
such that Vi # g, (XiTYiYiT Xi)z —0. (5

q

However, the naive solution of (5) will have major drawbacks.
As explained earlier, PCA ideally aims to find the eigenvec-
tors of covariance 3 of the distribution the data points are
sampled from but instead uses sample covariance matrix C
because X is unknown in practice and E [C] = 3. Since
C — X as the number of samples NV increases, using only
the local covariance matrices would incur a higher loss in
the estimation of the eigenvectors. Furthermore, it is plausible
that the samples at a single node are not uniformly sampled
from the entire distribution and hence any estimation made
using local covariances would result in a biased estimate.
These reasons dictate that all the N samples in the network
should be incorporated somehow in the estimation of the
eigenvectors for dimension reduction and decorrelation at all
the nodes of the network. Additionally, in the case of sample-
wise distributed data, all nodes should agree and converge to a
common solution that is the same as the solution of (2) when
all the samples are available at a single location.

The constraint in (4) has two important properties. First,
since the solution lies on the Stiefel manifold and particularly,
it is a specific element of the manifold, the problem is non-
convex. Although this issue can be dealt with through convex
approximation of the problem [55], such an approach will
result in O(d?) computational and memory requirements since
it approximates the projection matrix of the d x K dimensional
subspace and that can be restrictive in the case of high-
dimensional data. At the same time, such convexification
leads to a relaxed constraint that would only give a rotated

=0.

basis of the subspace spanned by the eigenvectors of C
and not the eigenvectors themselves. Second, the constraint
XT(CM Y, YT)X, being diagonal is shared by all nodes
due to the reasons explained earlier. Thus meeting this global
constraint requires that all nodes of the network collaborate
to reach a common solution X = X,;,Vi € V. Hence, in
this paper we propose an iterative algebraic method based
on Krasulina’s rule [14] for distributed PCA that ensures that
all nodes simultaneously converge to the eigenvectors of the
global covariance matrix C without having to share their
local covariance C;. The algorithm converges exactly to the
eigenvectors of the global covariance matrix C at a linear rate
when the error is measured in terms of angles between the
estimates and the true eigenvectors.

III. PROPOSED ALGORITHM: FAST-PCA

Iterative solutions such as the power method, Oja’s rule,
and Krasulina’s method have proven to be powerful tools
for PCA, i.e., dimension reduction and simultaneous feature
decorrelation in centralized settings when the data is collocated
or streaming at a single location. Although Krasulina’s and
Oja’s method have similar update rules, in this paper we extend
the Krasulina’s method to develop an algorithm for distributed
PCA in batch settings. The original Krasulina’s method was
developed as a stochastic approximation algorithm for esti-
mating the dominant eigenvector of the expected correlation
matrix (which is the same as the covariance matrix for zero-
mean inputs) in the case of streaming data. Lety;,t = 1,2,...,
be data samples drawn from a zero-mean distribution at time
t. Then Krasulina’s method estimated the leading eigenvector
of ¥ =E [y.y{ ] by the following update equation:

(xO)rex®

t+1) __ t t
x0T =x + oy (Ctx( - x@|2

) ©
where C; = yty;F is the covariance matrix obtained from one
sample and « is the step size at time ¢. It was proved in [14]
that if the spectral norm of E [y;y ] remains bounded and
>, a converges to zero as t — oo, the update equation (6)
yields the dominant eigenvector of E [Ct]. One can interpret
Krasulina’s method as the solution to an optimization problem.
The estimation of the top eigenvector can often be posed as
the following optimization problem:

T
argmin f(x) = arg min — X C;X @)
x€R4 x€R4 ||X||
The gradient of the function f(x) in (7) is:
1 (x)TCx®
— = (—x® g ) X <t>)
Vf(x) HXH2< Cix'" + xO|2 x ). (8)

Thus, (6) looks similar to applying stochastic gradient descent
to the nonconvex problem (7) where a step is taken in the
direction of negative of the gradient of the function but the
size of the step is scaled with the magnitude of the norm ||x||2.

In the distributed setup considered in this paper, samples
are not streaming but distributed across a connected network
of M nodes, where node 7 has access to a local covariance
matrix C; such that Zi\il C, = C, the global covariance



matrix. It is noteworthy that E [C;] = E [C;] = % and this
similarity between streaming and distributed setting motivates
the extrapolation of Krasulina’s method for the distributed
setting. For the dominant eigenvector K = 1, a naive approach
would be for each node to estimate an eigenvector using its
local data and update rule (6). However, that would result
in each node ¢ to only estimate the dominant eigenvector of
C, whereas the goal of distributed PCA is for every node to
estimate the eigenvector of the global covariance matrix C.
Furthermore, since Matrix Krasulina [16] only estimates the
dominant subspace, Krasulina’s method also needs to be gen-
eralized for the estimation of K > 1 dominant eigenvectors.

Estimation of the eigenvectors of C at every node without
sharing raw local covariance matrix C; would require some
form of collaboration among the nodes of the network. As
mentioned earlier, our previous work [49] used a combine-and-
adapt strategy in a way that each node converges linearly but
only to a neighborhood of the true eigenvectors of the global
covariance matrix C. Even though we used the generalized
Hebbian algorithm [12], some straightforward calculations and
manipulations can show similar results for Krasulina’s method.
In this paper, we aim to fill that gap of inexact convergence
and propose a gradient-tracking based solution [51], [52] that
converges exactl (y and linearly to the true eigenvectors of C at
every node. If x; | is the estimate of the dominant eigenvector
at node i after the ¢ iteration, then we define a pseudo-
gradient at node ¢ as follows:

(xTCx!!
Aﬁi——ié% ©)
7,1

which is similar to the update portion of (6). We call this entity
pseudo-gradient as this differs from how the gradient would
look like (refer to (8)) at node ¢ by a factor of . Addi-

hy(x{}) = Cax() -

[ “> e
tionally, for the estimation of k" k =2,... K, elgenvector,
we propose to generalize Krasulina’s update rule along the
lines of the generalized Hebbian algorithm [12] and combine
Krasulina’s method with Gram—Schmidt orthogonalization to
define a general pseudo-gradient as:

(<)) Cixi1h

|| 531||2
p=1

() )
(xi ) Cix; (t) -
lep is analogous to Gram-—

(®)

t t
hy(x{}) = Cix!') — x{)

)T Cx)
) e ) (10)
|| x{||2

Here, the term

Schmidt orthogonalizatign and enforces the orthogonality of

E,ltoxgt;7p:1,...,k—l.

Let XZ(-t) = [thz, e ,XEQ{ € RK be the estimate of the
K eigenvectors of the global covariance matrix C. A gradient
tracking-based algorithm also updates a second variable [52],
[53] in every iteration that essentially tracks the average of

the gradients at the nodes. In a similar fashion, let us define

a pseudo-gradient tracker matrix Sgt) = [ g?, ceey Et;(} €
R K that tracks the average of the pseudo-gradients at

each node. These SZ(-t) are updated along with the eigenvec-
tor estimates Xl(-t) in each iteration of our algorithm Fast
and exAct diSTributed PCA (FAST-PCA), which is described
in Algorithm 1. At each node 7, the eigenvector estimates
Xg.t), j € N;, where N; is the set of neighbors of node 7,
are combined as a weighted average and updated with the
local copy of the gradient tracker Sgt) using a constant step
size «. Along with that, Sgt) is also updated as a weighted
average of Sg-t) and difference of pseudo-gradients. The entity
hi(XEt)) in the algorithm is the matrix of the psuedo-gradients,
e h(X(") = [h(x), . hix)] € RUK. The
weight matrix W = [w;;] is a doubly stochastic matrix
that conforms to the underlying graph topology [56], i.e.,
w;; # 01if (4,7) € € or i = j and O otherwise. A necessary
assumption for convergence of the algorithm here is the graph
connectivity, which ensures that the magnitude of the second
largest eigenvalue of W is strictly less than 1. The gradient-
tracking based solutions are recently being very popular in
distributed optimization literature because of their fast and
exact convergence guarantees. Our main challenge here was
providing theoretical convergence guarantees inspite of the
non-convex nature of the problem. In the next section, we
provide detailed analysis of our proposed algorithm FAST-
PCA and show that the estimates x(t; at each node 7 converge
at a linear rate O(p'),0 < p < 1, for any random unit-
norm initialization and a certain condition on step size, to
the eigenvectors +qj, of the global covariance matrix C.

Algorithm 1 Fast and exAct diSTributed PCA (FAST-PCA)
Imput: Y1,Ys,... Yy, W a, K
Initialize: Vi, X'” « Xy : X € R XT
8« h;(x{”)
for t =0,1,... do
Communicate XZ(-t)
Subspace estimate at node i:
Yjen: 5 X} + a8’

let = I;

init

from each node 7 to its neighbors
(t+1) 1 ()
X, — 5 X7+

Psuedo-gradient estimate at node ¢: SEtH) — %Sgt)—k
S en: B85 + (XY — hy(x()
end for
(t+1) (f+1)
t+1 .
Return: X( ) = = ““)H \|x<t+1>|\ a=1,2,..., M

IV. CONVERGENCE ANALYSIS

This section entails detailed analysis for our proposed
FAST-PCA algorithm. In the first subsection, we state the main
result regarding the convergence of FAST-PCA. The following
subsection provides an auxiliary result, which is followed by
the detailed proof of the main result.

A. Main Result

The main result of this paper shows that FAST-PCA con-
verges at a linear rate and exactly to the eigenvectors of
the global sample covariance matrix of the data distributed



in a connected network. Specifically, we have the following
theorem about the convergence result.

Theorem 1. Suppose o < mink?}(’;g)(((;?i;;\kﬂ) (%)2

Ak, Aug1 are the k' and (k + 1) largest eigenvalues of
C, 8 = max{[X(W)|, A (W)[}, o=\ # 0, and the
gra{?h underlying the network is connected. Then the estimate

. from FAST-PCA converges to the eigenvector Fcipqy
correspondmg to the largest eigenvalue )\k of C at each node
i=1,...,M at a linear rate of O( log 1), where
gap = ming—1, . g A — Ag+1-

, where

log( 1+agap)

The detailed proof of Theorem 1 is given in Section IV-C.
Here we provide a discussion of the implications of the
theorem. From Theorem 1, we can see that if a <
%(%)2, where ), is the largest eigenvalue of C,
K is the number of eigenvectors to be estimated and (3 is the
absolute value of the second-largest eigenvalue of the weight
matrix W, then the estimates th])c of the k" eigenvector
for k = 1,...,K at ith node, i = 1,..., M, converge at
a linear rate to a multiple of the eigenvector q; of C i.e.,
+crqg. It is clear from the condition on « that with larger
eigengap (A — Agy1), a larger range of step size is possible,
which directly affects the rate of convergence. Also, as the
connectivity in the network increases, [ decreases, which
again increases the range of «, thus increasing the rate of
convergence.

B. Auxiliary Result

In this subsection, we provide an intermediate result that
will help the detailed analysis of our proposed algorithm. Let
C € R%? be a covariance matrix whose eigenvectors are
q,! =1,...,d, with corresponding eigenvalues );. With an
aim to estimate the first K eigenvectors of C, we define a
general update rule of the following form:

T (1 ()
t+1 t t ( ) Cx t
é & ) = ;L + cu(Cxé}C — 7X;3f
B3 H2
— Z qquCxé;C (11)
(O NT (1, (D)
t t (x,2)" Cxy t
- X;,L + a( X;L N g”X(t) ”29 X, ) Z )‘Pqpqg ; )
g,k

12)

where « is a constant step size. Looking at Krasulina’s method
as applying SGD to the optimization problem (7), (11) can be
viewed as optimizing the Rayle1gh quotient of the residual
covariance matrix C — Zp 1909, T'C. Note that this is not an
algorithm in the true sense of the term as it cannot be im-
plemented because of its dependence on the true eigenvectors
dp- The sole purpose of this update equation is to help in
our ultimate goal of providing convergence guarantee for the
FAST-PCA algorithm Also, the subscript ‘g’ here is simply
to denote that xg , 1s a general iterate Value and any update
rule of the form (12) has the same characteristics. On the other
hand, xi7 i 18 the iterate value at node 7, which has a different
update form in the case of our proposed algorithm.

Since q;,! = 1,...,d, are the eigenvectors of a real
symmetric matrix, they form a basis for d-dimensional space
and can be used for expansion of any vector x € R?. Let

() d
< _ Xok
TG

Aa, (13)
=1

(t)

where z; is the coefﬁcient corresponding to the eigenvector

q; in the expansion of X x
re-written as:

. The update equation (12) can be

D) «® @ 0) ®
Xg.k < Xy k +a(C Xy k _ (ngk)TCng Xg.k
t+1 t t t t

SR ESA [ T SO I A
k—1 (t)
T
~ 2 <) ||)> I ““ 4
p=1
(t T t)
& _ (50 (1) ( gk:) ngk (t)
Yo ( el e
—Zqupq,? ) )a,(:), (15)
where a,(:) _ el . Multiplying both sides of (15) by q;

‘ (f+1)

and using the fact that alqr =0 for I # I, we get

1
A =l ot O~ o (v
- &) >Tc )-
This gives
t+1 t t t t t
s =0 (5 - a&)TCx0 ),
for I=1,...k—1, (16)
and z,(:H) 5:) (sz} +a(h — (igtL)TCi(qti)Zg?)v
for [=k,...d. (17)

In the following theorem, we show that x(ti converges to a

multiple of the true eigenvector qj by proving convergence of
the coefficients z,itg fori=1,...,d.

, Theorem 2. Suppose C has K distinct eigenvalues, i.e., A\1 >
)\2>...>)\K>/\K+12~-~2)\d20anda<i,

A1
fxé?z)g £ 0, and ||x (0) | =1 forall k=1,...,K. Then the
( )

update equation for X, given by (12) converges at a linear
rate to a multiple of the eigenvector +qy corresponding to
the k" largest eigenvalue )\, of the covariance matrix C for
k=1,....K.

(t)
g,k
converges to qi at a linear

Proof. We prove the linear convergence of x

of q by proving that 5(!(;36

to a multiple

- () .
rate. The convergence of X} to qy requires convergence of

the lower-order coefficients z,(f)l, . z,(fzc , and the higher-

(t) (t)

order coefficients 2} 1,...,%;, 4 to 0 and convergence of
z,(fgc to £1. To this end, Lemma 5 proves linear conver-
gence of the lower-order coefficients z](f)l,.. z,(ctzc L 00



by showing Zz 1 (%3)2 < ay7y}, for some constants a; >

O, = 1 +M < 1. Furthermore, Lemma 6 shows that

Zl k+1(z,(€ 2) < adt, where as > 0 and §y, = % <1,
thereby proving linear convergence of the higher-order coeffi-
cients to 0. The formal statements and proofs of Lemma 5

and Lemma 6 are given in Appendlx A and Appendix B,

respectively. Finally, since ||x |12 =1, we have
d
> =
=1
k-1
or, 1— ()= 24 Z
1:1 I=k+1
< aryy, + azdy,
< a36,t€,

where a3 = max{aj,as} and §; = max{7g, dx }. This shows

(Zl(ctL)Q converges to 1 and (z:l(tlz)2 l # k, converges to O at a

linear rate of O(4},) where 6), = 11?3\21 Thus, x( ) = +qp

and (igtL)TCigt)k — A;. We also know from (12) that

t+1 t
x4 = 0
k—1 (X(t) )Tcx(t)
k k
a((C = Y Mpapay xf — L)
p=1 H k”
k—1
. (t+1))2 (t) 2 2 (t)
ie. [xy VNP =1l 4+ @2((C =D Aapay )x,,
p=1
(t) T ()
_( ) ngk (t )”2
||x_Ef,L||2
k—1 (t) T (1 ()
t t ( ) Cx ko (t
2a(x (g}c) (C— Z/\quqp) () ® 2g ngc)
p=1 ng,k”
k-1
t t
= x4 + a2 ((C = D Apapeth )~
p=1
TCx
s LR WA
B3 k”
k-1
t t
= %S4 + %€ = Y Apapal )% L Ix04
p=1
(t) (t)
B OO
) |2 g9:k
% %l
+2aHxS) I? Z)\ t qpq; ;tL (18)

) (t)
Cx
d (H)(’igk — A, we have

<(t)
As X3 — £qi an E

k—1

(C- Z )‘pchnq;j;)i;t
p=1

t t t
DX = £Caqu x| = Eaear|x

and
k—1
~(t
S NE)Tapalxl) =0
p=1

Thus from (18), we get

t+1
I = (x5 01% = o,

which implies ||x;t3€|| converges to some constant ¢ > 0

which further implies x\'}, — %y |

C. Analysis of FAST-PCA

In this subsection, we provide a detailed analysis proving
that the FAST-PCA algorithm converges at a linear rate to the
true eigenvectors qi,k = 1,..., K, of the global covariance

matrix C. Specifically, let X" = [ 5?7 . ,xz(.t;(} € RIxK
be the estimate of the K eigenvectors at nodé: 7, then we
show that square of the sine of the angle between xgt,i,w =
..M, and q;, for k=1,..., K converges to 0 at the rate
of O(p") for some p € (0,1).
We know from Theorem 2 in the previous section that for
estimation of the k*" eigenvector, any general iterate of the
form

T,

D _ @) (t) , x® T (14 (t)

Xgh = T XgpTaQ (ng,ki ) 112 Xy k Z 9p9p CX )
||Xg7kH p=1

(19)

converges at a linear rate to a scalar multiple of the eigenvector
qy of C if the top K eigenvalues of C are distinct, i.e., A\; >
Ay > - >)\K>/\K+12~~2)\d20aswellasifa<)\i

and qj, x(o) # 0. Specifically, x!(;_)k converges to either cyqg

or —cqu ‘at a linear rate in this case. Mathematically,

t+1 . t .
I =kl < el — il for
1 A
0<5k:1—’_+a705: <1 and xj =crqr Or — ckQk.
(20)
Now, if W = [w;;] is the weight matrix underlying the graph

representing the network, then the iterates of FAST-PCA for
the estimation of the k' eigenvector are given as follows:

1 i
X(t+1) § (t) + Z w] +O[S() (21)
JEN;
ny_ 1@ w; t+1 t
sir = osin o s x5 —hi(x)),
JEN;

(22)
where xgt,)c is the estimate of the k' eigenvector, hz(xz(tll)
is the pseudo-gradient given as h;(x (t)) = Cixgtz, —

(MY T o, %) < (x(O\ T 7
b) i H)“”C\I; ”“Xz(-t,)c — Z’; }7( ») X(tl)c and sgt,z is the

, i 112
estimate of the average pseudo-gz}adients. Let us define the



) (@O

following stacked versions of the quantities x; ;,s; ;. and
h;(x (t)) fori=1,...,M as
< wi)
X’(Ct) _ | X2k ’ h(xl(ct)) _ hy (x5 ) s](:) _ | B2k
) R e
Let 5(5:) and si) denote the average of {xft M, and

{sZ k}7 1> Tespectively. Taking the average of (21) and (22)

over all nodes i =1,..., M, we get
M
s ox =5t =50 4 s (23)

i=1
| M

t+1 —(t+1

Sl =
i=1

1 1
=5 +e0q) —ex”) =),

(24)

where g(x ()) = ﬁZf\; hi(xgt,)c) € R<. Additionally,
we also define the following stacked versions (denoted by
subscript ‘s’) such that all these are in RM¢9:

7t —(t t
~ X, _ S;. g(x;")
=[] =] sed=

x| sy g(x)

Using these definitions, (21) and (22) can be re-written as

1
x = S+ W) @ L)xi +as), (25)
1
s = (L + W) @ La)si” +h(x™) —h(x)).
(26)
Also,

,(t;—l) 7(:L+g (X£t+1)) g( (t)) _gs( (t+1)) 27)
x0T =20 +asl) =%\ + og.(x) (28)
M T (t)

MO ( o @ETCE o
B = 57 2, (O - H@w o
e atiere,
T (D e k
1 IIXZ-,,DH2
_(t —(t
= (oxf) - (=) Cx oy
MATTE BRI
M k=1 _(t) /. (\T
Xi ( i ) Ci,
227 e x,(f)). (29)
1= X i,pll

Now, we first show that XE? converges to a multiple of q; at

a linear rate and then proceed with the proof for k =2,..., K
through induction.

Case I for Induction — & = 1: The iterates of FAST-PCA
for estimation of the dominant eigenvector are

t+1 t Wy
( ) 2 E%_"_ Z ZJ +()4S() (30)
JjEN;
t+1 t Wij (t t+1 t
S = 2 S S F ) — (<!,
JEN;
(€1}
xN T, x )
where Ty (x('}) = Cx|!] — Sl mix(l).
X1 ’
Lemma 1. The function h; : R? — R? with h;(v) = C;v —

(V)Tcl

IIVHZIV v is Lipschitz continuous with Lipschitz constant Ly =
6.

The proof of this lemma is deferred to Appendix C. For Lip-
schitz continuous functions h(x;) and g(x;) defined above,
the following lemma holds true, the proof of which is deferred
to Appendix D.

Lemma 2. The followmg inequalities hold for L1 = 6\q:

t 1 t tfl
D [h(x é 11 m<gwag @ﬂ
2) |g(x < Lojx{ - Iz
t t t —(t
mng<h g<wm MwPféh

These inequalities aid the proof of our main theorem
presented next that shows the convergence of the iterate x( )
at node ¢ to x] = £c;q;, where ¢; is a constant.

Proof of Theorem 1 for k = 1:

For proving the convergence of xf i to x] = *c1q1, Vi =
1,..., M, we prove that the distance of average i(t) from x7,
the consensus error as well as the distance of slti from the
average pseudo-gradient g(x (t )) decay to zero at a linear rate.
From (26), we have

s~ g, ) = STy + W) @ Tjs{ ™) — g ()4
h(xi”) = b ) — (g (x)”) - 2 ().

From the definitions of sg ), % ) and g,(x; (¢ 1)), it is

obvious that (7,117 ® 1) S - ‘S;l =

gs(th 1)) Thus,

I8 — g ()]

= H%((IM +W)® Id)sgtfl) —ga(x gt 1)) + h(x(t)) B
— (g:(x1") — g (x|

= H*((IJV[-i-W)@Id) (e=1) (A14

—g¢$15+mﬁb—hwf”><&@9> g0 )l

= H(§((IM +W)R1,) - %11T 1) — g (x4

h(x{") —h(x{"") — (g,(x{") — g, (x{""))|
< (M + W)~ 2117 o L)L — g ()]
Ih(x{") — h(x{"Y) — (g,(x{") — g, (x"")).

(32)

h(x{")

11T®Id) (t— 1)+gs( (t— 1))



Next, we simplify the second term of the above inequality (32)
as follows:

Ih(x <”> h(x{™") — (g (x{") — gs(x{""))?
=||h(x{") — h(x{"")|2 + [lgs(x{”) — go(x{)|?
—2(h(x{") —h(x{"), g, (x{") — g, (x{""))
=|n(x “))—h( P+ g (x?) — g (x{ )2
—22 (x) = hi(x{7), g(x) - g(x))
=||h<x )— h(x{")|12 + Mlg(x{") - g(x{))
M{g(x{") —g(x{"),gx{") —g(x{"))
f||h< )> n(x{" )2 — Mlg(x{") — g
<[Ih(x{") — h(x{")|2.
Thus,
h(x{") = h(xiY) = (g, (x1") — g (x|
< Ih(x{") —h) < L x” - <V 33)

From (32) and (33), we have the following
I — g (i)
< (G0 + W) — 21T @ T (sl — g ()
+ Lafx” =<7V

1+8 @1 t—1 t
< - lsi ™Y = g T+ Ll —
where [ is absolute value of the second largest eigenvalue of
the weight matrix W, i.e., 8 = max{|A2(W)], [Ap (W)]}. As
pointed out before, network connectivity ensures that 5 < 1.

Next, from (25) and (28), we have
5,

xV), 34

1 _
= (T + W) @ T

a(si ™Y — g, (x{71))

=+

1 1 _ _
= (G + W) - =11 @ T (e - <Y
+afsi ™ — g (),
Thus,
1+8 —1) _(t-1 1 -1
i =3 < =5 e T = s T s ()L
(35)
Next, we bound ||x!" — x%||. We know from (23)
)_((lt) _ )_(gtfl)_’_ _(t71) . _(t71)+ag(xgt71))
= % ”+ag<< D) +algx ™) —gx)
_ gD cxY (= )Tex o
- gy ERE
1

- _(t—1
+a(gx) ") —g(x{ ).
Using (19) and (20), we know that an iterate of the form

(& Tex e,

x{" =g 4 a(cxlY - x|
e

converges linearly as

t t—1
x5 — xg] < allx Y = %3],
where x} = +c1qp and &; = }IgiZ Thus,

1 1 C(4—1
1= — x| < af|={"" >—x1|\+aug( (-D) _ gz

< & flx{Y x1|\+arll x{Y =Y.
(36)

Now we will bound ||x§t) - 71)||. We know from (29)

C=rexy” )
ESIEE.

(x1) Cx;

_ 1 * _ *
= 37 (Cx] — Rk x;) = 0, where x} ; =

T
T1" . Hence,

1 1 *
lgs (x| = VMg = VM |gE{TY) - g(xy)|
< LivVM ||xf Vx|,
Using the above inequality and Lemma 2, we get
Is V) = st — o (i) + g (i) — g (xUTY)
+e. & 6
1 1 1 1
< [Is7Y — g (x| + flgs (x4 )) g (x|
+ [lgs (xUT 1>|| 38)
—1 —1 1 1
< stV — g (x| + Ly fx Y = =TV
+ LV =Y —xlu. (39)
Thus,
—1 1 1 1 1
R e o T L e e
1 _
= 1 (Tar + W) @ La) = Tara) oy = x(7)
+asi Y|
< 2f|x{" ™ — {7 ”H+ st )
<afs{™" - gs<xl N+ 2+ aLy)xi™"

x|+ aLi VM| —xi|| using (39),

where the second last inequality is because ||5((In; + W) ®
Iy) — Ingall < |13 (Xar + W) + [ Tazal| = 2. Using the above
inequality in (34), we get

1+ 1) -1
I8 — gl < (7= + aLy) iV — g V)]
+Li(2+ Ly - =)
+al2VM|RY - X)), (40)



Writing a system of equations from (35), (36) and (40), we Using the definitions of x,(f), s,(:), gs(x,(c)), h(xg)) and

have the following: same algebraic manipulations as in proof for the case of k = 1,
» we get
Ist” g [(42 +aly) Li@2+aly) al?
N ¢ t 1+8, (-1 t—1
I~ =il fs| e L 0 | lsi? — gl < 55l T — g )
— 0 OlLl 51 _
VM| - x| . o + L= =<0 @3)
I=: t—1 gs(th 1 s and
x| Y ==Y @D
_(t—1 . 1 _
VMY - x| R R N R 1 ]
where < implies element-wise inequalities. Let us define _(8) . (44)
(1+/3 val) Li(2+al) al? Now, we bound ||x;,” — x}||. We know
P(a) = a 4B 0 | . Since P(«) g()_((tb
0 o 0 ) M k-1 ONT
has non-negative entries and P?(«) has all positive entries, _ 1 (Ci( n ( ) ;Ct) B (f) ZZ Zp) Cox®
each entry of P*(a) will be O(p(P(a))?), where p(P(a)) is M k 1% T e®z I2 . Hg Tk
the spectral radius of P(«). If we choose « such that p(P(«)) o " ) ZMI Z )
is < 1, then that implies ||sgt) (t) ’(t) 1l and 1 o &HTex T = (1)
() =7 \Cx - 0] Z Z apd, Cix),
|Ix;’ — x7|| converge at a linear rate. To find the requlred M 1%, |12 =11
condition on o, we show in Lemma 7 provided in Appendix E M k-1 (t) (f))
that if o < 2.22(120)2 the spectral radius of P(a) is ZZ Zip\Fip) (t) qqu{) cx?
strictly less than 1. This implies that if a < %(19;?)2, i=1 p—1 ||2
_(t * t _(t) t
then ||x:(L) -3, ||x£i ( || and ||ts gg )|| converge at L(Ci(t) - ( )TCX t) kz:l TCx(t))
a linear rate to 0. In other words, XE% converges linearly to M k Hx(t)”z « D9y
= +c1q1, where ¢, is some constant. | I (t) (t) p=
Case II for Induction - 2 < k < K: ( ) T (t)
SO - 4y, | Oy
We proceed with the proof of convergence for the rest of the == ||2 PHp
eigenvectors through induction. Assume that xﬁf; converges to L) ®)
+c,qp for p=1,...,k—1 linearly, i.e., there exist constants ~ — 8 (Xsk) N f(xs,k)’
b; > 0 and v; < 1 such that CONT e (8)
et _ ~(t) xi) Cx;” (1)
(t) -~ where g (X,;) = H(Cx - k\liﬁﬁ ”2k X, -
k—1 t) _(t
I (e aq)iza o Dedes) | we ) -
e’ _(t
i Tpni (PR~ aq))Cix. From (23,
“»P
In Case I, we proved x( ) converges to +c;q; linearly. By we have
induction, we assume x(tg converges to +cpq, for p = g\ = x4 agl — g7 4 g (x D)
1,...,(k — 1) at a linear rate, which leads to the inequality. (-1 _(t—1) (t—1) _(t—1)
We use (42) to prove xgtk converges to *ciqg. =%k + ag(xak )+ alglx, ) - g(xs,k )
7 e, ey &CTeRTY )
Lemma 3. The function h; ; : RY — R? with h; ;(v) = C;v— =%, +4(Cx G Xy -
() (G (O T %!
(v|)\:ﬁ:2 v — — Zk ! WCZ—V is Lipschitz continuous k1
with constant Ly, = M (k+5). S aaf Oxf ) — af (x(5V) + alg(x{ V) — a(=x(5 "

p=1
The proof of this lemma is deferred to Appendix F. Using

this lemma and the definition of g(x;), the following lemma  Using (19) and (20), we know that an iterate of the form

holds true, the proof of which is the same as that of Lemma 2. (i(tfl))TCi(tfl)
(t=1) 4 oz(C)‘c,(:*l) _ g k. L(=1)

Lemma 4. The following inequalities hold with L, = A1 (k+ Xp =X ||5<§:_1) |2 X

5) : 1
D [h(x) ~ b ™)l < Leflx? — - > a4y CxY)
2) [lg(x) ’) g Dl < rnx(“ —x;. 7l p=1
3) Hg( Xk ) g(x(t) e < A ||X(t) - ngH? converges linearly for o < )\% and q{)’c](co) #0 as

t t—1
Proof of Theorem 1 for k > 1: HX( ) —xill < 5kHX( )~ x|,



1+adlgi1

where xj = Fcrqy and §y, = TTan, Thus, using (19) and Let us define Pi(a) =
(20), we know / (22 +aLy) Le(2+aly) ol

(¢ ” _(t—1 t—1 t—1 148 0 Since P«

% = il < el = xil + allgl ) - g& : He)
aly Pk

af £z, ”)II (45)

has non-negative entries and P?(a) has all positive

< %D x|+ I (t— 1) 7(t 1)”+ entries, each entry of Pi(a) will be O(p(Py(a))!),
= OkliXy Xk O‘\ﬁ where p(Pg(a)) is the spectral radius of Py(a). From
(t 1) Lemma 7 in Appendix E, we know if we choose
oflf(x . 46 A — ) ol
o I (( ) - @) a < m(gl\?){ then p(Pr(a)) < 1. Also, we
Now, e ill  bound t D1 Since ¢ x) ()T _(t
W, W W P(t) T ,H(ik il ; know f(x ()) = MZz 12 (TQ qPQg)Cixé)'
(®) L) . )Cx7 (t) ) [ I
g (%)) = 37 (Cx} T RPRE R -yl quqlCx), Thus, ‘
_ 1 _ crai Cera _ M k=1 _(t=1),_(t—1)\T
ve e € (c) (e = SR T ) - L oS R B T o e
2 1(1p(1p Cckq ) = 0. Hence, s,k M~ = k! (t 1)”2 PP STk
i=1 p=
t—1
g &) = Vg =) A N 1>< (fp Dy -
VMg %Y — g (x| SMZ” ( MG — ) [1Cilll %5 -
s i=1 p=1
< Lpv x( 71) . xu 1) (5 (=T
VM| x| From (42), we know sz_l(ii’p ((t)"‘; ) *qpqg;)H < bt
Using the above inequality and Lemma 4, we get (t-1) llz
(t—1) (t—1) (t—1) (t—1) (t ) Let b = (max; b;)\1[|%;, || > 0 and v = max; v; < 1. Thus
sl = ”s —8s( ) el ) - ss(Xap ) the system of equations becomes
=Dy g —(
. +g(j(1) ) = EoBoae &l - 15" ~ &) 15" O
< s — g+ s ) — g & | R ~ x| < p(Pr(a))f Hx() |
—(t *
+ gl )+ I (= “)H V% - x| VM%) - x|
< i) — el + Ll =5 o | -
v
+ LieV/ M| = x|+ VA (= 1>|| (47) /M
Thus, .. . . A=Aet1 (1—812
Hx(t) X(t_l)” (W & Ix! (t SENTE I 1)H This implies that if o < W( =)?, then ||x
k k Sk ||x(t) ’(t)H and Hs(t) k)H converge at a linear rate to 0.
— (W®I (t=1) _ (t-1) (t-1) (t) .
=[[(Wel- )( Xk — X5k )+asy |l In other words, x; ;. converges linearly to xj, = %cyqy, where
< 2||x (t=1) _ (= 1)” +als gfl)H ci; is some constant. |
(t—1) In summary, FAST-PCA converge exactly to the true
< alls,, _gS(Xk )H + (2 + aly)x eigenvectors whilst completely doing away with the need
48)  of explicit consensus loop. Table II provides a comparison
sz(f_l) *(t 1)H + alivVM ||X(t D _xz||  of the communication and iteration complexities of various
t_ ) distributed PCA and PSA algorithms in terms of error ¢ and
+ av Hf( )|| using (47). (49)

Using the above inequality in (43), we get

1+5

t t t—1 t—1
st — & (eIl < (5= + aLi)lst ™ — ga(xf )]

+ L2+ aLp)|xy Y — = V) +
aLVMI|x{ ™Y — x| + aLy VM| £ D))). (50)

Writing a system of equations from (50), (44) and (46), we
have the following:

Ist) — g [ +aLy) Le(@+oLy) al?

I ==l (< e 50
VAT - x| 0 b %
-1 1
I el D oy [2
Y x| IR0
S(t—1
VMg - x| avM
G

eigengap gap. Since our proposed algorithm has a reduced
dependence of the total iteration complexity on gap, our
solutions are significantly faster than other algorithms as also
shown through numerical experiments in the next section. It
is worth noting here that the total iteration complexity of
DeEPCA and FAST-PCA become comparable in the case of
small gap since log(l + x) &~ x for small x. Nonetheless,
the total communication cost—a major performance metric for
any distributed algorithm—of FAST-PCA in this case would
still be less than that of DeEPCA by a factor of log W%p, which
would be a significant factor for small gap. The computational
complexity per iteration per node of the proposed method
is O(K?2d). Additionally, in the statement of Theorem 1, it
requires that the average of the initial x,g ) be not orthogonal
to qx. Such condition is easy to meet in practical applications,
since any small disturbance can make the initialization meet
this condition. Thus, random initialization at each node will
work for all practical purposes.



TABLE II: Comparison of Communication and Iteration Costs of FAST-PCA With Related Methods

[ [ Comm./Iteration [ No. of Iterations [ Total Comm. [ PCA/PSA |
DistSeqPM [38]-[40] C?(K ]'_1bgl) C>(K _1bgl) C)<K2444L4:Tbg21> PCA
log gap, € log gap, € log? gap €
S-DOT [ ] O 1 1 og — > O — log ) O ﬁ log2 l) PSA
og gap, log gap,- log? gap, €
1 1 1
DeEPCA [54] 0 (log ;) o (W log ) 0 (54 1og 2 log 1) PSA
1
log(1+agap) log €
DSA [49] 1 up to € = O () O(mlog %) PCA
- 1 1 1 1
FAST-PCA (This Work) 2 O(Egﬁiaamjbgz) o(ﬂgﬁiaaﬁjbgz) PCA

Furthermore, the convergence results can be extended to the
case of repeated eigenvalues through some straightforward but
tedious calculations. In that case the iterates can be proved
to converge to a vector in the subspace spanned by the
eigenvectors corresponding to the (repeated) eigenvalue. Due
to space constraints, we leave that extension for future work.

V. EXPERIMENTAL RESULTS

In this section, we demonstrate the efficacy of our pro-
posed FAST-PCA algorithm through experiments on syn-
thetic as well as real-world data. We compare the perfor-
mance of our algorithm with existing algorithms of (cen-
tralized) orthogonal iteration (OI), (centralized) sequential
power method (SeqPM), distributed sequential power method
(SeqDistPM), distributed orthogonal iteration algorithms (S-
DOT, SA-DOT) [42], an orthogonal iteration+gradient tracking
based method DeEPCA [54] and our previously proposed dis-
tributed Sanger’s algorithm (DSA) [49]. In the case of OI and
SeqPM, we assume that all the samples are available at a single
location and, for the estimation of K dominant eigenvectors
of C, SeqPM performs power method K times sequentially
starting from the most dominant eigenvector. SeqDistPM is
the distributed version of SeqPM, which uses an explicit
consensus loop with a fixed number 7, of consensus iterations
per iteration of the power iteration [38], [39], whereas S-
DOT and SA-DOT are distributed versions of OI using fixed
and increasing number of consensus iterations per orthogonal
iteration. The DSA is a distributed generalized Hebbian al-
gorithm that converges linearly to a neighborhood of the true
eigenvectors of the global covariance matrix. Assuming that
the cost of communicating R%* X matrices across the network
in one (outer loop) iteration is one unit, the x-axes of all the
plots indicate the total communication cost, i.e., total inner
and outer loop communications. In the algorithms with one
time scale, this is the same as the number of total outer loop
iterations (since inner iterations = 0). The y-axes of the plots
express the average angle between the estimated eigenvectors
xft,z and the true eigenvectors +qj across all the M nodes in
the network given by

A. Synthetic Data

We study the effects of factors like eigengap and dis-
tinct/repeated eigenvalues on the performance of our algorithm

(53)

in comparison to various other existing PCA and distributed
PCA algorithms. To that end, we generate Erdos—Renyi graphs
(p = 0.5) and cyclic graphs to simulate the distributed setup
with M = 20 nodes. We also generate synthetic data with
different (ratio) eigengaps of gap, = Af—;l € {0.8,0.97}. The
data is generated such that each node has 5000 i.i.d samples,
ie., N; = 5000 with d = 20 drawn from a multivariate
Gaussian distribution with zero mean and fixed covariance
matrix ¥. The number of eigenvectors to be estimated is set
to K = 5. For SeqPM, SeqDistPM and S-DOT, the number
of consensus iterations per outer loop iteration is 7, = 50 and
the number of maximum consensus iterations in the case of
SA-DOT is set to 50 as well. For the Erdos—Renyi topology,
we use a step size of o = 0.7 for our algorithm and for cyclic
graph, we use o = 0.1. These values correspond to the best
performing step sizes chosen after trial-and-error. The results
reported are an average of 10 Monte-Carlo simulations each
for a different random initialization.

Figure 1 compares the performance of our proposed FAST-
PCA algorithm with centralized OI, SeqPM, SeqDistPM, S-
DOT, SA-DOT, DeEPCA and DSA when the subspace eigen-
values A1, ..., Ag are distinct, i.e., Ay > Ao > ... > Ag. Itis
clear that our algorithm significantly outperforms SeqPM and
SeqDistPM since estimating one eigenvector at a time slows
down the convergence of these methods. Also, the requirement
of an explicit consensus loop implies the communication cost
of these methods is high as indicated by the plots. Even
though S-DOT and SA-DOT estimate the whole subspace (but
not necessarily the eigenvectors) simultaneously, an explicit
consensus loop makes those relatively slow as well. As ex-
pected, since DSA converges only to a neighborhood of the
true solutions, our new proposed algorithm outperforms it.
The performance of FAST-PCA is better than of DeEPCA
in case of Erdos—Renyi graph, but deprecates for a cycle
graph. It is desired from any distributed algorithm to perform
similar to their centralized counterparts and it is clear from the
figures that our algorithm FAST-PCA performs very similar to
centralized OL

Figure 2 shows a similar performance comparison when the
subspace eigenvalues are very close to each other, i.e. A\; =~
A2 = ... = Ag. The Gaussian distribution generated in this
case has covariance matrix 3 with equal subspace eigenvalues
but due to the finite number of samples, the eigenvalues of C
are not exactly equal albeit almost equal. It is evident that the
performance of every algorithm significantly deprecates in this
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Fig. 1: Performance comparison of FAST-PCA with various
algorithms for two different eigengaps and two graph topolo-
gies. Here, the top K + 1 eigenvalues of C are distinct.

TABLE III: Effect of Network Size on the Runtime

M 10 20 50
Runtime (in secs) | 0.98 | 1.75 4

scenario. Nonetheless, in this case FAST-PCA outperforms all
other algorithms including DeEPCA, while still being close to
centralized OI in terms of performance.

As already discussed, one of the key attributes of our
proposed FAST-PCA algorithm is that it is a one time-scale
algorithm. As evident from Table II, all algorithms including
FAST-PCA require more iterations when subspace eigenvalues
are close to each other. The main advantage of FAST-PCA over
other competing algorithms including DeEPCA is reduced
dependence on eigengap. This is further illustrated through
Figure 3a which shows the effect of change in eigengap
on the iteration complexity of FAST-PCA and DeEPCA.
Reducing the eigengap by half increases the convergence time
of both algorithms but the increase in DeEPCA is nearly
3 times, whereas the increase in FAST-PCA is less than 2.
Here, d = 200, K = 5. Figure 3b shows the effect of
graph connectivity on the performance of FAST-PCA. As
expected, smaller /3 i.e., stronger graph connectivity leads to
faster convergence. Furthermore, the performance for a fully
connected graph is same as that of the centralized solution.
Here, we used d = 20, K =1, gap = 0.2.

Another network parameter that we study is the network
size, i.e., number of nodes in the network M. For an Erdos—
Renyi graph, if we keep the connectivity factor p constant,
say p = 0.5, then as M increases the number of connections
in the network increases, thereby reducing /3, which in turn
decreases the iteration complexity. But more connections im-
ply more communications and bigger network size imply more
computations per round, which increases the overall runtime
of the algorithm. Table IIT shows the effect of network size
on the runtime of the proposed FAST-PCA algorithm.
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Fig. 2: Performance comparison of FAST-PCA with various

algorithms for two different eigengaps and two graph topolo-
gies in the case of first K (almost) equal eigenvalues.
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Fig. 3: Effect of various parameters on the performance of
FAST-PCA.

B. Real-World Data

We also provide some results for the real-world datasets of
MNIST [57] and CIFAR10 [58]. We simulate the distributed
setup with an Erdos—Renyi graph with p = 0.5 and M = 20
nodes. Both these datasets have N = 60,000 samples dis-
tributed equally among the nodes, making N; = 3000. The
data dimensions are d = 784 for MNIST and d = 1024
for CIFAR10. Figure 4a shows the comparison of the various
PCA algorithms for MNIST dataset when K = 10 dominant
eigenvectors are estimated. The step size used for FAST-PCA
and DSA in this case is o = 0.1. Similar results for CIFAR10
are shown in Figure 4b when K =5 and o = 0.8 is used.

VI. CONCLUSION

In this paper, we proposed and analyzed a novel algorithm
for distributed Principal Component Analysis (PCA) that truly
serves the complete purpose of dimension reduction and uncor-
related feature learning in the scenario where data samples are
distributed across a network. We provided detailed theoretical
analysis to prove that our proposed algorithm converges lin-
early, exactly and globally, i.e., starting from any random unit
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Fig. 4: Performance comparison of FAST-PCA with various
algorithms for MNIST and CIFARIO.

vectors, to the eigenvectors of the global covariance matrix.
We also provided experimental results that further validate
our claims and demonstrate the communication efficiency and
overall effectiveness of our solution. In the future, we aim to
solve the problem of distributed PCA for estimation of multi-
ple eigenvectors in the case of streaming data. Other possible
directions are considering asynchronicity in the network and
the case of directed and time-varying graphs.

APPENDIX A
STATEMENT AND PROOF OF LEMMA 5

Lemma 5. Suppose z 7é 0 and o < x-. Then the following

is true for 7y = (1+a)\k) < 1 and some constant a; > 0:

k—1

1
> ()’

=1

<aytt (54)

~

Proof. For l =1,...,k—1 we know from (17) that z(tH)

a”(1- a( )TCx(t)) (2 Since (%, t) )TCx(t <X <<
we have 1+ a()\k - (%, (t) )TCx(t) ) > a)\k > 0.
Thus, we have for [ = 1 k-1,

- 2
( 5:?”) ( 1-ax)7cxl), ) ( 2
2y 1+ a(h — (x)TCxl) ,2
2

1— Oz)\k
14 o )\k_(

(t)

<(1- )Z(Z‘“”)
- 1+Oé)\k Z’E:tgc
- () )
1+Oé)\k ](;36
Zkl 2 1 2
(Y oL Y
20 1+ akg
Therefore, for I = 1,...,k — 1, (zl(:?'l))Q <
RO
v,i“(zz;di (22, Since [|X)2 = 1 and %2 = 1,

hence (2;5')? < 1 and z,(Col) < 1. Also, because of the

assumption z,ioll # 0, let us assume (z,(co,i)2 > 1. Thus, we

can write

k—1 k—1
t+1 t+1 t+1
Z(Zk-,; o< ot —=ay, (55)
=1 =1
|
APPENDIX B

STATEMENT AND PROOF OF LEMMA 6

Lemma 6. Suppose zk A ;é Oand a < -

1+O£>\k+1
1+aX,

. Then the following

is true for pj, = ( ) < 1 and some constant as > 0:

d
> (=) < azpf!

l=k+1

(56)

Proof. For | = k,...,d we know from (17) that z(tH) =

ai! (1 +aln - (%, ) ) Cx, “ ))Z/(ctg Since (th) )TC (t <
M < &, we have 1 a( — (0)TCRE]) > ax 2 0,41 =
k,....d.

Thus, we have for [ =k +1,---d,

A\ (a0 GTox) AT

el 1+a(h - &)rex!) ) \ =0
2 (t) 2

_(1- a(Ar — X)) 21

1+ o — @)rexl) ) =0

t
(1- PNy

14+ alg z;fz@

(1+a>\z> (%3)2

1+ Oz)\k+1) (zl(:% )2
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1+ Ol)\k Zl(fi
(zi3)2 _(Lredeayt
(t) Pk = 1+ o .
Therefore, for | = k + 1,....d, ( Zlit;rl))Q <
(0)
Hl( (0)) (z,(le)) Since ||x (¢+1) ||2 1 and ||xk )H2

hence (z,tjkl) <1 and z,(”) < 1. Also, since zli,)c # 0, let us
assume (z ,(6,1)2 > 7. Thus, we can write

d d
1 1 1
SN < bt S =agpl™. (57
l=k+1 I=k+1
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APPENDIX C

PROOF OF LEMMA 1

For a continuous and differentiable function f : RY — R?,
we know [|f(x) — £(y)]| < [IV£()|llx - yll. Thus, the Lips-



chitz constant can be given by the upper bound of |V f(z)].
For the following function,

2. Here, we prove the Lipschitz continuity of the function

g(x{").

M
T ¢ -1 1 ¢ -1
hi(v) = Civ — “’H’Vv lgx”) — g "3 = 3l Do i) — )P
v i=1
Ly ® (D)
t—1 2
taking derivative on both sides gives < WM Zl hi(x;1) —hi(x;; )|
R
0 o /((WMTCivy\ 7+ (WTCiv <= ”XE _ x(t 1) ”2
) = g (TR )Y R i & s
_c, 2||v|2C;v — 2(v)TCivva B (V)TCiVI _ ﬁ”X(t) _ xgtq)Hg
[[v]* IvI?
_c 2C; vl 2(v)TCyvvvT B (V)TCiVI le(x (t)) g(X(lt 1))H2 < \/7H (t) gt_1)||2~
IR [[v* il
i 2C;vvT 2(v)TCvvvT 3. Using the Lipschitz continuous property of g(x (¢ )) we get
[pw (W<HCH+HH” I+l L |
t t _(t
ey Ied”) Bl < Zf” -2
[[v]? .
2
i, A%
<n 228 oo,
(V)" Civ] APPENDIX E
e where,  Ai1 = [|Gif STATEMENT AND PROOF OF LEMMA 7
< Ait 4 2Xi1 + 201 + Aig = 61 Lemma 7. For a matrix Py(a) such that
(M8 4 aLy) Li2+aLy) oL?
Thus, P(a) = a 18 0
0 OéLk 5k
Ihi(v1) = hi(v2)| < 6Ail[ve = vall < 6Aslva - V2”758 where Ly, = (k+5)A\1 and 6, = 1?32&? the spectral radius
(58) p(Pr()) is strictly less than 1 if a < %(glﬁf

where the last inequality uses the fact that C; < C, hence
)\i,l < /\1. |

APPENDIX D
PROOF OF LEMMA 2

This lemma uses Lemma 1 to prove three inequalities that
aid in the proof of Theorem 1.

Proof. 1. First, we

J)rove the Lipschitz continuity of the
stacked function h(x

).

1

1 1
h(x{”) — h(x{"" >||2—Z||h by (x|
<2 Z It — %2
=1
—1
= L3x” =P
-1 —1
In(x{”) — B < Ly x{ = {7V

Proof. Since Pj(«) is a non-negative matrix, by Perron-
Frobenius theorem its characteristic polynomial has a simple
positive real root r such that p(Pg(«)) = 7. We know

O Ladisi = 1 and L, = (k + 5)A1. Now, the
1+al,
characteristic polynomial p(y) of P(«) is given as
p(y) = 1= P(a)]
v - (# +aly) —Lgp(aLy+2) —alLf
- BT
0 —aly, Y=
1+ 148
= (- 35— el - ) -+
a—Li(aLy +2)(y — 0x) — &®L3)
1+5 1+5
= ((v= 5= —aly)ly - —-)-
aLi(aLy +2))(y — 0) — a’Lj
=po(N) (7 = &) — @’Lj,
where
1+ 1+
po(n) = (v~ 1oL —aLi)(y — 15L) —alLy(aLi+2)
1+8 1+
= ,YZ — (1 + 6+ aLk.) + Tﬂ(Tﬂ + Lk) — aLk(aLk + 2)

= (v =7)(v —2);



with 1, 72 being the roots of po(7y), given as

1+ B+ aly++/502L? + 8alL
M = e L9
If 0 < a < £, aly < 1 and it implies o’L} < aLj <
valLy. Thus,
1+ B+ aLy £ /5a?L? + 8aLy
T, = 2
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_ 14 8+ vVaLi + v/5aLly + 8aLy
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a(Ag—X\ o 1
1ol L8 a5yl ) GHegEEit) > . Then
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Since p(7) = po(7) (Y — &) — &’L > (v —70)*(v —
k) — L3, evidently it is a strictly increasing function on
[max{dx, Yo}, +0o0) and since this interval includes v*, p(7y)
has no real roots on (y*,+o00). Thus, the real root of the
characteristic polynomial is < v*. Hence p(Py(«a)) < v*. If
we choose « such that v* < 1, then p(Pr(«)) < 1 and the
convergence would be linear. For v* < 1, we need

1 1 A L
+5+45\/* (A +aX)le _

Ak — Ag+1
\/7 ]. + 0[>\k Lk < 1-— 5
M — e 9
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APPENDIX F
PROOF OF LEMMA 3

For a continuous function f : R — R9, we know || f(z) —
FW < IIVf(@)||llx — y||. Thus, the Lipschitz constant can
be given by the upper bound of ||V f(x)||. Taking derivative
on both sides of the function
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h,,(v)=C,v— ———v — C,v
t vl g Ix02
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