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Abstract

By combining two or more face images of look-alikes,

morphed face images are generated to fool Facial Recog-

nition Systems (FRS) into falsely accepting multiple peo-

ple, leading to failures in security systems. Despite sev-

eral attempts in the literature, finding pairs of bona fide

faces to generate the morphed images is still a challeng-

ing problem. In this paper, we morph identical twin pairs

to generate extremely difficult morphs for FRS. We first

explore three methods of morphed face generation, GAN-

based, landmark-based, and a wavelet-based morphing ap-

proach. We leverage these methods to generate morphs

from the identical twin pairs that retain high similarity to

both subjects while resulting in minimal artifacts in the vi-

sual domain. To further improve the difficulty of recognizing

morphed face images, we perform an ablation study to ap-

ply adversarial perturbation to the morphs such that they

cannot be detected by trained morph classifiers. The eval-

uation of the generated identical twin morphed dataset is

performed in terms of vulnerability analysis and presenta-

tion attack error rates.

1. Introduction

Facial recognition systems (FRS) are the most widely ac-

cepted method of biometrics at border security. The Interna-

tional Civil Aviation Commission (ICAO)’s [13] electronic

Machine-Readable Travel Document (eMRTD) rely on fa-

cial recognition due to the ease of enrollment and cultural

acceptance [3, 13]. Face data can also be verified by a hu-

man as needed, making it particularly attractive at border

crossings where access to advanced verification technology

may be limited. Indeed, even when FRS are considered, an

image can be verified by a human as a last resort [4]. The

four stages of a biometric system are enrollment, template

creation, identification, and verification [13]. While FRS

are a security necessity, they are vulnerable to attacks in

the enrollment stage. If an enrolled passport photo resem-

bles multiple people, the passport can be shared between

the look-alikes.

Figure 1: Probability density of the normalized FaceNet

L2 distances between the embeddings of bona fide sub-

ject pairings for the Twin, FRGC, and FERET datasets. At

the distances of 0.17-0.21, the bona fide pairings are com-

pared with their respective morphs. The sub-graph shows

the probability density of the normalized FaceNet L2 dis-

tances between the bona fide subjects and their respective

morph.

Identical twins, also known as monozygotic twins, pose

a severe problem to FRS since they represent the extreme

scenario between individuals who naturally look alike [21].

Finding look-alikes is a necessary step when creating high-

quality morphs in order to reduce artifacts and improve ver-

ification properties [5]. Paone et al. [21] studied a twins

dataset made up of 126 twin pairs. They found that the

Equal Error Rate (EER) for a twins dataset is significantly

high as five of the seven algorithms tested had an EER at or

above 50% for identical twins. Therefore, identical twins

are a challenging paradigm for an FRS because of twins’

inter-class similarity which can lead to high false accep-

tance rates in the verification stage [4, 21].

Morphed images are created by combining face images

from two or more individuals, creating a new ambiguous

face which possesses similarities between the bona fide

identities. As morphing technology becomes more acces-

sible, anyone can create high-quality morphed images with

20
22

 IE
EE

 In
te

rn
at

io
na

l J
oi

nt
 C

on
fe

re
nc

e 
on

 B
io

m
et

ric
s (

IJC
B)

 |
 9

78
-1

-6
65

4-
63

94
-2

/2
2/

$3
1.

00
 ©

20
22

 IE
EE

 |
 D

OI
: 1

0.
11

09
/IJ

CB
54

20
6.

20
22

.1
00

07
97

3

Authorized licensed use limited to: West Virginia University. Downloaded on March 12,2023 at 21:32:18 UTC from IEEE Xplore.  Restrictions apply. 



Figure 2: Wavelet-based morphing pipeline. The input subjects are warped, and then three-level wavelet decomposed into

their respective 64 uniform sub-bands. Coefficient-wise, the lowest-frequency basebands are averaged together, and the

remaining 63 sub-bands are maxed together. The resulting sub-bands are used to reconstruct the morphed image, cropped,

and placed on the convex hull of the input subject.

little to no technical background, highlighting the need for

more challenging morphed image datasets for training face

morph detectors. Identical twins represent the ideal pair-

ing condition for morphing and remove the ambiguity of

finding look-alike pairs. The effectiveness of morphing

twins is two-fold. First, Commercial Off-The-Shelf systems

(COTS), as well as human verifiers, are vulnerable to the

high-quality morphing attacks generated from similar face

images [23]. Second, twins naturally looking similar cre-

ates ambiguity between individuals, causing an increase of

false acceptance in detectors [4] and creating a very useful

dataset for training and testing morph detectors.

To create an extremely hard scenario for an FRS, we gen-

erate a new dataset of identical twin morphed images. Our

morphed faces are generated with three separate method-

ologies, landmark-based models [22, 18], Generative Ad-

versarial Network (GAN)-based models [15, 14], and our

wavelet-based morphing. Our Twin dataset provides ideal

look-alike pairs for morphing. Consequently, we observe

that the Twin dataset provides better morph generation ca-

pability compared to several other datasets across different

morphing methodologies [24, 14]. As shown in Figure 1,

for the same FaceNet [26] distance between the bona fide

pairings, the twin morph dataset looks significantly more

similar to its contributing bona fide identities than compara-

ble morph datasets. In addition, for the bona fide pairs with

similar distance, the twin dataset provides morphs harder to

detect.1

2. Related Work

2.1. Morphing Techniques

Ferrara et al. morphed their images manually using the

open-source image editor GIMP [9]. While the resulting

images showed little artifacts, the pipeline was impracti-

cal to be scaled up for generation of large datasets. Since

1This database is available upon request: https://biic.wvu.edu/data-

sets/identical-twin-face-morph-dataset

then, many open-source repositories have emerged, mak-

ing it simple to generate large-scale datasets. Facemor-

pher [22], WebMorph [7], and OpenCV [18] are typical

landmark-based algorithms that rely on a combination of

warping and splicing to generate morphed images. While

landmark-based morphing techniques are fast and effective,

they tend to lead to warping artifacts in the high-frequency

areas in the image, such as iris and outline of the face [29].

GAN-based morph generation creates morphs by com-

bining the latent space representation of two face images.

GANs have made strides in terms of quality and accessi-

bility [14]. One of the most common GANs for morph

generation in literature is StyleGAN2 [14, 15] because of

its high-quality results and minimal artifacts. The net-

works are trained to generate high-quality reconstructions

from a bottleneck stage. GAN-based morphing approaches

have issues retaining identity information, causing morphs

to be more heavily weighted toward one subject than an-

other [24, 29]. MIPGAN-II [29] attempts to fix this prob-

lem by creating a loss-function based on perceptual-loss and

identity priors in order to retain similarity to input subjects

while creating high-quality morphs. This methodology was

met with success, as the MIPGAN-II based morphs can fool

multiple FRS at a higher rate than StyleGAN-based morphs.

2.2. Twin Face Morphing

Differentiating twins is a hard problem for facial recog-

nition systems due to the high similarity between the two

subjects [19]. In fact, even humans have a difficult time dis-

cerning between twin pairs. Biswas et al. [1] experimented

with participants differentiating between twin pairs and im-

ages of the same person. They discovered that humans are

only able to classify twin pairs versus images of the same

individual at an average rate of 78.82%. There has been

limited research on the effects of twins and facial recogni-

tion systems due to the lack of publicly available datasets.

Paone et al. [21] studied a twins dataset made up of 126

twin pairs. They found that the Equal Error Rate (EER) for
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Table 1: MMPMR (%) at false match rate of 0.1%.

Dataset
Twin FRGC [24]

Facemorpher Wavelet StyleGAN2 Facemorpher OpenCV StyleGAN2 MIPGAN-II

FaceNet 97.70 98.11 93.01 5.7 5.9 0.7 92.15

ArcFace 99.20 99.41 94.54 11.2 10.8 0.4 94.21

Dataset
FERET [24] AMSL [20] LMA-DRD [6]

Facemorpher OpenCV StyleGAN2 Facemorpher StyleGAN2 Digital Print+Scan

FaceNet 40.3 40.6 1.3 81.16 61.28 64.12 60.76

ArcFace 34.8 35.2 2.5 84.85 39.17 80.07 77.17

a twins dataset is significantly high. Five of the seven al-

gorithms tested had an EER at or above 50% for identical

twins.

Pair selection is a vital step when morphing faces, and

can lead to drastic differences in quality of the morphed

images [5, 25]. If the morph is to be passed between two

individuals, the individuals must possess physical similar-

ities. Scherhag et al. [25] proposed to classify a dataset

into soft-biometrics such as hair color, skin color, age, and

gender prior to morphing. Damer et al. [5] explored differ-

ent methods of determining look-alikes and how they affect

the quality of the morphs. They find a strong correlation

between morphing similar looking individuals and higher

attack rates. Morphing twin pairs represents the ideal sce-

nario for morphing by removing the ambiguity of pairing

look-alikes and guaranteeing high similarity between bona

fide subjects.

3. Morphed Face Generation

In this section, we describe our morph generation algo-

rithms. The landmark-based morphs are generated using the

open source morphing library Facemorpher [22]. We uti-

lize StyleGAN2 [14] as our GAN-based morphing model.

Additionally, the wavelet-based landmark morphs are lever-

aged from undecimated wavelet decomposition for blend-

ing. For all three generated morph datasets, adversarial ex-

amples are generated to increase the difficulty of morph de-

tection.

3.1. Landmark­based Morphing

Pair selection is crucial for landmark morphing. It is im-

perative that both subjects have similar facial structures to

prevent extraneous morphing. Identical twins are ideal pairs

for landmark-based morphing since they naturally have a

similar face structure. With a high facial similarity, land-

mark points need to be warped a smaller distance resulting

in less shadowing and higher-quality morphs. Additionally,

twins have similar skin tones which leads to a more natu-

ral blending in the face morphing algorithms [24]. We uti-

lize Facemorpher to generate our landmark morphed images

Figure 3: FaceNet L2 distances between the bona fide

faces and their respective morphs for the Twins, FRGC,

and FERET datasets using (left) landmark and (right) Style-

GAN2 morphing methods.

[22]. We consider two identical twin identities for morph-

ing. Their respective face images u and v are to be aligned.

We utilize a landmark-based approach where 68-landmark

points are found on input images, creating the 68-element

long pixel-coordinates û and v̂. Delaunay Triangles are

utilized to create a mesh across the image, with the ver-

tices of the mesh at û and v̂. The û and v̂ are averaged

together to create the common landmarks coordinate, m̂.

Bilinear interpolation is performed on the warped images

to correct color values which results in the two face images

sharing common landmark coordinates m̂. Then, an affine

transform is used to map landmarked points from û and

v̂ to the m̂ synthesizing ûw and v̂w. After warping, ûw

and v̂w are alpha-blended together in the following man-

ner: αûw + (1 − α)v̂w to produce a blended image. We

use alpha value of 0.5. Because of the alpha-blending, the

background has heavy shadowing. Therefore, a convex hull

is spliced from the blended image and placed back onto the

face region of ûw to create the final morphed image, m.

Our algorithm is modified from Facemorpher at the stages

where the background is warped and where the convex hull

is spliced.

3.2. Wavelet Landmark Morphing

Our second method of landmark-based morphing lever-

ages the spatial-frequency decomposition to fuse the
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warped images. The twin pair images are aligned and

warped in the same manner as the previous method. How-

ever, after the warping stage, ûw and v̂w are decomposed

into 64 equal sub-bands using a three-level undecimated

wavelet decomposition. A vertical and a horizontal filter

are applied to the warped images. We number the bands

from 1, 2, . . . , 64, where the first sub-band represents the

baseband. As presented in Figure 2, the lowest frequency

sub-band (i.e. baseband) after three-level wavelet decompo-

sition of the ûw and v̂w are averaged together. This base-

band is selected because it represents most of the shared in-

formation from the original subjects. The remaining 63 sub-

bands are combined using the maximum-coefficient at ev-

ery location in the sub-bands to capture the most significant

information from each subject. If [U1, . . . ,U64] = Φ(ûw)
and [V1, . . . ,V64]=Φ(v̂w) are the undecimated wavelet de-

compositions of the aligned input faces, we define morphed

sub-bands as:

Mk [i, j] =

{

mean (Uk [i, j] ,Vk [i.j]) , k = 1

max (Uk [i, j] ,Vk [i.j]) , otherwise.
(1)

These morphed wavelet sub-bands are used to recon-

struct the blended face image. The convex hull of the mor-

phed image is spliced onto the background of ûw to cre-

ate the morphed image. By averaging the wavelet coeffi-

cients from the lowest subbands, we capture most of the

common information between the subjects. The Low-Low

region of the images contains the general shape and color

of subjects. This region is optimal for blending subjects’

skin tone and general facial features. On the other hand, by

maxing the wavelet coefficients in the high frequency sub-

bands we capture the dominating features from each sub-

ject. These subbands contain the outline and structure of the

face. Therefore, we max the coefficients in each sub-band

for the aligned images to reinforce characteristics from each

input image.

3.3. StyleGAN Morphing

We utilize the StyleGAN2 [14] to generate our morphed

images. We begin with the same aligned twin pair images

u and v. First, they are warped using an affine transform to

the same intermediate coordinates as outlined above to re-

sult in the warped images ûw and v̂w. The convex hulls of

both images are spliced from the warped images and placed

onto a black background. These convex hull images are em-

bedded to 18× 512 latent codes which are fused together to

construct the morphed code. Custom noise is added to the

convolutional layers to further texturize the morphs and in-

crease the perceptual fidelity. This fused latent code is pro-

jected onto the generator to create the morphed convex hull

as the convex hull between u and v. This image is spliced

back onto one of the input images to construct the morphed

image m.

3.4. Adversarially Perturbed Morph Generation

Goodfellow et al. [12] introduced the fast gradient sign

method (FGSM), which perturbs the input of the model

based on the sign of the gradient for a target class. Adver-

sarial perturbations should not be perceptually visible in the

adversarial images. Liao et al. [17] utilized FGSM with a

masking technique to perturb areas deemed to possess high

importance using the spatial information derived from mul-

tiple convolutional layers in a model. We add adversarial

perturbation to the morphed images in order to further in-

crease difficulty of their detection. FGSM perturbs an im-

age based on the gradient with every iteration of backprop-

agation. Basic Iterative Method (BIM) [16] is a derivation

of FGSM, where a constant step-size is utilized for every

applied perturbation and an L∞ constraint is used as max-

imum allowed pixel difference. Using a morph detector,

images are perturbed:

m
adv
N+1 = Clipm,ǫ{m

adv
N + βsign (∇mLadv)}, (2)

where m
adv
0 = m is the morph and Ladv consists of cross-

entropy and Total Variation (TV) smoothing losses:

Ladv = J
(

m
adv
N , ytrue

)

− λTV
(

m
adv
N

)

, (3)

where J is the cross-entropy cost function between the ad-

versarial image and the target class, β is the perturbation

step size and ǫ is the L∞ constraint on the pixel difference

values [16]. The term ytrue is equal to 1 for morphed im-

ages. The value of Clipm,ǫ confirms that the pixel values

are within ǫ L∞-norm distance from the original sample.

We also clip the adversarial example at each iteration to

make sure that all pixel values reside within the valid input

range. Variable λ is the smoothness regularization parame-

ter. To further improve the visual quality of the image, TV

smoothing is applied to the perturbation image to remove

any visible artifacts in the adversarial morphed image [27]:

TV (madv
N ) =

∑

i,j

(

(rN [i, j]− rN [i+ 1, j])2

− (rN [i, j]− rN [i, j + 1])2
) 1

2

,

(4)

where rN [i, j] is a pixel in the perturbation image rN =
m

adv
N −m. We refer to the perturbed morph image as m′.

When perturbing an image, we use values β = 6, ǫ = 2,

and λ = 0.55 and perturb every morph image until the con-

fidence score of the detector falls below 50%.

4. Experiments

We utilize our twin dataset to generate our morphs. The

dataset contains images of sizes ranging from 2848× 4288
to 5760 × 3840. Subjects have a neutral face and frontal

pose angle, with images collected under controlled lighting
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Table 2: Differential morph detection across datasets using FaceNet.

Dataset
Morph

AUC
APCER@BPCER BPCER@APCER

EER
Type 1% 5% 10% 1% 5% 10%

FRGC Facemorpher [24]

L
an

d
m

ar
k

99.82% 2.11% 0.63% 0.21% 6.55% 1.22% 0.616% 1.63%

FERET OpenCV [24] 99.00% 18.56% 4.92% 3.03% 14.77% 4.166% 4.16% 2.27%

FRGC OpenCV [24] 99.52% 8.40% 1.60% 0.8% 4.56% 1.52% 0.43% 2.61%

AMSL Facemorpher [20] 99.35% 18.41% 3.70% 1.01% 6.81% 3.31% 1.28% 3.68%

FERET Facemorpher [24] 98.91% 19.45% 5.83% 4.28% 16.97% 4.79% 1.10% 4.79%

LMA-DRD Print+Scan [6] 91.22% 75.68% 33.33% 29.63% 68.56% 41.86% 39.8% 16.27%

LMA-DRD Digital[6] 88.00% 80.26% 45.00% 27.50% 72.36% 57.50% 50.00% 20.00%

Twin Wavelet 74.03% 61.48% 57.41% 51.51% 98.744% 85.33% 74.56% 33.71%

Twin Landmark 70.19% 64.73% 58.31% 54.09% 99.10% 90.20% 81.95% 36.84%

FRGC StyleGAN2 [24]

G
A

N

99.65% 0.40% 0.12% 0.00% 0.42% 0.00% 0.00% 0.42%

AMSL StyleGAN2 [20] 99.98% 1.26% 0.00% 0.00% 0.86% 0.00% 0.00% 0.50%

MIPGAN-II [29] 99.85% 1.89% 0.27% 0.00% 5.06% 0.80% 0.26% 2.40%

FERET StyleGAN2 [24] 99.73% 4.29% 1.56% 0.00% 5.14% 1.56% 0.00% 2.94%

Twin StyleGAN2 88.92% 41.83% 33.57% 27.77% 97.09% 62.25% 57.62% 19.95%

with a neutral background. Every subject has a correspond-

ing identical twin pair. There are a total of 2,268 unique

identities in the twin dataset that generate a total of 2,978

morphed images per morphing method. Some subjects ap-

pear in the dataset more than once in different collections

corresponding to different years. We refer to these morph

datasets as Twin Landmark, Twin Wavelet, and Twin Style-

GAN2. We use FaceNet [26] and ArcFace [8] as our ver-

ifiers. For the FaceNet verifier, we use MTCNN [30] to

detect the faces and resize them to 160× 160.

For the comparison of our landmark-based methods

(landmark and wavelet morphs), we use seven different

datasets found in literature. We use an FRGC and FERET

morph dataset generated using Facemorpher and OpenCV

created by Sarkar et al. [24], we refer to this dataset as

FRGC Facemorpher, FRGC OpenCV, FERET Facemor-

pher, FERET OpenCV. Further, we utilize the LMA-DRD

Digital and LMA-DRD Print+Scan datasets generated from

the VGGFace-2 [2] dataset created by Damer et al. [6].

Lastly, we use the AMSL pairings of Neubert et al. [20]

for our comparisons. To compare our StyleGAN2 gener-

ated morphs, we use four datasets found in literature. First,

we use the FRGC and FERET morph datasets generated by

Sarkar et al. [24]. We include a ”state-of-the-art” FRGC

dataset generated using MIPGAN-II [29]. Again, we use

the AMSL pairings of Neubert [20] for our StyleGAN2

comparison. Each dataset has their own methodology for

choosing the top look-alike pairs for morphing.

4.1. Vulnerability Analysis

To analyze the performance of the morphs, we utilize the

International Organization for Standardization (ISO) [10]

standards for reporting the performance, Attack Presenta-

tion Classification Error Rate (APCER) and Bona Fide Pre-

sentation Classification Error Rate (BPCER). The ISO de-

scribes APCER as the percentage of morphs incorrectly

classified as bona fide presentations in a specific scenario.

Inversely, BPCER is described as the percentage of the

bona fide images incorrectly classified as presentation at-

tacks [10]. We report APCER and BPCER values at the

1%, 5%, and 10%. In addition, we report the Area Under

the Curve (AUC) and EER. We also use the Mated Morph

Presentation Match Rate (MMPMR) as a metric to quan-

tify the similarity between a generated morph image and its

contributing subjects [25] where only morph-bona fide pairs

with a similarity score above a threshold are considered:

MMPMR(τ) =
1

M

M
∑

m=1

{

[

min
n=1,...,Nm

S
n
m

]

> τ

}

, (5)

where M is the total number of morphs and Nm is the num-

ber of subjects contributing to a particular morph [25]. Sn
m

is the similarity score between the morph m and the nth

corresponding subject and τ is the operational verification

threshold [25].

For our verifiers (i.e., FaceNet and ArcFace), we set

the operational threshold at False Match Rate (FMR) of

0.1% [11]. Table 1 presents the MMPMR values for the

Twin datasets compared to other baseline datasets. A higher

MMPMR equates to a dataset with morphs that are more

similar to their bona fide contributing subjects. For the

Twin datasets, we observe that FaceNet consistently pro-

vides lower MMPMR% compared to ArcFace. By com-

paring the performance of the Twin datasets with the other

morphs, we conclude that for both the landmark- and GAN-

based datasets, the Twin morphed faces consistently ex-

cel. For instance, although MIPGAN-II benefits from a loss
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Table 3: Differential morph detection across datasets using ArcFace.

Dataset
Morph

AUC
APCER@BPCER BPCER@APCER

EER
Type 1% 5% 10% 1% 5% 10%

AMSL Facemorpher [24]

L
an

d
m

ar
k

97.87% 16.25% 10.78% 6.29% 30.52% 16.82% 6.12% 8.11%

FRGC OpenCV [24] 96.60% 42.85% 15.81% 9.18% 53.18% 19.89% 9.85% 9.74%

FERET Facemorpher [24] 96.33% 26.46% 14.55% 10.77% 57.46% 26.55% 12.66% 10.68%

FRGC Facemorpher [20] 96.85% 27.55% 15.85% 11.22% 53.06% 17.34% 10.87% 10.71%

FERET OpenCV [24] 96.32% 24.16% 14.93% 10.77% 57.18% 27.88% 12.47% 10.77%

LMA-DRD Print+Scan [6] 90.26% 67.78% 39.54% 31.97% 53.48% 43.64% 30.32% 17.35%

LMA-DRD Digital[6] 88.88% 65.25% 40.75% 29.63% 57.12% 39.31% 35.70% 21.25%

Twin Landmark 71.01% 81.36% 67.44% 57.76% 98.44% 91.77% 84.77% 34.36%

Twin Wavelet 69.98% 84.56% 71.61% 59.93% 99.52% 92.38% 85.27% 34.49%

AMSL StyleGAN2 [20]

G
A

N

99.96% 0.07% 0.00% 0.00% 0.00% 0.00% 0.00% 0.97%

FRGC StyleGAN2 [24] 99.85% 0.18% 0.06% 0.00% 0.00% 0.00% 0.00% 1.03%

FERET StyleGAN2 [24] 99.75% 3.59% 0.95% 0.37% 10.20% 1.03% 0.05% 2.55%

MIPGAN-II [29] 99.07% 10.65% 6.35% 2.18% 20.25% 8.07% 1.91% 5.91%

Twin StyleGAN2 93.60% 28.39% 19.90% 15.38% 89.67% 45.67% 22.33% 13.58%

function to exploit perceptual quality and identity factor,

but the Twin StyleGAN2 dataset still provides better per-

formance. Additionally, we see evidence that the Wavelet

dataset retains identity better than any of the other datasets

which can be attributed to the wavelet coefficient maxing

where we retain the dominating features of the face.

4.2. Dataset Comparison

For an initial observation of the quality of our morphs,

we plot the normalized L2 FaceNet distance between bona

fide pairings found in Figure 1. FaceNet is trained in such a

way that smaller L2 distance between embeddings equates

to a stronger look-alike pair [26]. We use the FaceNet dis-

tances between the bona fide subject pairings for the Twin,

FERET and FRGC morph [24] datasets. The pairs of the

FERET and FRGC datasets are generated lexographically,

where pairs of the same gender and similar demographics

are paired together. For our FaceNet verifier, we set the

FAR=10−3 and find the statistical equivalent of the bona

fide to bona fide distance that results in morphs accepted

in the differential setting. Thus, we consider the normalized

distance below 0.21 to be a strong look-alike which will cre-

ate high-quality morphed images. It is obvious from Figure

1 that the Twin pairings have an advantage over the other

compared datasets. Of 1,134 pairs, the Twins dataset con-

tains 1,105 pairs below this threshold (97.4% of pairs) com-

pared to 82 of the 964 (8.50% of pairs) in FRGC and 80 of

the 529 (15.1% of pairs) in FERET. In order for the FRGC

dataset to have the same number of high-quality pairs below

the 0.21 threshold as the Twin dataset, it would require the

number of paired individuals to increase from 964 to about

11,500 or in other words, about 23,000 subjects needed in

the dataset. Generating a datasets of about 23,000 subjects

with passport-quality images requires tremendous time and

effort and would be near impossible for most datasets that

would be made available in literature, which typically have

around 1,200 subjects [24, 20, 5].

In Figure 1, a threshold is placed on the distribution

to capture the pairings between the distances of 0.17-0.21.

This is an arbitrary threshold centered around the peak in-

tersection of similarity between datasets at distance 0.19.

This is an area of high interest because it is the area of max-

imum overlap between datasets and most applicable for di-

rect comparison. Using the selected look-alike pairings in

this region , we find the normalized FaceNet distance be-

tween the pair of subjects and their respective morphs as

seen in the sub-graph of Figure 1. Clearly, even with the

same similarly measure between bona fide subjects , there

is a correlation between the quality of pairs and the resultant

morph’s ability to retain identity with its contributing sub-

jects. Because the twin dataset has stronger pairings, the

generated morphs look more like their bona fide subjects

after morphing giving them stronger attack abilities.

To further understand the relationship between the

morphs and their contributing subjects, we plot the FaceNet

distance scores between all of the morphs and with their

bona fide subjects in Figure 3. The x-axis represents the

FaceNet L2 distance between subject 1 and the morph,

where the y-axis represents subject 2 to the morph. We

compare the FaceNet distances of the Twins database to

the FRGC and FERET morphs. Again, we observe that the

twin morphs consistently having lower FaceNet distances

than the FRGC and FERET datasets. Further, we observe

that the twin dataset has a lower variance in distance scores

for both the landmark and StyleGAN2 settings. Mean-

ing that not only do the twin morphs show high similarity,
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Table 4: Universal and dedicated FaceNet morph detectors tested on morph and perturbed morph Twin images.

Dataset AUC
APCER@BPCER BPCER@APCER

EER
1% 5% 10% 1% 5% 10%

U
n
iv

er
sa

l

Landmark 63.62% 96.86% 90.93% 80.81% 93.38% 86.61% 76.69% 40.56%

Landmark Perturbed 56.22% 98.48% 93.83% 85.23% 95.80% 92.17% 84.67% 45.56%

StyleGAN2 78.79% 95.23% 74.18% 53.13% 79.77% 69.55% 58.22% 28.66%

StyleGAN2 Perturbed 71.88% 94.65% 80.46% 69.65% 86.66% 77.33% 68.22% 34.26%

Wavelet 70.55% 96.61% 87.56% 75.12% 87.50% 78.67% 67.40% 34.55%

Wavelet Perturbed 62.75% 97.94% 91.78% 81.15% 92.57% 85.56% 77.52% 39.79%

D
ed

ic
at

ed

Landmark 80.28% 90.00% 62.55% 47.79% 86.12% 70.48% 58.46% 26.53%

Landmark Perturbed 50.41% 98.37% 91.27% 85.00% 99.43% 97.17% 94.67% 49.35%

StyleGAN2 92.20% 90.00% 36.27% 21.86% 53.55% 32.00% 21.11% 14.66%

StyleGAN2 Perturbed 82.77% 94.53% 65.11% 48.02% 78.22% 57.33% 44.00% 25.77%

Wavelet 78.63% 88.04% 74.63% 54.95% 87.01% 68.38% 50.73% 28.67%

Wavelet Perturbed 59.10% 99.26% 95.83% 92.64% 90.77% 84.06% 75.00% 43.52%

they retain identity significantly better than the FRGC and

FERET morphs. This anomaly is especially apparent in the

StyleGAN2 datasets, where the FRGC and FERET datasets

clearly bias toward one subject.

4.3. Morph Detection

We analyze the twin morphs in a differential scenario

and compare them to several other datasets. Historically,

morph datasets do not perform well in a verification sce-

nario [29, 24] since FRS are exceptional at differentiat-

ing between a bona fide and false image of a target in-

dividual. This scenario becomes very difficult when the

morph image is extremely close to the target individual as

is the case when morphing identical twins. We consider the

L2 distance measure between the embeddings of FaceNet

[26] and ArcFace [8] to detect morphed images in a dif-

ferential morph scheme. The results from the differential

morph detection can be found in Tables 2 and 3. Using

the distance score from the respective verifiers, we com-

pare the verification capability of our twins datasets to those

morph datasets found in literature. For the FaceNet verifier,

the twins datasets are able to achieve an AUC of 74.03%,

70.19%, and 88.92% for the Twin Wavelet, Twin Landmark,

and Twin StyleGAN2 datasets, respectively. All three twin

datasets have an EER above 18%, meaning that the morphs

are highly effective at being verified as their bona fides.

For the landmark-based datasets in a differential morph

detection setting, our twin morphs preform significantly

better than the comparison datasets, with our Twin Land-

mark morphs achieving an EER of 36.84% and 34.36% on

FaceNet and ArcFace, respectively. When comparing to

the rest of the datasets, all datasets have EER values be-

low 21% across both FaceNet and ArcFace. Using FaceNet,

five of the seven datasets (FRGC Facemorpher, FERET

OpenCV, AMSL Facemorpher, FERET Facemorpher) have

EER values below 5%. Both the Twin Landmark and Twin

Wavelet morphs have an AUC of approximately 14% lower

than the best performing landmark comparison dataset us-

ing FaceNet (LMA-DRD Digital with AUC of 88.00%). We

see that the Twins Wavelet morphs outperform all of the

compared Landmark datasets, this is because of the maxing

step of the wavelet morphing which may be helping retain

identity in the morph. In a differential scenario, it is clear

that the twin morphs retain the identity of the bona fide sub-

jects better than the compared datasets.

Comparing our StyleGAN2 morphs, the Twin dataset

performs with an AUC of 88.92% with FaceNet and 93.00%

using ArcFace. The Twin StyleGAN2 images result in the

highest EER value across both verifiers. In this scenario,

we observe the issue GANs have with retaining identity

information, with the EER of all GAN-generated morphs

significantly lower than their respective landmark datasets.

For instance, the Twin Landmark dataset, using FaceNet as

a verifier, has an EER value of 33.71% while the Style-

GAN2 generated data has an EER value of 19.95%. This

pattern can also be observed in the FRGC Facemorpher and

FRGC StyleGAN2 dataset, having an EER of 1.63% and

0.42%, respectively. On the Twin datasets, ArcFace is bet-

ter equipped to differentiate between the morphed image

and bona fide subject. However, ArcFace underperformed

with the Twin Wavelet, compared to Twin landmark.

5. Ablation Study

While our datasets are already a challenge for FRS, we

further improve the attack capability of the morph images

by adversially perturbing them. By perturbing the images,

our goal is to fool morph detectors into classifying our

morph images as genuine. For perturbing, we need two

separate groups of detectors, one group to perturb images

and then a second group act as independent morph detec-
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Figure 4: SSIM score distribution between the original and

perturbed morphs. The distributions show the Landmark,

Wavelet, and StyleGAN2 datasets from left to right.

tors to test the perturbation. Using the Inception-Resnet v1

[28] pretrained on VGGFace2 [2], we fine-tune four morph

detectors. Our universal perturbing detector is trained on

all three morph datasets, while the dedicated perturbing de-

tectors are trained on each of our three morph datasets to

detect morph imagery. We refer to these models as the

universal perturbing and dedicated perturbing morph de-

tectors. Prior to perturbation, the Landmark, StyleGAN2,

and Wavelet datasets have a classification AUC values of

95.96%, 99.83%, and 99.80% on the dedicated perturbing

detectors, respectively. After perturbation, the AUC value

of all datasets drops significantly to 46.98%, 56.84%, and

27.87%, respectively for the dedicated perturbed datasets.

The universal perturbing detector is used to perturb the

datasets as well, seeing AUC values of 99.30% perturbed to

80.53% for StyleGAN2, 97.90% to 57.73% for Landmark,

and 99.44% to 55.06% for Wavelet to create the universal

perturbed dataset. We use Structural Similarity Index Mea-

sure (SSIM) as a metric of determining image quality of the

perturbed images [30]. We find the SSIM score between the

original image as a reference and the perturbed images from

the universally perturbed dataset. A higher SSIM score

means a higher similarity between the perturbed and un-

perturbed images. All morphs after perturbation have an

SSIM score above 0.99 with their original morph counter-

parts which illustrates that the perturbation applied to the

morphs is imperceivable as shown in Figure 4. As shown in

Figure 5, the perturbed morphs maintain their visual quality.

To test the efficacy of the perturbation on a independent

detectors, we extract FaceNet features and train a two-node

binary classifier to classify images as bona fide or morph.

We train four models, in the same manner we trained the

perturbing detectors. We call these the universal FaceNet

detector and the dedicated FaceNet detectors. A testing sub-

set of the universal perturbed datasets is tested on the uni-

versal FaceNet detector and the results are presented in Ta-

ble 4. Additionally, the dedicated datasets are tested using

the FaceNet dedicated detectors. We observe an increase

in EER and in APCER@BPCER=5% across all datasets.

When ACPER@BPCER increases, the morphs are being la-

beled as bona fide at a higher rate. This shows that the qual-

ity of the morphing attack is improved after adding pertur-

bation and that the pertubation affects the accuracy across

Figure 5: The left and right columns shows the twin morph

and perturbed morph, respectively. The middle column

shows the normalized perturbation applied to the morphed

image.

”unseen” detectors. This transferability shows that our per-

turbed Twin dataset is even more difficult to detect.

6. Conclusion

In this paper, we generated morphed faces from identical

twins with strong morphing attack capabilities. Further, we

showed morphing using an undecimated wavelet decompo-

sition can lead to stronger morphs. Morphing twins is a

significant challenge for FRS that leads to erroneous ver-

ification, with our twin datasets scoring over 10% AUC

lower than datasets found in literature. We showed that

the twin morphs represent an extremely difficult scenario

for FaceNet, leading to abnormally high error rates. With

FaceNet EER values above 30% for all three twin datasets,

the need for more work on these extreme cases is empha-

sized. To further improve the attack quality of our morphs,

we explored the effect of adding adversarial perturbation to

our morphs and showed that the perturbation is transferable

across several unseen classifiers. The perturbation gave the

already difficult twin morph dataset even greater capabil-

ities. The generated twin morphs are one of the ultimate

challenges for an FRS and can be used to further test the

accuracy of morph detectors.
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