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Abstract

Gallium phosphide (GaP) photoelectrodes have received remarkable focus due to their applications in
photocatalysis and photoelectrocatalysis of CO2 reduction reactions. Understanding the dynamical
mechanisms of surfaces of photoelectrodes is essential in improving their working efficiencies in any
application. However, knowledge of photoinduced surface dynamics of these materials is lacking. Here we
investigate surface dynamics of n-type and p-type GaP(100) semiconductors by utilizing time-resolved
electronic sum frequency generation (TR-ESFG). Transient ESFG spectra showed that four surface states
in both n- and p-type GaP(100) were involved in subsequent kinetics. Transient spectral signatures of the
surface states showed that photoexcited electrons move towards the surface regions for the p-type GaP,
while photoexcited holes move to the surface regions for n-type GaP. These carriers first build up surface
electric fields, resulting fluence-dependent band flattening. The buildup rates of the surface electric fields
were found to be on the order of 2.86 ± 0.30 ps-1 for n-type and 2.50 ± 0.25 ps-1 for p-type. Subsequently,
a relatively slow process occurs, being attributed to population dynamics of surface states dependent upon
applied fluences. We found that surface population behaves as a bimolecular process with rates of 0.020 ±
0.002 cm2s-1 for n-type, and 0.035 ± 0.002 cm2s-1 for p-type GaP. The four surface states, shallow and deep
for both n- and p-type GaP(100), were found to be involved in both surface electric fields and surface carrier
populations, contrary to previous hypotheses. Our time-resolved surface-specific approach provides unique
information on surface dynamical behaviors of photoelectrodes under ambient conditions.

*Corresponding authors: Y.R. (yi.rao@usu.edu) and H.G. (honggao2017@iccas.ac.cn)
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Introduction

The reductions of CO2 through photocatalysis and photoelectrocatalysis can capture and convert it into
useful organic products.1-3 These photoinduced reactions are one of the strategies to mitigate the greenhouse
effect and satisfy the growing global energy demand. Thus, these advantages have attracted concentrated
attentions from both fundamental and applied sciences. Photoelectrode surfaces play a vital role in the
photocatalytic reduction of CO2.1 Critical to the fundamental insights into the reaction, and thereby
improving its conversion efficiency, is the understanding of ultrafast charge transfer processes and chemical
reactivity at photoelectrode surfaces. For example, it has been hypothesized that surface properties of
photoelectrodes and chemical intermediates during a reaction affect its pathways and yields of the
photoinduced reaction of CO2.1-3 Despite the importance, understanding of photoelectrode surfaces is
deficient. This is largely due to experimental difficulties in selectively probing such ultrafast processes in
the semiconductor surface region under ambient conditions.

In photocatalytic and photoelectrocatalytic process, a semiconductor acts as a photoelectrode. For a
semiconductor photoelectrode, free carrier densities create a space charge layer due to surface band bending,
either a depletion or accumulation layer.4-5 For example, a p-type photoelectrode with a depletion layer
shows downward band bending. Surface states are formed due to intentional or unintentional doping or
terminated bonds on semiconductor photoelectrodes. Different doping levels are related to the thickness of
the depletion layer which decreases with increased doping, thus affecting the energy levels for surface states.
Under illumination, a photoelectrode absorbs the incident photons equal to or higher than its bandgap
energy (Eg) from the valence band (VB) to the conduction band (CB). The absorption of light generates
electrons and holes in the photoelectrode. For p-type photoelectrodes, the photogenerated electrons act as
minority carriers and migrate to the photoelectrode-electrolyte interface.6-7 When the photoelectrode is
immersed in an electrolyte, the surface is enriched by foreign chemical species which can introduce
additional surface band bending and modulate surface states. From the fundamental point of view, a photon
will be absorbed if its energy is at least that of the band gap of the excited semiconductor. This causes
electrons to be excited to the CB, leading to holes in the VB. The carriers will then transfer to the surface
of the photoelectrode, and transfer to the acceptor molecules. Subsequently, an oxidation or reduction
process will begin.8 The surface band-bending separates electron-hole pairs, allowing the liberated electrons
to populate the surface states of the photoelectrode.4, 9-12 Furthermore, not all separated electrons partition
to the surface states successfully, and consuming portions of electrons reduces photocatalytic efficiency. In
other words, ensuring that all separated electrons move to the surface and participate in a particular reaction
is a critical factor for improving photocatalytic efficiency.

Surface states and other defects in photoelectrodes play an important role in photocatalytic and
photoelectrocatalytic reaction processes.13-16 Surface states are either localized or delocalized. Localized
surface states can act as a trap for photogenerated electrons, which can inhibit the recombination of
electrons and holes; thereby facilitating the separation and transport of carriers. On the other hand,
delocalized surface states are still suitable for charge transport. According to energy levels in the band gap,
surface states are categorized as either shallow or deep states. Shallow surface states are close to the band
edges of the CB for n-type or the VB for p-type.17 Deep surface states are located deeper within the band
gap.18-19 Shallow surface states can provide free carriers, while deep surface states are generally localized.
Deep surface states can act as traps to facilitate recombination and reducing catalytic efficiency. Surface
states can cumulatively enhance or weaken surface electric fields, further influencing carrier transfer at
surfaces.20-23     Surface electric fields can separate electron−hole pairs, which reduces the rate of
recombination.4 Dynamics of surface states are intimately related to charge recombination and charge
separation at photoelectrode surfaces. Therefore, understanding the structure and dynamics of surface states
is essential in the rational design of surface structures of photoelectrodes for the photocatalytic and
photoelectrocatalytic reduction of CO2 .
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GaP semiconductors were demonstrated as a photoelectrode for the reduction of CO2 into formic acid
by Halmann and co-workers in 1978.24 Since then, many groups applied GaP or modified GaP into
photocatalysts and photoelectrocatalysts used for CO2 reduction, providing better performance in catalytic
reactions.25-27 For example, Yoneyama and co-workers used p-type GaP as a photoelectrode in a lithium
carbonate electrolytes to study CO2 reduction.28 They converted CO2 to HCOOH, HCHO, and CH3OH, and
enhanced the current efficiency by adding 15-crown-5 into the electrolytes. Another example comes from
Bocarsly and co-workers, who used p-type GaP and homogeneous pyridinium ions to achieve near 100%
faradaic efficiencies for the reduction of CO2 at potentials well below the standard potential.27 Recently,
Cronin and co-workers used atomic layer deposition to deposit a thin film of TiO2 on p-type GaP(100)
photoelectrodes to stabilize the GaP surface.25 In their work, the formation of p-n junctions with the
deposited n-type TiO2 reduced the recombination of electron−hole pairs and improved the conversion
efficiency of CO2 into CH3OH.

Different methods such as minority-carrier capture,29 time resolved microwave conductivity,30

photoemission spectroscopy31 and pump/probe spectroscopy32 have been used to study carrier dynamics of
GaP. For example, Ujihara and co-workers31 used photoemission spectroscopy to measure carrier relaxation
times in GaP. They observed two peaks in the spectra of energy distribution curves, which are due to the
accumulation of photoexcited electrons in the X valley and Γ valley. According to the ratio of the
concentration of the electrons in X valley and Γ valley, they calculated carrier relaxation times. Faassen
and co-workers30 used time resolved microwave conductivity methods to study the charge carrier
recombination dynamics of nano porous GaP and formulated a model to explain the observed transients.
The charge carrier recombination was assumed to occur at the surface of GaP and the rates of which were
determined by the band bending associated with the depletion layer. However, these non-surface specific
methods cannot provide dynamics of surface states directly.

Second harmonic generation (SHG) and sum frequency generation (SFG), as second-order nonlinear
optical spectroscopic techniques, are proven tools for surface and interface analysis due to their intrinsic
surface selectivity.33-69 Time-resolved second harmonic generation (TR-SHG)70-87 and time-resolved
electronic sum frequency generation (TR-ESFG)88-93 have been used to study rotation dynamics, solvation
dynamics, electron transfer, molecular relaxation, and so on. Zhu and co-workers used TR-SHG to study
the mechanism of photoinduced charge separation at the interface of hybrid CuPc/GaAs70, and
semiconductor surfaces.71 They found that competing charge separation processes existed in the
GaAs/CuPc interface and that the space charge field of GaAs slows down hole injection to CuPc. Our early
work demonstrated surface dynamics for p-type GaAs (100) with the development of time-resolved
broadband ESFG.92, 94-95 TR-ESFG could provide time-resolved spectral information about surface
structures as well as charge transfer occurring at semiconductor surfaces.

In this work, we employed TR-ESFG to investigate the dynamics of transient surface electric fields and
surface states for n-type and p-type GaP(100). Our purpose is to compare buildup dynamics of surface
electric fields and population dynamics of surface states for the two different doped GaP(100).

Methods

A fundamental light centered at 800 nm with an output of 4.0 mJ output and a pulse duration of 100 fs
was generated by a 1 kHz Ti-sapphire amplified laser system (Uptek solutions). A portion of 2.0 mJ of the
fundamental light was used to generate a picosecond pulse from an etalon (SLS Optics). A smaller portion
of 1.5 mJ was used to pump a broadband optical parametric amplifier (BOPA) to generate a shortwave IR
pulse (SWIR). The spectra of the ps 800 nm and the SWIR are shown in Figure S1. A detailed description
of design and implementation of the BOPA were reported in our previous work.92, 94-95 The remaining
portion of 0.5 mJ was used to generate a pump pulse of 400 nm by a Beta Barium Borate (BBO) crystal.
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Figure 1(A) shows a schematic setup for time-resolved ESFG experiments. The picosecond 800 nm
pulse of 40 µJ and the SWIR of 10 µJ were focused on a sample surface with spot sizes of 510 µm in
diameter by a lens with 20 cm focal length at an incident angle of 60°, and 305 µm by a 15 cm focal length
lens at an incident angle of 45°. The pump pulse of 400 nm was focused by a 40 cm focal length lens to a
spot size of 490 µm at an incident angle of 37°. All three pulses were aligned into a single incident plane. A
1000 nm long-pass filter (Thorlabs) was used to remove the fundamental light and other light generated from
the optics in the light path. The polarization combinations of ESFG signals, the picosecond, and the SWIR
pulse were controlled by polarizers (Thorlabs) and half-wave plates (Thorlabs). The polarization of the
pump pulse was set as P-polarized in the incident plane. A motorized translation stage (Klinger, UT100-100)
was placed in the picosecond 800 nm path to change a time delay between the SWIR and picosecond pulses.
The time delay between the pump and the SWIR was controlled by another motorized translation stage
(Klinger, UT100-100). Azimuthal angles of samples were controlled by a motorized rotation stage
(Newport, PR50CC). A 780 nm short-pass filter (Thorlabs) and a 445 nm long-pass filter (Thorlabs) were
used to remove the fundamental light and other light from surroundings after samples.

An optical chopper of 500 Hz was placed in the light path of the 400 nm pump pulse to select pump-
on, Ipump-on (ᵱ�, ᵆ�), and pump-off, Ipump-off (ᵱ�), ESFG signals, which was synchronized with the 1 kHz laser
system. The ESFG spectra for the pump-off are found in Figure S1. A single-axis Galvo mirror (Thorlabs)
rotated up and down at an angle of 1.5°, followed by a vertically cylindrical lens (f=250 mm) and a
horizontally cylindrical lens (f=100 mm). The former was used to image the pump-on and pump-off
separately, and the latter to make sure that ESFG signals were spectrally resolved. ESFG signals were
dispersed by a spectrometer (Kymera 328i-C, Andor Technology) and detected by a thermally cooled
charge-coupled device (IDus DU420A-BVF, 1024×255, Andor Technology). Time-resolved ESFG spectra,
(Ipump-on(ᵱ�, ᵆ�)-Ipump-off (ᵱ�))/Ipump-off (ᵱ�), were sampled by a custom LabVIEW program. The instrumental
response function of 200 fs was determined by mixing the 400 nm with the SWIR for SFG.

Both n-type GaP(100) S-doped 2-12 ×1017 cm-3 and p-type GaP(100) Zn-doped 4.0-5.2×1017 cm-3 were
purchased from MTI. Prior to experiments, the samples were cleaned in acetone.

Results & Discussion

Azimuth-dependent TR-ESFG. Experimentally, we found that transient ESFG signals depended upon
azimuthal angles of the GaP crystals. Here, ᵱ� is defined to be an azimuthal angle, which is 0° when the
[011] direction is along the X axis in the laboratory coordinates and the azimuthal rotation is
counterclockwise, as shown in Figure 1(B). We have then excluded the possibility of preferential
excitations by checking with depolarized and different polarized pumps, as shown in Figure S2. It is seen
that the azimuth-dependent photoinduced ESFG signals are independent of pump polarization. The
polarization of the pump was set to be P-polarized unless otherwise stated. Figure 1(C) shows azimuth-
dependent transient PSS-polarized ESFG signals at 500 nm for n-type GaP(100) at a time delay of 90 ps
under a 400 nm photoexcitation of 20 ᵰ�J/cm2. The transient ESFG signals are shown to be positive below
ca. 40°, a sharp change occurs near 45°, followed by negative signals, and a mirror symmetry exists from
90° to 180°. The entire pattern appears to have a 2-fold symmetry, with slight deviations near the local
maxima. These azimuth-dependent patterns are independent of the probed wavelength.

To reveal azimuth-dependent transient ESFG signals, we shall deal with the origin of photoinduced
responses from GaP surfaces. GaP(100) crystals possess a zinc blende structure 43m (ᵄ� ) . Effective
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second-order susceptibilities of the GaP(100) originate from bulk dipoles (anisotropic ᵱ�"#,%&’(), surface

dipoles (isotropic ᵱ� ,# , ’(- and anisotropic ᵱ�,#,%&’(), and surface charges (isotropic ᵱ� , . , ’( -  and anisotropic

ᵱ�,. ,%&’( ). All the anisotropic parts follow a 2-fold symmetry in the surface plane. ᵱ�"#,%&’( were found to

contribute to non-resonant responses, independent of frequency or wavelength, as shown in Supporting
Information. Thus, azimuth-dependent steady-state ESFG intensities take the form of

ᵃ�!"#$ (ω,ᵱ�) ∝ (
%!" ,$ % & ’& ’()* 

+ ᵱ� "0,23,((ω)ᵅ�ᵅ�ᵆ�2ᵱ� + ᵱ�"6,23,((ω)ᵅ�ᵅ�ᵆ�2ᵱ� + ᵱ�"0 ,,( ’(ω) + ᵱ�"6,,(’(ω)(
)

. (1)

Experimentally, it is hard to differentiate ᵱ�(*) from surface dipoles and surface charges. We further simplify
Equation (1) into

ᵃ�!"#$ (ω,ᵱ�) ∝ (
%!" ,$ % & ’& ’()* 

+ ᵱ�"06,23,((ω)ᵅ�ᵅ�ᵆ�2ᵱ� + ᵱ�"06,,(’(ω)(
)

. (2)

(A) (B)

Z

Y

(C)

Experiments

X

(D)

Simulations

Azimuthal angle (Deg.) Azimuthal angle (deg.)

Figure 1. (A) A schematic setup for time-resolved ESFG spectroscopy. L1: 20 cm lens; L2: 15 cm
lens; L3: 40 cm lens; L4: 10 cm lens CL1: vertically cylindrical lens; CL2: horizontally cylindrical
lens; F1: 1000 nm long-pass filter; F2: 445 nm long-pass filter; F3: 780 nm short-pass filter; BS:
beam splitter; P: polarizer; HP: half-wave plate; (B) ᵱ� is 0° when the [011] direction is along
the X axis in the laboratory coordinates and the azimuthal rotation is counterclockwise;
(C) Experiential results of azimuth-dependent transient ESFG for n-type GaP(100). (D) Numerical
simulations of azimuth-dependent transient ESFG for n-type GaP(100), based on Eq. S(1).
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We first hypothesize that bulk susceptibility, ᵱ�"#,%&’( , remains unchanged while surface responses

change significantly under photo-illumination. Transient ESFG change, ᵮ�ᵱ�(*)
(ᵱ�, ᵆ�), is hypothesized to

come mainly from those of surface electric fields or surface voltages, instead of surface dipoles. The
changes in surface dipoles are assumed to be negligible since the values of changes are greater than or

comparable to ᵱ�(*). We further consider that ᵮ�ᵱ�(
.
)
(ᵱ�, ᵆ�) is linearly proportional to the changes in surface

electric fields, ᵮ�ᵃ� (ᵱ�, ᵆ�) , or surface voltages, ᵮ�ᵄ� (ᵱ�, ᵆ�) . Time-dependent change ratios in ESFG,
/780/799 

(ᵱ�,ᵱ�, ᵆ�) = 
1/ 

(ᵱ�,ᵱ�, ᵆ�), deal with time evolution of electric fields, carrier dynamics, recombination,
799

and other intermolecular interactions occurring at surfaces and interfaces. A detailed derivation of
1/ 

(ᵱ�,ᵱ�, ᵆ�) can be found in the Supporting Information. Briefly, azimuth-dependent time-resolved ESFG

takes the form of
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(ᵱ�,ᵱ�, ᵆ�) ≈ ) )  ∝ ᵄ�(ᵱ�,ᵱ�)ᵮ�ᵃ� (ᵱ�, ᵆ�) ∝ ᵄ�(ᵱ�,ᵱ�)ᵮ�ᵄ� (ᵱ�, ᵆ�)
A%!"  &’( ) * B  >A%,-",$%&’(=) &’( )* >%,- " , & ’ . (=) B

(3)

where ᵄ�(ᵱ�,ᵱ�) denotes the time-independent pre-factor. Figure S3 shows numerical simulations of

ᵄ�(ᵱ�,ᵱ�) as a function of azimuthal angles for both n-type and p-type GaP(100), by setting ᵱ�"# ,

ᵱ�,.#,%&’((ᵱ�), and ᵱ�, .# , ’(- (ᵱ�) with the values from steady-state ESFG measurements, as shown therein. It is

seen that the azimuth-dependent pre-factor, ᵄ�(ᵱ�,ᵱ�), varies dramatically with azimuthal angle in both
magnitude and sign. Thus, one should take the pre-factor into account in the interpretation of time-resolved
ESFG spectra and time traces.

To validate our theoretical analysis, we conducted numerical simulations of azimuth-dependent
transient ESFG signals for GaP(100). A detailed description of the numerical simulations can be found in

the Supporting Information. The values for ᵱ�(*), ᵱ�, .#,%&’( , and ᵱ� , . # , ’( -  were adopted from our steady-state

ESFG experimental results, as shown in Supporting Information. Figure 1(D) presents simulation results of
azimuth-dependent transient PSS-polarized ESFG signals for n-type GaP(100), based on Eq. S(1). These
numerical calculations are qualitatively consistent with those in Figure 1(C).

These results supported our hypothesis and have several implications: a) Bulk contributions, ᵱ�"# , in

the photoinduced ESFG are negligible; b) Transient spectra at any azimuthal angles reflect surface
responses; c) ᵄ�(ᵱ�,ᵱ�) affects patterns of azimuth angle-dependent ESFG via variations of spectral signature
and magnitude; d) Transient spectral signatures and magnitudes are not directly related to ground state
bleaching or excited state absorption, unlike in transient ESFG experiments of molecular systems;96-97; e)

For surface-dominant directions in static ESFG, higher-order effects occur near ᵱ� = (2n-1)× 
3 

(n: integers)

in transient ESFG. Thus, kinetic behaviors along these directions are not representative of time evolution

of surface responses. We further analyzed how ᵮ�ᵱ�, .
)
(ᵆ�) introduces a non-negligible nonlinear term in Eq.

S(1). Considering that the detection sensitivity of the transient ESFG varies with azimuthal angles, we chose
to carry out our TR-ESFG experiments at ᵱ�=20° for n- and p-type GaP(100).

TR-ESFG spectra and kinetics for n- and p-type GaP(100). To compare transient surface behaviors for
different doped GaP(100), we implemented TR-ESFG experiments under photoexcitation of 10 ᵰ�J/cm2.
Figure 2 shows time-resolved ESFG spectra and kinetic traces at ᵱ� = 20° for n- (left) and p-type (right)
GaP(100) under the PSS polarization combination. Both the PSS and SPS provided similar results. Only
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the transient spectra and kinetics for PSS are discussed in the rest of this work, unless otherwise stated. It
is seen that transient ESFG signals exhibit positive and negative signs for n-type and p-type GaP(100),
respectively. To further understand transient spectral signatures, we compared time-resolved ESFG spectra
at different azimuthal angles for n- and p-type GaP(100), as displayed in Figure S4. These results show
initial upward rise patterns, so-called “M”-shape, for n-type, while those downward fall pattern, so-called

“W”-shape for p-type. Based on Eq. (3), the sign of ᵮ�ᵱ�, .
)
(ᵱ�, ᵆ�) was found to be positive for n-type and

negative for p-type GaP(100). In other words, photoinduced ESFG signals increase for n-type and decrease
for p-type GaP(100) upon photoexcitation, suggesting that surface electric fields or surface voltages get
bigger for n-type and smaller for p-type crystals. Thus, transient ESFG spectral signatures are good
indicators for the identification of changes in surface electric fields or surface voltages of semiconductors
under non-equilibrium conditions.

All collected transient ESFG spectra cover from 470 nm to 540 nm. The transient ESFG spectra are
generally broad. In an effort to obtain physically meaningful peaks, we used constraints while fitting ESFG
spectra. The constraints were obtained from our static-state ESFG experiments, as shown in Figure S1,
since they are from the same surface states in the two cases. Stead-state ESFG spectra show three peaks for
both n-type and p-type GaP(100) due to the narrower spectral region. The positions of the three peaks from
static-state ESFG spectra gave the constraints for fittings of the transient spectra. For n-type GaP(100), four
positive peaks are located at around 478 nm, 494 nm, 514 nm, and 524 nm. These four ESFG peaks were
assigned to the transitions from the VB to surface states. The peak at 478 nm is closer to the CB, while the
other three peaks lie deeper within the bandgap. Transient spectra at 1 ps, 5 ps, 20 ps, and 81 ps show no
difference. For p-type GaP(100), there are also four negative peaks located at around 477 nm, 489 nm,
507 nm, and 521 nm. These four peaks were attributed to the transitions from surface states to the CB. The
peak at 477 nm is closer to the VB, while the other three peaks are farther away and deeper. The transient
ESFG spectra for p-type GaP(100) show no difference at the four time delays. We also noticed that the
peaks at 494 nm (n-type) and at 489 nm (p-type) are much broader than others. These differences likely
originate from the distinct diffusive nature of the four surface states. It is noted that the change ratios, ∆ᵃ�/ᵃ�,
for the four peaks of n-type are more than twice those of the corresponding peaks for p-type. This is due to
the fact that the pre-factor, ᵄ�(ᵱ�,ᵱ�) for the latter is almost twice that of the former. As a result, the values of

ᵮ�ᵱ� , .
)  (t=50 ps) are comparable in both of the cases.

ESFG signals probe electronic transitions, instead of vibrational transitions. The ESFG signals of GaP
come from bulk dipoles, bulk quadrupoles, surface dipoles, surface quadrupoles, and surface charges.
However, the quadrupole contributions to SFG signals is much smaller than the dipole contributions.
Therefore, the bulk quadrupoles and surface quadrupoles were assumed to be negligible. In terms of ESFG
spectra, electronic transitions are dominated by surfaces. Bulk dipoles contribute to non-resonant signals.
All these peaks were suggested to originate primarily from transitions of surface states for the GaP(100)
crystals.

All the kinetic traces for the four peaks of both shallower and deeper surface states exhibit two
components: one fast and one slow for both dopings. The time constants of the fast component for the four
transitions are slightly different, on the orders of 0.30 - 0.40 ps for n-type and 0.34 - 0.45 ps for p-type. On
the other hand, the time constants of the slow component for the four transitions are 5.00-7.88 ps for n-type

at 514 nm and 3.00-4.00 ps for p-type at 507 nm. It is noted that a very slow relaxation process occurs

7



after the surface polpuations. Such a slow process is due to surface recombination of carriers. The
time scale of such a recombination is as long as nanoseconds or above, which is beyond our scope
here. The question arises of how we assign the two dynamical processes for n- and p-type GaP.
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Figure 2. Pseudo-color 2D plot of transient ESFG spectra under PSS for n-type (A) and p-type (D)
GaP(100) at ᵱ� = 20°. The transient spectra for 1 ps, 5 ps, 20 ps, and 81 ps for n- (B) and p-type (E). Time-
dependent kinetics at 478 nm, 494 nm, 514 nm, and 524 nm for n-type GaP(100) (C) and at 477 nm, 489
nm, 507 nm, and 521 nm for p-type GaP(100)(F).

Fluence-dependent kinetics for n- and p-type GaP(100). To further elucidate the dynamic nature of
surface behaviors, we measured fluence-dependent TR-ESFG kinetics. Figure 3 shows fluence-dependent
kinetic traces at 514 nm with PSS polarization for n-type (A) and p-type (D) GaP(100) under 400 nm
photoexcitation from 2.5 to 100 μJ/ cm2, over 80 ps. The right sides are at a short timescale of 10 ps for
clarity. Those for the other three peaks are found in Figure S5. These results show that the transient ESFG
signals increase with increasing fluence. The fast process appears to remain unchanged with fluence, while
the slow process for both n- and p-type GaP gets faster with increasing fluence.

To quantitatively understand surface kinetics, the time traces in Figures 3 (A) and (D) were fitted to a
doubly exponential function. Figures 3 (C) and (F) show the time constants of both fast component and
slow component for n-type and p-type GaP(100). Maximum transient ESFG change ratios were plotted
against fluence at a time delay of 50 ps for n- and p-type GaP(100), separately, in Figures 3 (B) and (E).
The maximum transient signals tend to saturate when the fluence is higher than 20 µJ/cm2 for both n-type
and p-type GaP(100). The fast process is independent of applied fluence in both cases, suggesting that it is
of first-order. This first-order process was attributed to the buildup process of the surface electric fields due
to photoinduced charges moving toward the surface. On the other hand, the slow component was attributed
to the population of surface carriers in surface states of GaP.
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Figure 3. Transient ESFG change, ∆ᵇ�, under 400 nm with PSS polarization as a function of time delay at a probe
wavelength of 514 nm for n-type (A) and 507 nm for p-type (D). The right sides of (A) and (D) are zoomed in at
a short time scale. ∆ᵇ� 

(t = 50 ps) as a function of the applied fluence for n-type (B) and for p-type (E). Time

constants obtained by fitting of a double exponential function as a function of the applied fluences, for n-type (C)
and for p-type (F).

Our findings reveal different photoinduced buildup of surface electric fields (or surface potentials) and
population of the occupancy of surface states in GaP(100) for n- and p-type GaP. Four surface states were
identified at 478 nm, 494 nm, 514 nm, and 524 nm, from shallow to deep with respect to the CB for n-type
GaP(100). Four surface states at 477 nm, 489 nm, 507 nm, and 521 nm, from shallow to deep with respect
to the VB, were also identified for p-type GaP(100). According to the electro-neutrality principle., negative-
charged surface states for n-type are distributed from just below the conduction band (2.4-2.5 eV above the
valence bandedge), while positive-charged surface states for p-type are distributed from just above the
valence band (2.4-2.5 eV below the conduction bandedge). These assignements are consistent with those
reported in the literature.98 A sign reversal in transient surface spectra occurs from n-type to p-type since
the surface electric fields result from photogenerated holes or electrons moving towards surface regions for
the two dopings. The buildups of surface electric fields are first-order in nature, being similar for n- and p-
type GaP. Conversely, surface population rates, of bimolecular origin, are different for n- and p-type. The
population times of surface states are much slower than those of surface electric field buildup and change
with applied fluence. These surface carriers eventually relax via surface recombination with traps or
transport into the crystal’s bulk.

The band-bending is upward and downward in the depleted surface region for n-type and p-type GaP,
respectively, as schematically shown in Figure 4. Upon photo-illumination, several processes occur at
GaP(100) surfaces. Surface electric fields (or surface voltages) are established when free carriers are
generated and separated in the space charge region by the incident illumination. The existing surface electric
fields, negative for n-type and positive for p-type, dictate moving directions for photoinduced electrons and
holes, leading to the separation of the photoinduced electron−hole pairs. Photoexcited electrons are driven
to the bulk region, while photogenerated holes move towards the surface for n-type GaP in Figure 4 (A).
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The opposite occurs for p-type GaP in Figure 4 (B). Surface electric fields are non-specific to all four
surface states, shallow or deep, and enhance all transitions of surface states in GaP crystals.

Surface potentials increase with increasing holes at n-type GaP surfaces and decrease with increasing
electrons at p-type GaP surfaces. Such photoinduced surface charging results in the band flattening. Surface
voltage follows the relation with carrier density: V=Vs/(1+ ns/n), where Vs is the band-bending potential,
and ns is the accessible surface carrier density. Considering a penetration depth of 115.9 nm for GaP at
400nm, photogenerated carriers under 10 ᵰ�J/cm2 are on the order of 1.43×1013 cm-2. The values of Vs were
estimated to be 1.05 V and 1.03 V for n- and p-type GaP, respectively, as found in Supporting Information.
Surface band flattening occurs as photoinduced carriers increase. We were then able to obtain the accessible
surface carrier densities of 1.41 ± 0.02×1013 and 1.49 ± 0.02 ×1013 cm-2 for n- and p-type GaP(100) from
the fittings of the relationship between surface voltage and carrier density, as shown in Figures 4 (C) and
(D). The obtained surface sites were found to be comparable for n- and p-type GaP(100), and are consistent
with those for the proxy of GaAs.99

Surface electric fields (or surface voltages) build up with a rate, ᵅ� , . ,  in the space charge region.

Photogenerated holes move towards the surface region, resulting in an increase in surface electric fields in
the case of n-type GaP. On the other hand, photoexcited electrons approach towards the surface region,
resulting in a decrease in surface electric fields in the case of p-type GaP. Subsequently, surface states are
preoccupied with carriers, negative for n-type and positive for p-type, as presented in Figure 4.4-5 The
surface states with existing charges at equilibrium are populated by photoexcited oppositely-charged
carriers with a rate of surface population, ᵅ�, , ’  (i = e or h). In other words, the newly generated holes collide

with existing electrons in the surface states for n-type GaP. Conversely, for p-type GaP, the newly generated
electrons react with the existing holes in the surface states. It is important to point out that the surface fields
are not affected by trapped carriers in surface states in our case since the density of preoccupied oppsite
carriers is low from our fitted amplitudes of the kinetics. However, in the case of a high density of
preoccupied oppsite carriers, the surface fields might be affect by trapped carriers.

Thus, the dynamical processes of time-dependent surface holes, ᵅ�,D (ᵆ�), and surface electrons, ᵅ�,E(ᵆ�),

are described by the following separate differential equations:
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where ᵅ� , . , ’  (i= h or e) represents buildup rate of surface electric fields, ᵅ�7,’ (i= h or e) gives the population
rates of surface states for holes or electrons, and ᵅ�8’ (i= h or e) is the recombination rate of the electrons or
holes trapped on surfaces (beyond our scope since the recombination time is very slow). At a fluence
exceeding the saturation value, surface carrier-carrier annihilation can take place, which is not considered
here. The surface voltage buildup process has a rate of 2.86 ± 0.30 ps-1 for n-type and 2.50 ± 0.25 ps-1 for
p-type GaP(100), and is independent of surface states, shallow or deep. The bimolecular process can be
considered as a second-order reaction,92, 100 by following ts = t0 + 1/(kp,in0), where n0 is the number density
of photoexcited carriers transported to the occupancy of surface states. Therefore, the population rate
constants were estimated to be 0.020 ± 0.002 cm2s-1 for n-type, and 0.035 ± 0.002 cm2s-1 for p-type, as
shown in Figures 4 (C) and (D). These results reveal that the drift velocity of surface electrons is faster than
that of surface holes. These differences for GaP are again comparable to those for GaAs.101
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Previous studies showed that buildups of surface voltages were measured by time-resolved reflectivity
experiments with a similar value for n- and p-type GaAs.101 The reflectivity for n- and p-type GaAs
exhibited opposite signs for the two different dopings but no spectral information could be obtained. Time-
resolved surface-photovoltage spectroscopy (SPV) provided significantly different time constants for n-
and p-type GaAs.102 Neither time-resolved reflectivity nor time-resolved SPV methods are surface-selective
methods. Our surface-specific time-resolved ESFG showed distinct spectral signatures of buildups of
surface electric fields for n- and p- type GaP(100). Furthermore, our TR-ESFG experiments offer unique
information of surface carrier population of surface states. Such a process is different from surface
recombination, which is on the order of ns-ᵰ�s for GaP crystals. Surface recombination is concerned about
surface carriers interacting with local and deep traps at surfaces, while surface carrier population deals with
the interaction of photogenerated surface carriers with preoccupied surface states containing surface
charges of an opposite sign. As described above, the classical interpretation says that the shallow surface
states can provide free carriers, while the deep surface states are generally localized and act as traps to
facilitate the separation of electron-hole pairs. Our results showed that both the delocalized and shallow
surface states are involved in the buildup of surface electric fields and surface carrier population.
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Figure 4. Schematic of photoinduced carriers moving towards surface regions and populating
surface states of n-type (A) and p-type (B) GaP(100) crystals. The arrows represent increasing
fluences. The surface population rates and surface densities obtained for n- (C) and p-type (D)
GaP(100).

Conclusions

We have investigated surface electric fields and surface carrier population kinetics for n- and p-type
GaP(100) crystals by deploying time-resolved ESFG spectroscopy. Our azimuth dependent transient ESFG
spectra have demonstrated that surface responses, instead of bulk, dominate photoinduced responses. Four
surface states were identified at 478 nm, 494 nm, 514 nm, and 524 nm, from shallow to deep with respect
to the CB, for n-type, and four surface states at 477 nm, 489 nm, 507 nm, and 521 nm, from shallow to deep
with respect to the VB, for p-type. All of these surface states were found to be involved in both surface
electric fields and surface carrier population. Transient spectral signatures of the surface states showed that
photoexcited electrons move towards the surface regions for p-type GaP, while photoexcited holes migrate
to the surface regions for n-type GaP. The buildup of the surface electric fields is independent of applied
pump fluences with a rate of 2.86 ± 0.30 ps-1 for n-type and 2.50 ± 0.25 ps-1 for p-type GaP. Subsequently,
the surface carriers populate existing opposite charges in surface states. Such a surface population process
is strongly dependent upon applied fluences. The behavior of the surface population process is bimolecular
with a rate of 0.020 ± 0.002 cm2s-1 for n-type, and 0.035 ± 0.002 cm2s-1 for p-type crystals. These findings
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provide new insight into structural dynamics of semiconductor photoelectrode surfaces under ambient
conditions.

Supporting Information

The supporting information includes as follows: Steady-state ESFG; Calculations of Fermi levels for n- and
p-type GaP(100); Estimation of Band Bending for n- and p-type GaP(100); Calculations of Carrier
Densities by 400 nm Pump; Nonlinear region caused by large transient changes of time-resolved ESFG;
Detection Sensitivity of Time-Resolved ESFG; Azimuth-Dependent Transient ESFG signals under
Different Polarizations; Simulated Azimuth-Dependent Pre-factor; Experimental Results of Azimuth-
Dependent Transient ESFG signals at t = 90 ps under PSS and SPS Polarization Combinations; Fluence-
Dependent Dynamics for the three Peaks under PSS Polarization.
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