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Abstract— Next-generation brain—computer interfaces (BCls)
for healthy individuals are expected to largely rely on noninvasive
functional imaging methods to record cortex-wide neural activity
because of the risk associated with surgically implanted devices.
In this work, we present a fully integrated 1.8 X 1.8 mm
single chip that can be arrayed on a wearable patch to perform
noninvasive, functional brain imaging over large cortical areas.
This chip node contains two bonded vertical-cavity surface-
emitting lasers (VCSELs), an 8 X 8 single-photon avalanche diode
(SPAD) array with event-driven time-to-digital converters (TDCs)
per row, and a digital back-end for on-chip histogramming
and time-gating. We achieved 70-ps resolution for time-of-flight
(ToF) imaging at the record-high 100-MHz laser repetition rate
with 80-mW total power. We showed that time-gating improves
the imaging contrast by as much as 36% using a brain-skull
phantom. The fully integrated and compact node presented here
is the key enabler for future high-spatiotemporal-resolution time-
domain diffuse optical tomography (TD-DOT) imaging arrays.

Index Terms— Diffuse optical tomography (DOT), noninvasive
brain imaging, time-of-flight (ToF) imager, wearable patch.

[. INTRODUCTION

ON-INVASIVE functional brain imaging is a crucial
Ntool for behavioral neuroscience studies, assessment of
brain disease, and development of brain—computer interfaces

(BClIs). Diffuse optical tomography (DOT) is a promising
noninvasive imaging approach which relies on reduced optical
scattering and absorption of the human skull and brain tissue
in the near-infrared (NIR) spectrum [1]. Time-domain-DOT
(TD-DOT) is a type of DOT in which the time-of-flight
(ToF) of scattered photons is measured and used to extract
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information about penetration depth into the tissue, which
improves image quality compared with continuous-wave
approaches [2]. TD-DOT typically relies on arrays of optical
sources and detectors and has the potential to allow for direct
sensing of intracellular neural activity and hemodynamics at
spatial resolutions that exceed those of electroencephalogram
(EEG) and at temporal resolutions that exceed those of func-
tional magnetic resonance imaging (fMRI) [3] while support-
ing more compact and cost-effective form factors. Recent work
with benchtop TD-DOT hardware has even shown that spatial
resolutions similar to fMRI can be achieved with dense source-
detector configurations at a few mm-range distance [4], [5].
Despite many efforts in developing such a device in a wear-
able form factor [6], [7], [8], achieving high-spatiotemporal
resolutions remains challenging [9]. Dense and compact
co-packaging of optical and electronic components to enable
sub-cm pitch for source and detector arrays [10], required
to improve spatial resolution, is difficult to achieve with
off-the-shelf components. Moreover, as the array size grows
beyond hundreds of source/detectors, interfacing optical com-
ponents and electronics requires complex and high-density
wiring [8], [11]. At the same time, collecting raw ToF data in
large-scale arrays can result in multi-Gb/s bandwidth require-
ments which can impose additional challenges [8].

In this work, we address all of these challenges by demon-
strating the design of an integrated-circuit node that can be
arrayed on a flexible printed-circuit board (PCB) and functions
as a building block for an NIR TD-DOT wearable patch
(see Fig. 1). The node contains not only light emitters and
detectors, but all of the necessary electronics required to
perform distributed TD-DOT imaging at laser repetition rates
in excess of 100 MHz, which allows for frame rates in
excess of 3 kHz while collecting sufficient photons per frame.
Integration of CMOS electronics at each node enables us to
reduce required data transfer bandwidths by histogramming
ToF data.

This article is organized as follows. Section II describes
the requirements for high spatiotemporal resolution TD-DOT
imaging, and Section III describes a TD-DOT array that
meets these requirements. System architecture and experimen-
tal results are presented in Sections IV and V, respectively.
Section VI concludes the article and presents the comparison
with prior work on chip-scale ToF imagers and state-of-the-art
DOT experimental systems.
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Fig. 1. NIR TD-DOT wearable patch for noninvasive brain functional
imaging using an array of proposed integrated-circuit nodes (S and D stand
for source and detector, respectively).

II. HIGH-SPATIOTEMPORAL RESOLUTION TD-DOT

Conventional DOT can be used to measure blood-oxygen-
level-dependent (BOLD) signals by detecting changes in the
optical properties of underlying tissue that arise due to the
different absorption coefficients of oxygenated and deoxy-
genated hemoglobin (Hb/HbO>) in the NIR spectrum. Changes
in Hb/HbO, act as an indirect indicator of metabolism in the
brain due to neuronal activity. TD-DOT is a method for the
measurement of BOLD signals that utilizes complex timing
electronics that can provide both intensity information and
arrival times of incoming photons. Arrival-time histograms
provide information about both the scattering and absorption
of the tissue in the optical path [1], [2]. The presence of
time-dependent absorption or fluorescence within underly-
ing tissue (e.g., due to hemodynamics or voltage-/calcium-
dependent absorbers or fluorophores) modulates the properties
of the arrival-time histograms collected at the detector, where
the primary effect of changes in absorption is reflected in
the decay rate of the tail of the histogram (larger absorption
corresponding to faster decay, and vice versa). By collecting
histograms at many locations on the surface of the head, a
time-dependent tomographic model of activity in the brain
can be constructed using inverse imaging algorithms based
on radiative transfer equations (RTE) [1], [2].

High spatial resolution in TD-DOT is dependent on creation
of an array of optical sources and detectors at high density,
where high density is normally taken to mean that the space
between adjacent elements is no more than 15 mm [12].
However, recent work has shown that TD-DOT can realize
spatial resolutions as high as 1 mm?® through a 6.5-mm skull
phantom when a 55 array of sources and detectors are
positioned on a 4-mm pitch [4]. This result was obtained
by scanning a single source and single detector around the
phantom to 25 fixed positions separated by multiples of 4 mm,
thereby emulating a 22 cm, 5 5 array of sources and
detectors with bulky optical equipment. While these results
suggest great potential for TD-DOT hardware in rivaling fMRI
as a noninvasive brain imaging technique, integrated TD-DOT

IEEE JOURNAL OF SOLID-STATE CIRCUITS

arrays with equivalent form factor have yet to be realized. This
is likely because an array of this form factor would require
the integration of optical sources and detectors at each node,
as well as circuits that support precise timing resolution and a
digital backend capable of histogramming photon arrival times
so that data rates remain manageable as the number of nodes
increases.

Beyond density, the form factor of a large array imposes
additional challenges for detectors at each node. At source-
detector separations as large as 2 cm, source power is attenu-
ated by five orders of magnitude or more, which necessitates
that detectors have very low noise-equivalent power (NEP),

on the order of 20 fW/ Hz, to minimize contributions of
read noise in measurements where photon count is very
limited [12].
In contrast, at source-detector separations as small as 4 mm,
detectors see large numbers of photons, with the majority
of these early-arriving photons being non-informative as they
are backscattered off of the skull [1], [10]. To help address
this issue, detectors used in TD-DOT hardware should sup-
port time-gating so that early-arriving photons can be gated
out of measurements. By rejecting skull-backscattered pho-
tons, which dominate in the case of sub-cm source-detector
pitch configurations, the dynamic range of detection can be
increased, and pile-up distortion can be minimized [10], [13].

This ultimately leads to better image contrast and contributes

to higher spatial resolution during image reconstruction [14].

High temporal resolution in TD-DOT is dependent on the

achievable frame rate. A frame rate of 10 Hz is considered
optimal for the detection of BOLD signals [12], but higher
frame rates are needed for the direct recording of brain
activity using red-shifted NIR genetically encoded calcium or
voltage indicators [15] which require milliseconds temporal
resolutions [5], [16]. Relative to benchtop systems, integrated
TD-DOT hardware has the advantage that dedicated sources
and detectors can be used at every location in the array,
which eliminates the need for scanning and allows for detec-
tors to operate in parallel so that integration time can be
maximized for each source-detector pair. For example, in a
benchtop scanning system with a single source and detector,
a 10-Hz frame rate with a 5« 5 array of sources and detectors
implies only 160 s of integration time for a given source-
detector pair. When the time needed to change the position
of the source and/or detector optics between measurements is
considered, it rules out this type of system for the detection
of BOLD signals in vivo [5]. In comparison, a fully integrated
TD-DOT array could incorporate 25 unique detectors that
operate in parallel, increasing available integration time to
4 ms per source-detector pair with no time lost to scanning.
In addition, custom hardware can be designed to support laser
repetition rates as high as 100 MHz, which is helpful for the
collection of a greater number of photons within the available
integration window.

The final aspect of TD-DOT hardware that must be con-
sidered is the impulse response function (IRF) of the overall
system, as determined by the sources, the detectors, and the
jitter of timing electronics. Long IRF tails can reduce contrast,
limit the effectiveness of time-gating, and limit the resolution
of ToF measurements, thereby negatively contributing to both
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Fig. 2. Block diagram of the CMOS integrated circuit node.

spatial and temporal resolution [14], [17]. The selection of
sources and detectors having sharp timing response is, there-
fore, critical.

III. TD-DOT IMAGING ARRAY

There is a need for a compact integrated element, herein
referred to as a node, that could enable the realization of a
TD-DOT array for brain imaging like the one proposed in [4]
without having to rely on bulky optical components and timing
electronics. Instead, this node would incorporate all necessary
electronics and optics in a fully integrated form factor. The
node would have dimensions less than 2 w 2 mm such that
it could be tiled at a 4-mm pitch while leaving adequate
space for circuit board routing within a larger array. The node
would also have a digital backend capable of histogramming
photon arrival times to keep data rates manageable as array
size increases. Finally, the node would feature a source capable
of generating sharp optical pulses, avietector with time-gating
capabilities and NEP below 20 fW/ Hz, and timing electron-
ics that minimize overall system IRF.

These needs are addressed by the node chip demonstrated
here. Vertical-cavity surface-emitting lasers (VCSELs) are
chosen as the source due to their sharp optical pulsewidth and
high electrical bandwidth, which support the need for mini-
mal system IRF and high laser repetition rate. Single-photon
avalanche diodes (SPADs) are chosen as detectors for their
TCSPC capabilities, low NEP, and support for time-gating.
Time-to-digital converters (TDCs) with 70-ps timing resolu-
tion are designed to minimize overall system IRF, and a digital
histogramming backend is incorporated to reduce off-chip
data bandwidth. Through the integration of SPADs directly
alongside timing and histogramming electronics, as well as
direct mounting of VCSELSs on the surface of the CMOS chip,
the node is of a favorable form factor for the creation of dense
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arrays. Fig. 1 illustrates a TD-DOT imaging array that can be
realized using the node presented in this article. During each
recording frame, one or more of these nodes are configured to
act as light sources to send a programmable number of short
laser pulses into the tissue, while all nodes simultaneously
perform ToF measurement of detected photons.

IV. SYSTEM ARCHITECTURE

Fig. 2 shows the system-level block diagram of the node
chip electronics. The chip uses two VCSELs with dedicated
drivers to illuminate the imaging scene, which supports dual-
wavelength operation. These VCSELs are stacked directly
onto the chip surface with their cathode (bottom plate) in
direct contact with a metal pad on the chip surface, while the
anode pads are wire-bonded to another on-chip pad. With two
wavelengths, we can measure two chromophores, in particular,
Hb/HbO; in the case of BOLD measurements. From this,
we can calculate total hemoglobin concentrations [THb] —
[HbO:] 4+ [Hb], and oxygen saturation StO,  [HbO,]/[THb].
We can also use information at two different wavelengths to
deduce changes in blood volume that would introduce artifacts
in Hb/HbO, measurements performed at a single wavelength.

The node chip also contains electronics that handle detection
and timestamping of incoming photons. Photon detection is
accomplished through the use of SPADs that are operated by
in-pixel active quench and reset circuits (AQCs) with tunable
delays to control time-gating. Timestamping is accomplished
using TDCs.

The most basic implementation of photon detection and
timestamping backend would involve just a single SPAD/AQC
paired with a single TDC. However, in TD-DOT, where photon
shot noise contributes to measurement noise, image contrast
is improved by increasing the number of parallel photon
detection paths to collect more photons for a given integration
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Fig. 3. Overall timing diagrams of the node operation.

window. With this in mind, the chip was designed to support
as many parallel photon detection paths as possible given the
chip form factor. With an allowable chip size of 2 2 mm,
and after pre-allocating space for two VCSELs, two VCSEL
drivers, and 10 pads, we were able to fit a maximum of eight
TDCs in a single column.

Further increasing the photon collection capabilities of the
chip can be realized by replicating the column many times in a
TDC-per-SPAD architecture. However, it is worth considering
that with a SPAD-based imager, where light levels must be
kept low so that pile-up distortion can be avoided, SPADs
are expected to detect photons in less than 1% of the clock
cycles in which they are enabled [18]. It is, therefore, possible
to share a single TDC between multiple SPADs/AQCs in
a winner-take-all (WTA) configuration with minimal loss of
information due to overlapping detections. This yields a TDC-
per-row architecture, which is more power efficient, especially
when the relatively high static current draw of the TDC is
considered. For this reason, we chose to incorporate as many
SPADs as possible per TDC in a single row. SPADs were
pitch matched in the horizontal and vertical direction with the
TDCs, resulting in eight SPADs per TDC. The overall photon
detection chain on the chip, therefore, consists of eight TDCs
and an 8 %8 array of SPADs/AQCs enabling detection and
ToF measurement of up to eight photons simultaneously.

The overall timing diagram of node operation is shown in
Fig. 3. In each imaging frame, one (or more) chip(s) can act
as the source by emitting short VCSEL light pulses after each
rising edge of the reference clock (Ref Clk). Thus, the Ref
Clk frequency, which is set to 100 MHz, determines the laser
repetition rate. Each node has a tunable inverter-based delay
line to adjust the delay of the SPAD time gate (AQC_EN)
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Fig. 4. Cross section of the SPAD.

relative to the Ref Clk, and VCSEL pulses, which allows for
early photons to be gated out of the measurements. The delay
line has a 200-ps least-significant bit (LSB) and eight bits with
a maximum possible delay of approximately 50 ns. This allows
for the SPAD time gate to be swept through the entire positive
phase of the clock cycle at frequencies as low as 10 MHz,
which sets the imager’s minimum operating frequency. Once
a photon has been detected (AQC_DET signal generated by
the AQC circuit), it will trigger the Start signal for a TDC.
The ToF will be indirectly measured with respect to the falling
edge of reference clock. Hence, the stop signal for TDC is set
by the inverted Ref Clk. Finally, once the TDC operation is
complete (TDC_Valid signal), the result is sampled by the
rising edge of Ref Clk and it goes through a digital backend
for subtraction and histogramming. We will elaborate on the
details of major chip components and blocks below.

A. NIR SPAD Design

SPADs are implemented with an 11-/m diameter active area
using a custom doping implant. Pixels have a 60-/m pitch with
3% effective fill factor (FF). While the entire SPAD array acts
as a single detector on a single chip, it is necessary to have an
array of SPADs to increase the detection aperture and collect
sufficient photons in each frame. The SPADs are optimized
to have maximum photon detection probability (PDP) and
minimal jitter in the NIR. This is accomplished using a deep
p-type implant that forms an avalanche region with a deep
n-type implant as illustrated in the cross section of the SPAD
shown in Fig. 4. By moving the avalanche region of the SPAD
deeper into the silicon, the PDP and jitter of the structure
at NIR wavelengths can be improved at the expense of PDP
and jitter at visible wavelengths. We have also used a custom
p-type implant in this process in order to further improve the
PDP. In addition, we have added metal shielding using the
first back-end-of-line metal layer to prevent the absorption of
photons by non-active regions of the SPAD such as guard
rings and surrounding substrate. Carriers created in these
regions by impinging photons have lifetimes on the scale of
several nanoseconds and trigger delayed avalanches that occur
long after the photon was first absorbed by the SPAD. This
creates the “diffusion tail” commonly seen in the SPAD’s IRF.
In TD-DOT systems, the delayed avalanches caused by these
carriers cannot be distinguished from avalanches caused by
late-arriving photons in the tail of the histogram. As a result,
the carriers act to reduce contrast in the later time bins, which
typically carry the most useful information. It is, therefore,
crucial to suppress their effect as much as possible.
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Fig. 5. Circuit diagrams of (a) AQC and (b) TDCs’ inverter delay-cells (only
one of two reset configurations is shown).

B. Active Quench and Reset Circuit

Fig. 5(a) shows the circuit diagram of the AQC, which
is based on our previous work in [19]. To reduce SPAD
dead time, the AQC is designed to gate the SPAD from an
OFF state to an ON state in less than 200 ps. On the rising
edge of EN, a level shifter converts this signal to the VRST
domain, allowing it to turn off the PMOS quench transistor
(M1). In parallel, a one-shot pulse is generated by latching
VDD into a flip-flop on the rising edge of EN, turning on
the NMOS reset transistor (M2), and discharging the SPAD
anode past its breakdown voltage. Once the SPAD is in Geiger
mode, the inverter-based comparator flips, causing the one-
shot flip-flop to asynchronously reset low and turn off the
NMOS reset transistor, leaving the SPAD anode in a high-
impedance state. Upon detection of a photon, an e~/h* pair
gets accelerated by the large electric field in the depletion
region pushing avalanche current into the high impedance
anode causing the inverter-based comparator to flip. A second
inverter uses thick-oxide devices and level-shifts down to the
VDD domain, sending the rising edge of the photon detection
signal into the event-detection flip-flop which passes the EN
signal to the WTA NMOS pull-down transistor at the output.
The SPAD remains in an OFF state until the next EN signal
is generated based on the system clock. Since the AQC uses
an internal monostable pulse generator to reset the SPAD, the
circuit can be used with SPAD variants with extra capacitance
at the anode. In addition, the VRST can be tuned between
1.5 and 3.3 V depending on the targeted excess bias voltage.
The AQC’s reset path delay supports operation at a 100-MHz
repetition rate and supports excess-bias voltages of up to 3.3 V

with the use of thick-oxide reset and pre-charge switches at
the anode.

Each pixel has its own enable signal to deactivate “hot”
pixels [SPADs with abnormally high dark count rates (DCRs)].
This is implemented by adding a local AND gate between the
global EN signal and a separate per-pixel enable signal.

C. VCSEL Driver

The VCSEL drivers are implemented using thick-oxide
devices with up to 3.3-V drive capabilities and a level-shifter
pre-driver. Voltage-mode VCSEL drivers have been used here
to achieve higher power efficiencies over conventional current-
based VCSEL drivers [20]. VCSEL pulses are generated by
delaying the reference clock (see Fig. 3) with a NOR gate in
the nominal 1.5-V digital voltage domain. A three-bit tunable
delay with a 120-ps LSB is designed to generate tunable pulse
widths for the VCSEL drivers. The NOR gate’s output pulse is
buffered and fed into a low-voltage level-shifter with a PMOS
cross-coupled pair [21], followed by a series of pre-drivers and
the final VCSEL driver in the high-voltage domain.

Since VCSELSs have been shown to have more delay on the
rising edge than the falling edge of a pulse if fully modulated
from an OFF to an ON state [22], we have skewed the pulse
generator to speed up the rising edge.

D. TDC and Histogramming Backend

TDCs are implemented using asynchronous control logic
and a four-stage ring-oscillator (shown in Fig. 2) employing
pseudo-differential inverter cells with a cross-coupled PMOS
load [23]. Fig. 5(b) shows the TDC inverter cells’ detailed
circuit diagram. We have also added dummy reset switches
[M4 and MS5 in Fig. 5(b)] to the inputs for symmetricity and to
improve the differential nonlinearity (DNL). Enable switches
are implemented using pass gates, and PMOS current-bleeders
(M9 and M10) have been added to boost the oscillator’s
frequency and achieve the target LSB of .70 ps. The
10-bit outputs of the eight TDCs are composed of three fine
bits and seven coarse bits. The three fine bits are generated
by encoding the eight possible internal states of the four-
stage ring-oscillator as a three-bit binary number. The seven
coarse bits come directly from the asynchronous counter,
which is incremented at every full oscillation cycle of the ring
oscillator. The TDC is event-driven: the rising edge of the
detection signal from the AQC starts the ring oscillator, and
the falling edge of the clock stops it. This ensures that the ring
oscillator is only started when a photon is detected. Because
the start signal can arrive at any time relative to the stop
signal, it is important that the digital backend samples the TDC
outputs at the correct time to guard against metastability, which
is accomplished using asynchronous control logic. In the
negative phase of the clock, which comes just after the stop
signal, the control logic waits for a fixed amount of time to
ensure that the asynchronous counter has time to settle to its
final value before moving the fine and coarse bits into a set of
output flops. After another fixed delay to ensure that the data
has finished propagating into the output flops, the TDC Valid
signal is asserted before the next rising edge of the clock.
At the rising edge of the clock, the subtractor samples the
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outputs flip-flops if the TDC Valid signal has been asserted.
This mechanism allows for TDC data to move from the TDC to
the backend logic with no possibility for metastability. While
the ring oscillator and the counter are on the same VDD
supply, we have added local decoupling caps to minimize
the impacts of digital switching currents on the oscillator’s
frequency.

The TDC outputs (10 b total) are then fed into subtractor
blocks. While the TDC can generate timestamps between
0 and 70 ns, the imager keeps data rates low by transmitting
only a 10-ns window of the captured transient. Due to the
event-driven architecture of the TDC, raw timestamps from the
TDC represent the time at which a photon was detected relative
to a half-cycle before the next laser pulse. The subtractor is
typically configured at runtime with a value equal to half of
the clock period divided by the TDC resolution. The output of
the TDC is then subtracted from this value such that the output
of the subtractor block represents the actual ToF between the
VCSEL pulse and the detected photon. The subtractor can be
configured with a value offset from this typical value such that
TDC outputs can be shifted prior to entering the accumulator
bank, allowing for any portion of the captured transient to be
shifted into the 10-ns stream-out window. This facilitates a
large reduction in the number of histogram bins while still
allowing transients to be captured that occur more than 10 ns
after the VCSEL pulse. The end result of limiting the stream-
out window is a reduction in chip bandwidth by approximately
a factor of seven. Furthermore, we can correct any ToF offset
errors due to duty-cycle offset and chip-to-chip variations, for
example, by using this subtractor block in a ToF measurement
setup described in Section V.

The outputs of all eight subtractors flow into a bank of
accumulators, where the ToF measurements collected by the
eight data paths are aggregated into a single histogram per chip
with 150 12-bits bins. Finally, the histogram is serialized in
the data transmitter (Tx) block and transmitted to a central
field programmable gate array (FPGA) unit at the end of
each frame. The clock driving the Tx block is designed to
be completely asynchronous to the clock driving the imager
core. This allows the imager core to run at high frequencies
to maximize the number of photons captured per unit time,
while simultaneously allowing the data transmission block to
run at very low clock frequencies. This reduces the need for
complex clock routing of the Tx clock, which is favorable for
densely arraying the node on a package.

The chip operates independently after initial configuration,
with the number of laser pulses monitored with a 15-bit
counter and histogram stream-out triggered when the counter
reaches a programmable value. Histogramming on-chip keeps
the data rate very low compared with chip architectures that
transmit single SPAD counts and corresponding timestamps.
The chip streams out 1800 bits, corresponding to 150 12-bit
histogram bin values, every 320 Us during normal operation
at 100 MHz, which sets the data rate at 5.625 Mb/s. This
implies a frame rate of 3125 frames/s is possible from a
single chip. These low data rates help to ensure manageable
aggregate data rates when the node is arrayed. The Tx block
can support operation up to 25 MHz, which could allow for
theoretical operation of a single node at frames rates as high
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VCSEL Cathode VCSEL Anode

Digital
Backend

8x8-SPAD
Array
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(d)

Fig. 6. Micrographs of (a) node chip and (b) pixel cell, a photograph of
two chips at 4-mm node pitch with bonded VCSELs wire-bonded on (c) PCB
board, and (d) flip-chip bonded packaging on a flexible substrate for ultimate
wearable patch form factor.

as 13 888 frames/s, although this frame rate is likely not useful
as it limits integration time within a frame to only 72 Us.

Design choices regarding the ToF resolution, histogram
bin sizes, and gating requirements are based on Monte-Carlo
simulations verified by a phantom measurement from [14]
and using a new sparse TD-DOT image reconstruction
approach [4]. With an LSB of .70 ps, the stream-out window
of 150 bins allows for 10.5 ns of collection time within a single
histogram. For clock frequencies between 50 and 100 MHz,
10.5 ns is sufficient time for all photon counts between sub-
sequent VCSEL pulses to be captured and streamed out. His-
togram bins were allocated only 12-bits with the understanding
that for a large array, longer integration times more uniformly
sample the field of view when the emitter is swept around the
array a larger number of times at faster intervals rather than
simply integrating for a longer time within a single sweep.
With this approach, more histograms are generated during
operation, but the number of counts within a histogram is kept
small. This makes 12-bit counters adequate for providing the
dynamic range needed for imaging with a large array.

V. SYSTEM CHARACTERIZATION AND MEASUREMENTS

A micrograph of the 1.81.8 mm node chip, fabricated in a
130-nm high-voltage CMOS process, is shown in Fig. 6. The
compact node area allows us to array these nodes with a tight
pitch of 4 mm either on a rigid substrate with wire-bonding
or on a flexible polyimide PCB substrate using flip-chip
bump bonding. While the SPADs are monolithically designed
and implemented in the CMOS chips, VCSELs have to be
heterogeneously integrated. This has been done by bonding
the VCSEL’s bottom pad (cathode) via silver epoxy to a large
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Fig. 7. (a) SPAD’s PDP versus wavelength, (b) SPAD’s jitter, (c) TDC’s
DNL and INL, and (d) TDC’s jitter measurement.

CMOS pad (250 5250 pm) using a flip-chip bonder, and wire
bonding the anode pad afterward, as shown in Fig. 6(c).

We have successfully managed to flip-chip bond the chip
on a flexible PCB, as shown in Fig. 6(d). The flexible PCB
has a cut-out to provide an optical window for VCSELs and
SPADs. This approach allows us to package a large array of
presented nodes in a wearable patch for future experiments
on a curved brain/skull phantom or animal/human subjects.
For our measurements, however, we chose to package the
chip on a rigid board for ease of use in our experiment
geometries. All supplies (VDD of 1.5 V, and HVDD of 3 V for
VCSEL drivers) were sourced externally, and each supply was
fit with discrete decoupling capacitors. Here we present the
measurement results of chip blocks and in vitro experiments.

A. SPAD and TDC Characterization

The SPADs have a break-down voltage of 26.2 V and
achieve PDPs of 21.7% and 10.5% at 670- and 850-nm
wavelengths [see Fig. 7(a)], respectively, at a 1.5-V excess-
bias voltage with a median DCR of 6.9 cps and a full-width
half-maximum (FWHM) jitter of,115.5 ps [see Fig. 7(b)]. The
NEP of the SPAD is 0.19 fW/ Hz at 670-nm based on the
formula in [24].

The TDCs have been characterized using an external pulse
generator from the median of 50 samples, as shown in
Fig. 5(c) and (d). The measurements show.70-ps timing
resolution (LSB) over the entire range of .70 ns, which allows
the chip to support repetition rates as low as 10 MHz. The
TDC’s FWHM jitter is less than 0.45 LSB for a fixed delay
of 10 ns from a total of 100-k measurements with a median
DNL and integral non-linearity (INL) of 0.52 and 3 LSB
across the entire TDC range, respectively. The TDC achieved
similar or better than 0.45 LSB FWHM as the delay is
varied. In addition, we have tested all TDCs simultaneously
to make sure that potential supply droops will not impact the
ToF measurements, and we have not noticed any changes in
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Fig. 8. ToF measurements: (a) sample histograms for multiple chip-mirror
distances (z) and (b) histograms’ peak and FWHM for 1-6-cm z-range.

their characteristics. Each TDC consumes 17.5-4A dynamic
current at 500 kS/s with 3-mA static current drawn by PMOS
current-bleeders.

B. VCSEL Characterization

We use 670-nm VCSELs from Vixar Inc., as our light
sources, which feature a threshold current of 700 YA, >5 GHz
3-dB electro-optical bandwidth, and 3-mW peak optical power
in pulsed mode. We achieved optical pulse widths 0f~210 ps
with a _1-V cathode bias and 3-V electrical peak drive
voltage. These optical output power values are comparable
with other TD-DOT devices [25]. While currently we have
only used a single wavelength in our system, 850-nm VCSELs
are also commercially available with higher optical power
(>10 mW) and bandwidths. This higher power is an advantage
despite the lower PDP at these wavelengths.

C. ToF Measurements

Initial device characterization and calibration have been
performed by measuring the ToF using two nodes and a
mirror at multiple distances (z) under low-photon intensity to
avoid a pile-up. Fig. 8 shows the schematic of this test setup
along with three sample histograms. The time-gating delay
is set arbitrarily in this experiment to verify the gating func-
tionality. Histograms are normalized to cancel the free-space
propagation loss for various distances in this plot. The peak
and FWHM of each histogram for the 1-6-cm z-range are
plotted, showing the expected linear relationship with one LSB
for every 2-cm ToF (.67 ps) and a 3-LSB (210 ps) total
FWHM jitter. The accuracy of z-measurement is..1 cm as
determined by the ToF measurement LSB of 67 ps.
The end-to-end timing jitter includes contributions from all the
critical elements of the system, including the SPAD’s IRF, the
VCSEL driver’s optical pulsewidth, and all the jitter associated
with the VCSEL driver, SPAD, AQC, and TDC. Total power
consumption for each chip is 80 mW under ambient light
condition with 32, 36, and 5 mW consumed by the digital
backend, TDC current bleeders, and the VCSEL drivers at
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Fig. 9. Brain phantom experiment: photographs of the test setup, chip nodes, and samples of brain phantoms with different India ink concentrations.

a 100-MHz repetition rate, respectively. The rest of the power
is consumed by the AQC and clocking blocks.

D. In Vitro Measurements

The imaging capabilities of the node along with the effec-
tiveness of time-gating in improving the image contrast are
evaluated by measuring the absorption coefficient changes in
a brain-tissue phantom (a mixture of milk and India ink)
through a 5-mm-thick skull phantom (a mixture of TiO, and
epoxy resin), as shown in Fig. 9. In this work, we image a
static scene where we expect no changes in solution volume
within the optical path, and as a result, we show the results
only at a single wavelength of 670 nm. Reduced scatter-
ing and absorption coefficients are denoted by pt, and U,
respectively. The values are chosen to match skull/brain and
Hb/HbO, optical properties [26]. The concentration of the
ink has been chosen to achieve U, — 0.2 mm~' and p,
2.2 mm~!, which correspond to estimated low and high y, for
hemodynamics [26], [27].

Fig. 10 shows un-gated and gated histograms with an
optimal gating delay of 1.05 ns for two different ink concen-
trations. The collection process for the data shown is described
as follows. The VCSEL is pulsed for 25 000 repetitions,
and timestamps for incoming photons are aggregated by the
digital backend to form a single histogram. The effective
integration time for this histogram is 250 ys. The histogram is
streamed off-chip by the Tx block, while the next histogram
is collected in exactly the same way as was just described.
This process is repeated until a total of 4000 histograms have
been collected and streamed off-chip. These 4000 histograms
are averaged together in backend software, which results in
a 500-ms total integration time for the data shown. In this
way, the histograms of Fig. 10 represent a denoised version of
the information that is collected in 250 ys with our system.
As shown in this figure, the contrast in the tail of the histogram
improves as the time-gating delay is increased. The image
contrast is derived from (N _— Ny)/Ny equation, where Ny
and N denote unperturbed (no ink) and perturbed (with ink)
photon counts, respectively. Larger gating delays reject non-
informative early-arrived photons (from the skull) while still
receiving enough useful scattered photons (from the brain)
to maximize the contrast. Larger gating delays also help to
reduce pile-up distortion in the tail of the measurement, which
further improves contrast relative to ungated measurements.
A more accurate [, estimation and gating delay can also be
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Fig. 10. NIR TD-DOT measurement using brain-skull phantoms: arrival-
time histograms with and without gating, and the imaging contrast comparison
plots.

determined from the decay rate of the histograms [2], [5].
Measurement results in Fig. 10 confirm that gating improves
the contrast by as much as 36% in this experiment. Further
improvements in contrast are possible by further enhancements
to the system’s IRF.

VI. CONCLUSION

The single-chip node with integrated light sources presented
here is an important building block for scalable, wearable NIR
TD-DOT imaging arrays. The performance summary and com-
parison with prior NIR ToF CMOS imagers [6], [7], [23], [28]
are presented in Table I. While on-chip histogramming is key
to significantly reduce the off-chip data rate, in the current
implementation histogramming digital backend dominates the
chip power similar to [6]. This power can be further reduced
in future implementations by using multi-Vth backend design
and better application of clock gating. In addition, gating the
SPADs also requires extra power in particular at high clock
frequencies.

Table II compares our system-level results with state-of-
the-art experimental TD-DOT systems [8], [29]. The system
in [29] is table-top using fibers, a commercial SiPM chip, and
a TCSPC module, while the work in [8] has fully arrayed S/D
modules in a helmet form-factor. By fully integrating the light
sources and detectors into a single chip, which is not done in
[8], we are able to support higher pulse repetition rates, and
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TABLE I
PERFORMANCE SUMMARY AND COMPARISON WITH PRIOR NIR TOF IMAGERS
JSSC’15 [22] ISSCC’11 [27] | TBioCAS’19 [5] | JSSC’20 [4] This Work

Wavelength (nm) 800 637 850 780 670/850

a PDP (%) 12.2 19 5 8 21.7/10.5

= | FF (%) 233 1 40 37

i DCR (Hz) 35Kk 50 10k ~1k 6.9
Jitter FWHM (ps) 260 140 350 ~50 115.5
Range (ns) 200 55 10 70

O Resolution (ps) 49.7 55 N/A 78 70

= DNL/INL (LSB) 0.44/0.47 0.32 (No on-chip <0.1/0.58 0.5273
Jitter FWHM (LSB) 1.21 N/R TDC) 107 0.45
Dynamic Power' (uW) 15 N/R 250 17.5
CMOS Technology 130nm (3D) 130nm 350nm 350nm 130nm
Power (mW) 7 550 N/R 1300 80
Array Size 1400 160>128 8x16 25%70 8x8

- Chip Area (mm?) 0.77%5 11x12.3 2x2 6x7 1.8x1.8

e Repetition Rate (MHz) 40 16 100 80 100

(; Total IRF FWHM (ps) N/R =200ps 430 1000 ~210
Read-out Data-rate (GHz) 1.040 51.2 N/A 0.008" 0.0056
Time-gating No No Yes Yes Yes
On-Chip Histogramming No No No Yes Yes
Integrated Light Sources No No No No Yes

* Core only and under dark condition, + Measured @500kS/s rate, ++ Only one TDC has been used in this system, N/R: Not reported, N/A: Not applicable

TABLE II

PERFORMANCE SUMMARY AND COMPARISON
WITH PRIOR TD-DOT SYSTEMS

Milan Probe | Kernel Flow | This Work
SiPM [28] [6]
Technology H:un}unuusu CMOS CMOS
5 o SiPM 130nm 130nm
g Wavelength (nm) 670 & 830 | 690 & 850 670
g Detector Responsivity 3.3x10% | 7.2x10°* 510
(m?.sr)
System IRF FWHM (ps)| 308-556 290-350 210
Technology ]:‘XIC-lillﬂl Edge—'mvr{i_tting VCSEL
. Laser Laser
£ Wavelength (nm) 800 637 670
E[ ToF Resolution (ps) 80 N/R 70
Max Pulse Power (mW) 2 1 3
ToF DNL (LSB) 0.03 <05 0.52
External Multi-chip [Single chi
Technology Electronics | ona I’CBp £ P
Source-Detector 30 10 <4
IS Distance (mm)
§ Module/chip Size (mm®) 900 10007 1.8x1.8
“ Repetition Rate (MHz) 40 20 100
Dynamic Range + 10 107 107
Count Rate per Detector 40 4.8 100
Node (Mcps)

* Using external lenses, T Estimated, + For 5ms integration window, N/R:
Not Reported.

more importantly, the smallest source-detector distance (4 mm)
reported in a TD-DOT system.

This work sets the stage for mm-range spatial and sub-
second temporal resolutions in future TD-DOT systems in a
wearable form factor. Optimization of flip-chip bump bonding
yield, control of power distribution within the array, and
management of heat generated at the tissue will be critical to
the eventual realization of a wearable devices with hundreds
of sources and detectors. Beyond brain imaging, TD-DOT
wearable devices have many other biomedical applications,

such as breast cancer detection and muscle oxygenation mon-
itoring, which will continue to drive further development of
this technology in the near future.
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