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Abstract
We consider a 2D smectics model

1 (1 1,)\? s
Ec(u)=— - uz—zux + & (uyy)” dx dz.

298

For ¢, — 0 and a sequence {u,} with bounded energies E;, (1,), we prove com-
pactness of {9.u,} in L? and {d,u,} in LY for any 1 < ¢ < p under the additional
assumption ||dyu,||Lr < C for some p > 6. We also prove a sharp lower bound on
E; when ¢ — 0. The sharp bound corresponds to the energy of a 1D ansatz in the
transition region.
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1 Introduction

Liquid crystal phases occur when a material exhibits characteristics of a crystalline
solid while also retaining the ability to flow like a liquid. Smectic-A liquid crystals
(smectics) consist of a stack of uniformly spaced layers of liquid which forms a one-
dimensional density wave. The molecules in each layer tend to align in the direction
parallel to the layer normal. Smectics are typically described (Chaikin and Lubensky
1995; Gennes and Prost 1993) by a complex-order parameter ¥, where the magnitude
of ¥ describes the smectic order and the level sets of the phase @ = Arg ¥ determine
the smectic layers. This is achieved through the introduction of the molecular mass
density p, given at a point X = (x, y, z) by
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2
p = po + pi1cos 7¢(X) ,

where pg is a locally uniform mass density, p; is the density of the layers, and a is the
uniform spacing between layers. Smectic layers are defined as peaks of the density
wave where @ (x) € aZ.

The free energy of a smectic liquid crystal (Santangelo and Kamien 2005) over a
sample volume 2, expressed in terms of the phase @, is

B
F= _/ [(1 - |V¢|)2+A2H2] dxdydz, (1.1
2 Ja

where H = V - N is the mean curvature and N = % is the unit normal vector for

the layers. Here, B and K| = BA? are the bulk and bend moduli, respectively. The
constant A (bend penetration depth) is the intrinsic length scale that sets the scale of
deformations. The first termin (1.1) accounts for the compression strain between layers
and the second term represents the bending energy. When boundaries are present, there
is an additional term coming from the Gaussian curvature

Fx = f/ V-[(V-N)N—(N-V)N]dxdydz.
2

Since this term is a total derivative which reduces to a boundary integral and does not
play a role in minimization of the energy under fixed boundary conditions, it is often
omitted from the free energy.

Inspection of the total energy (1.1) reveals that the compression term prefers equally
spaced layers, while the bending term prefers layers with zero mean curvature, which
are minimal surfaces. The typical ground state minimizing (1.1) is @ (x) = x-n for fixed
n € S?, which corresponds to uniformly spaced layers perpendicular to the n direction.
However, boundary conditions can impose curvature on the layers and the resulting
curvature is generally incompatible with equally spaced layers. Due to the intrinsic
interplay between the layer spacing, the Gaussian curvature, and the mean curvature,
the problem of finding minimal configurations for the energy (1.1) is challenging. Over
the years, physicists have devoted significant effort to looking for exact or approximate
solutions of deformations in smectic liquid crystals (Alexander et al. 2010, 2012a,b;
Bluestein and Kamien 2002; Brener and Marchenko 1999; DiDonna and Kamien 2002,
2003; Ishikawa and Lavrentovich 1999; Kamien and Lubensky 1999; Kamien and
Santangelo 2006; Matsumoto et al. 2012; Santangelo 2006; Santangelo and Kamien
2003, 2005, 2007). The goal of this article is to analyze smectics using tools from
the mathematical theory for similar singularly perturbed variational problems, thus
providing a link between these ideas and the extensive physics literature.

In order to provide the necessary background for our analysis, let us briefly review
the relevant work from this literature. To study deformations of the smectic layers, we
fix coordinates by choosing n = z and introduce the Eulerian displacement field

ux) =z — o (x).
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Expanding the compression strain in powers of Vu = z — V@ and defining V.
= 0% + 0,¥, we can write the compression strain as

1
L= VO~ b — 5 [Viuf’ +0(|vu|3).

In the limit of small elastic strains |Vu| < 1, it is typical to retain only the terms
quadratic in derivatives of « in (1.1), yielding a linear theory to describe elastic defor-
mations in smectic liquid crystals (Gennes and Prost 1993; Kléman 1983). While the
linear theory is rather successful in describing deformations for screw dislocations and
small angle twist grain boundaries, it misses much of the essential physics for edge
dislocations or large angle twist grain boundaries. Due to the truncation at the level of
quadratic terms in Vu, the linear theory for edge dislocations in smectics is only valid
in the limit %%Z‘lz <« 1. This ratio is of order b/A, where b € aZ is the Burgers vector,
and is not small for an edge dislocation (Santangelo and Kamien 2003). This was first
observed by Brener and Marchenko (1999), who demonstrated that for the case b ~ A,
nonlinear effects must be taken into account to describe the asymptotic behavior even
far from the defect core where elastic strain is small. They found an exact solution
to the Euler-Lagrange equation for the following nonlinear approximation of (1.1) in
two dimensions in the regime d.u ~ (d,u)”> < 1

B 1 ? 2
F= E/Q |:(3zu -3 (8xu)2) 412 (afu) } dx dz. (1.2)

Their solution differs significantly from the linear profile even far from the defects
where the elastic strain and layer curvature is small. In the limit of large bending
rigidity, Brener and Marchenko’s solution recovers the profile from linear theory. Their
construction was confirmed experimentally by Ishikawa and Lavrentovich (1999) in
a cholesteric finger texture.

Brener and Marchenko’s solution is a specific example of a special class of exact
solutions for nonlinear approximations of (1.1) developed later by Santangelo and
Kamien (2003). They studied the 3D nonlinear approximation of (1.1)

2
F—E/ |:<8u—l|V 2) 2 2}
- 2 wul?) 4+ A2 (ALw)? | dx, (1.3)
2 Jo 2

where Vi u = (d,u, dyu) and A u = d2u + 8y2u is the linear approximation of the
mean curvature H = V - N. Following a method developed by Bogomol’nyi (1976)
and Prasad and Sommerfield (1976) (BPS decomposition) in the study of field config-
urations of magnetic monopoles and solitons in field theory, Santangelo and Kamien
decomposed the total energy (1.3) into the sum of a perfect square and a total derivative
plus an additional term [ uK, where

1 1
K = Ew-(vwmu—zmwwﬁ)
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represents the approximation of Gaussian curvature in terms of the Eulerian displace-
ment u. For deformations with K = 0, the free energy reduces to the sum of a perfect
square plus a series of surface terms. The minimum is therefore achieved by BPS solu-
tions where the perfect square term vanishes. The BPS solutions satisfy a nonlinear
differential equation of reduced order which can be transformed into a linear equation
through a Hopf—Cole transformation. The energy of these configurations simplifies
to a topological term which can be evaluated on the layers near defect core. For a
deformation depending only on z and x, so that K = 0, the BPS equation becomes

a2,
ot — = (D)’ — hdfu =0, (1.4)

which recovers Brener and Marchenko’s solution through the boundary constraint
ut (x,z=0) = :tg@ (x), where © (x) is the step function. For small K, the BPS
solutions exhibit lower energy than profiles from the linear theory (Santangelo and
Kamien 2003). The same approach was generalized by Santangelo and Kamien (2005)
to the full smectic energy (1.1) where they identified a special class of minima when
Gaussian curvature vanishes. In particular, their analysis showed that the layer defor-
mation in the full theory is very close to that from the partially nonlinear theory studied
in Brener and Marchenko (1999) and Santangelo and Kamien (2003).

While many physics papers focus on finding exact solutions or approximate solu-
tions for nonlinear smectics, works on the mathematical analysis of similar models
often focus on the asymptotic behavior of the energy as a small parameter such as
A approaches zero. In particular, proving compactness and convergence to a limiting
energy (in the sense of I"-convergence) are natural questions in light of the fact that
I'-convergence and equicoercivity imply the convergence of minimizers to minimiz-
ers. Since many of our techniques draw from these ideas, it is perhaps instructive to
recall a selection of results for a well-studied example, the Aviles—Giga functional in
two dimensions. Aviles and Giga (1987) proposed the energy

g:/ LVuP =12 + s(auy (1.5)
Q £

as a model of liquid crystals in the smectic state, where £2 C R? is a bounded domain.

Observe this is similar to (1.1) with @ = u and the mean curvature V - \% replaced

by its linear approximation Au. Up to a boundary term, (1.5) is equivalent to

1
& = / —(IVul> = 1)> + &|VVu|?. (1.6)
o>

When ¢ goes to zero, it is expected that minimizers of & (subject to suitable bound-
ary constraints) converge (in a suitable Sobolev space) to a limiting state uo which
represents the smectic state and satisfies eikonal equation |Vu| = 1 a.e. in £2. Due to
boundary constraints, the solutions to eikonal equation are not smooth and the limiting
energy concentrates on the discontinuities of Vu (the folds). The singular perturbation
term &|VVu|? provides a selection mechanism, choosing a special fold-energy mini-
mizing solution of the eikonal equation. Aviles and Giga conjectured the fold-energy
corresponds to a 1D ansatz at the ¢ level and the limiting energy takes the form
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& = 1/3f I[Vull?,
JVM

where the limiting function u satisfies eikonal equation |Vu| = 1 a.e., Jy, is the
defect set, and [Vu] is the jump in Vu across Jy,. The first significant progress
toward Aviles—Giga’s conjecture came in the work of Jin and Kohn (2000), where
they developed a new scheme for proving lower bounds for the Aviles—Giga energy
(1.6) in two dimensions. Jin and Kohn observed that the divergence of vector field

1 1
Yu = <u1 (1 — u% — gu%) , —Up (1 — u% — gu%)) , uj = oju, uj = oju,

1.7)
namely (1 — |Vu|2)(u11 — upy), can be used to bound &, from below. Under the
specific choice of boundary conditions u = 0, g—z = —1 on 952, they showed the

lower bounds from div Zu are asymptotically sharp for certain domains, supporting
Aviles—Giga’s conjecture that the optimal transition layers are one dimensional. The
picture in two dimensions was completed by Ignat and Monteil (2020) where they
proved any minimizer of (1.6) on an infinite strip is one-dimensional. Taking the
supremum of the divergences of all rotated variants of Zu, Aviles and Giga (1999)
obtained a limiting functional J : W!3(£2) — [0, co) which satisfies

J(u) < liminf &, (u,)
n—oo

for any sequence u, converging to u strongly in W'3(£2). Moreover, J is lower
semicontinuous with respect to strong convergence in W' 3(£2) and coincides with
&o for any u satisfying eikonal equation with Vu € BV (£2). The matching upper
bound when Vu € BV (§2) was shown in Conti and De Lellis (2007) and Poliakovsky
(2008). While the result in Aviles and Giga (1999) suggests the natural function space
for the limiting problem is

AG.(£2) = {u e WH3(2) : |Vu| = 1 ace. in 2 and J (u) < 00},

&o is well defined only if Vu has locally bounded variation in £2. In fact, a coun-
terexample was constructed in Ambrosio et al. (1999) showing there is a function in
AG,(82) which does not have locally bounded variation in £2. In the same paper, the
authors proved compactness of the sublevel sets

ueAG,(2):J(u) <M

for any constant M > 0 and equicoercivity of &, i.e., any sequence {u, } with & (u,)
bounded and ¢, | 0has a subsequence converging to a limiting functionu € AG.(S2).
By adifferent argument, the authors in DeSimone et al. (2001) proved that the gradients
of a sequence {1} with bounded energy & as & goes to zero are compact in L?.
Motivated by the physics literature on smectic liquid crystals and analysis tools
developed in the study of Aviles—Giga problem, we consider the 2D nonlinear approx-
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imations of (1.1) studied by Brener and Marchenko (1999)

2
F(u) = %/Q |:B (E)Zu - % (axu)2> 1K (8?u)2:| dx.

Setting ¢ = /K1 /B and multiplying through by (Be)~!, we arrive at

2
E. (u) = %/ﬂ [é (Bzu — % (axu)2> +e <3§u)2:| dx dz, (1.8)

where £2 C R? is a bounded region. We are interested in the asymptotic behavior of
inf, E. as ¢ — 0, which corresponds to the physical case where the intrinsic length
scale (the bend penetration depth ¢ = A) is vanishingly small compared to a length
scale related to the problem geometry (size of £2).

Our main results are:

e A compactness theorem for a sequence with bounded energies (Theorem 3.1),
e A lower bound on E, when ¢ — 0 (Theorem 4.3), and
e A sharp upper bound when Vu € BV (£2) N L*°(£2) (Theorem 5.1).

For ¢, — 0 and a sequence {u, } with bounded energies E, (u,), we prove compact-
ness of {dcu,} in L7 for any 1 < ¢ < p and compactness of {,u,} in L* under the
additional assumption ||dyu,||L» < C for some p > 6. This assumption is physically
justifiable since the model (1.8) is only valid in the limit of small strains (Brener and
Marchenko 1999; Santangelo and Kamien 2003). From a mathematical perspective,
some assumption is necessary for a compactness result due to the fact that the set
{my = m% /2} € R? is unbounded. Our compactness proof uses an entropy argu-
ment following the work of Tartar (1979, 1983, 2005) and Murat (1978, 1981a,b) on
compensated compactness.

For the lower bound, by applying the BPS decomposition to (1.8), we can write
E.(u) as

1 (1 1 2
Eo(u) = / divE (Vu) dxdz + 5/ - <BZu — — (Bu)* — ga§u> dxdz, (1.9)
0 o> 2

cf. (4.9). It then follows that E; is always bounded from below by the integral of the
total derivative and is saturated when the perfect square term vanishes. However, at
this point, we do not search for solutions of (1.4) so that the second term in (1.9)
vanishes. Instead, for a sequence &, — 0 and {u,} in H' converging to a limiting
function u in a suitable space, we use (1.9) to bound liminf E, (u,) from below by
the total jump in ¥ (Vu) of the limit function u across the jump set, explicitly written

as
f Bt —Bxu” Pyt
Jou 12,1+ @ut + ,u)?
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cf. (4.8). The argument is strongly reminiscent of the Jin—-Kohn argument mentioned
above (Jin and Kohn 2000). Next, for the matching upper bound, by a general theo-
rem of Poliakovsky (2008), it suffices to show the localized problem on a square is
asymptotically minimized by a 1D ansatz when ¢ — 0. Our 1D ansatz satisfies the
BPS equation so that the perfect square term vanishes and matches the lower bound
asymptotically. Regarding the 3D model (1.3), however, the BPS decomposition yields
an additional term f uK in the sum, and one can only get a lower bound when the
approximation of the Gaussian curvature K vanishes. In the physics literature, this
restriction has been noted in Santangelo and Kamien (2003, 2005). To obtain the
lower bound in the general case, a different argument is needed instead of the BPS
decomposition. See Novack and Yan (xxx) for further details.

Finally, we remark on the implications of the analysis here. Our work indicates
that for the 2D smectic model (1.2), the local defect energy of asymptotically mini-
mal configurations corresponds to the energy of a 1D ansatz in which Vu varies in
the direction transverse to the defect. A full I"-convergence proof would entail the
construction of a recovery sequence {Vu,} when Vu ¢ BV (§£2) N L*°(£2), which
presents non-trivial technical issues, cf. Remark 4.4. The optimality/non-optimality
of 1D transition regions and the possible emergence of microstructure is a recurring
theme in problems coming from materials science; see for example Kohn (2007). It
is interesting that such microstructure does not appear in this smectics model. Also,
the sharp lower bound using the BPS decomposition is physically compelling, in that
it shows that minimization of the total energy occurs via an equipartition of energy
between the bending and compression terms. Furthermore, it has been observed in
the physics literature (Santangelo and Kamien 2003) that the dependence of the BPS
solution on the problem geometry makes it difficult to use the solution to gain insight
into more complicated defect structures, e.g., curved deformations or multiple edge
dislocations. Our analysis demonstrates that regardless of geometry, this equipartition
of energy is optimal.

The paper is organized as follows. After a brief review on preliminaries in Sect. 2,
we prove compactness in Sect. 3. Section 4 is devoted to a lower bound with a key
lemma proved in “Appendix.” In Sect. 5, we construct a 1D ansatz in a square which
matches the lower bound from Sect. 4 when ¢ — 0.

2 Preliminaries

We consider the energies

_1 2)?
E.(u) = %/ﬁ :wﬂ(aﬁm? dx dz. 2.1

Throughout the paper 2 C R? will be a bounded domain. In some parts, we will
require mild regularity on 02 which will be specified. We define the admissible class
by

A:={ueH(2):%ue L*(2)).
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Regarding the choice of A, the condition u € H'(£2) is not sufficient for the integral
f(E)Zu — (3,u)?/2)? to always be finite, so we will take the convention that E, () = oo
if that term is infinite.

With the goal of understanding what type of boundary conditions pertain to the
class A, let 82 be Lipschitz. Since A ¢ H'(£2), we can demand

U = 8,

where u € Aand g : 92 — Ris in H'/?(3£2). Regarding Vu, there is not enough
regularity for a Dirichlet condition. However, it is possible to require that admissible
competitors for E; satisfy a condition of the type

Vuyso -to =h, he HV*0982). (2.2)
Here, 7 is tangent to d2. This is due to the fact that Vu belongs to the space
Heurl (82: R?) = {m € L*>(2; R?) : curlm = dyms — 3,m; € L*(2)).

In fact, curl (Vu) = 0 in the sense of distributions. Since Vi € Hgyy (£2; Rz), there is,
in the sense of distributions, a well-defined tangential trace Vuyo -t € H -1/ 2(852),
cf. Temam (1979, Ch. 1). For ¢ € H'/2(882), Vuygo - o acts via the integration by
parts formula

(Vuyo - 10, ¢) :=/ (qb curl (w)+vi@.w) dx dz
2

_ / vig . Vudxdz, 23)
2

where @ is an H'!(§2) extension of ¢ and V- = (—0,;D, 9, P). The first term in the
integrand in (2.3) vanishes since curl (Vi) = 0. This definition is independent of the
choice of @, as can be seen by an approximation argument.

For the upper and lower bounds, we work with a different set of limiting con-
figurations Ay C W1 (£2) (defined in Sect. 4). Now when u € Ao, so that
Vu € L*®(£2; Rz), it turns out that the distribution Vuyg - v corresponds to an
L (9$2)-function. This is a consequence of the duality L>®(32) = (L'(352))*.
Indeed, we fix ¢ € L'(9£2) and consider a W'1(£2) extension @. The right-hand
side of (2.3) defines a functional which is independent of the particular @ and thus
clearly linear in ¢. Furthermore, it is continuous due to Holder’s inequality.

Lastly, we remark on the question of existence of minimizers for E. Due to the lack
of control on second derivatives of u other than Bfu, it is not clear how to use the direct
method to find a minimizer of E.. However, since we are interested in characterizing
states with low or near-minimal energy and our compactness theorem requires only
bounded energies, this issue is not a significant obstacle.
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3 Compactness

Our main result in this section is

Theorem 3.1 Let 2 C R? be a bounded domain. Let €, \, 0, {u,} C H'($2) be such
that

10xunllLr < C for some p > 6, 8)%14” € Lz(.Q), and Eg (u,) <C.
Then,
{0xu,} is relatively compact in L9(§2) forany1 < q < p

and
{0,u,} is relatively compact in LZ(Q).

Theorem 3.1 is a direct corollary of the following stronger proposition. To state
and prove the proposition, we work with the divergence-free vector fields m,;, =

(mn1, my2) = R Vu,,, where
_ Oxlip
RVu, = (_azun> .

Proposition 3.2 Ler 2 C R2 be a bounded domain. Let {m,} C L2(£2; R?) be such
that

divm, = mu1; + mpay =0 in the sense of distributions, 3.1

— 0, (3.2)

1.2
e

L2
demu1 € L2(82) with ||dxmp1 || 2 |maz + m2y JIYor (3.3)
and ||myu1llLr < C for some p > 6. 3.4
Then,
{m,,1} is relatively compact in LY(82) forany 1 < q < p.
and

{m2} is relatively compact in Lz(.s?)

The proof of Proposition 3.2 utilizes the compensated compactness approach of Tartar
(1979, 1983) and Murat (1981a). Recall for a scalar conservation law

9zs + 0y f(s) =0,

where f is a C! function, an entropy solution s is defined such that for any nonlinear
pair (7, g) satisfying ' = ¢’ f’ (the so-called entropy-flux pair) satisfies

9;1(s) + 0xq(s) is a measure .
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A lemma of Murat (1978) implies 9,71(s,) + 9xq(s,) is compact in H ~1 for a uni-
formly bounded sequence of entropy solutions {s,}. This allows application of Tartar
and Murat’s div-curl lemma (Murat 1978; Tartar 1979) to derive restrictions on the
Young measure generated by {s,}, yielding strong convergence of s,. This type of
argument was also used in DeSimone et al. (2001). For our case, the limiting function
should satisfy

1,

Uz = Juy ae. in £2.

Taking into account of this, we arrive at a scalar conservation law
. 1,
0,5 + 0y f(s) =0 with f(s) = —zs .

As observed by Tartar (1987) in the case of 1D conservation laws, the H ~'-compact
entropy production of a single entropy can be used to obtain strong convergence. We
shall follow the same idea to prove compactness in our case by choosing a suitable
entropy 1.

Proof First, by approximation, if the proposition holds for a sequence of smooth
functions {m,}, then it holds for a general sequence as in the statement. To see that
this is the case, it suffices to approximate a general sequence {m,} by a sequence of
smooth functions such that (3.1)—(3.4) still hold and m,, converge in L2(£2; R?) if and
only if their approximants do. Therefore, in the rest of the proof, we will assume that
each m,, is smooth, so as to allow for differentiation of various expressions.

Letv, = my,1 and f(v,) = —%v,zl. We can write the divergence free condition (3.1)
in terms of v, as

3, 0n + 0 f (U) = —0; [m,,g n %mﬁl]. 3.5)

Since Hmnz + %mﬁl HL2 — 0, the right-hand side of (3.5) is precompact in H1(2).
Next, setting F (v,) = v3/3 and multiplying (3.5) by —v,, = —m,,1, we obtain

0, f (vp) + 0x F(vy) = my 0y I:mn2 + %mﬁl]
_ 1.2 1.2
= 0y [mnl (ng + Emnl)] — Oxmy1 (ng + Emnl)
=I'+1. (3.6)
From the uniform bound (3.4) on m,» and (3.2), we see that

1,2 2p
Hm"2 <m,,2 + jmnl)”” — 0 for g = o

Therefore, the sequence {/{'} is precompact in W—14(£2). Moving on to I3, we use
(3.3) in order to estimate

12
I3 00 < 0xmntll 2 ||mnz + 3m5, 2 =C
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It follows that {/} + I}'} is precompact in W14(2) forqg =2p/(2+ p) < 2.0On the
other hand, from (3.4) and the definition of v,,, the left-hand side of (3.6) is bounded
inw-15 (£2). By interpolation, we conclude that 9, f (v,) + 9y F (v,) is precompact
in H~1().
Now, by (3.4), after restricting to a subsequence, we can assume that there exists
ve LP(R2), fe LP/2(§2),and F € LP/3(£2) such that
v, f(vy)—f, and F(v,)—~F

weakly in L?(£2). Replacing v, in the above arguments by v, — v, the results of the
preceding two paragraphs immediately yield

3.[vy — Tl + 0 [ f (vp) — f(D)] is precompactin H ' (£2)

and
[ f(vy) — f(0)] + 0x[F(v,) — F(v)] is precompact in H*I(.Q).

These observations allow us to apply the div-curl lemma (Murat 1978; Tartar 1979) to

_ Up =V _( FQy)—F@)
Pn = (f(vn) - f(U)) > Vn = <—(f(vn) - f(i))) ’
so that
D, - Wn—*\(weak lim @,,) - (weaklim ¥,) in M (£§2) weak * .

Written explicitly, this reads

(Un — D)(F(vy) — F@)) — (f (vn) — f(0))?
L@-0(F-F@) - (f-f®)
=—(F-ro)
<0. (3.7

However, since F'(v,) = f(va)?,

Vn 2
0=</ f@mﬁ-—qwa—fmw
s(w—ﬁ{["ﬁ@fm—pﬂw)—f@»Z
= (g — D) (F(vy) — F (@) — (f () — f @))%

Combined with (3.7), the previous inequality implies that (v,, — V) (F (v,) — F(v)) —
(f(vy) — f(0))? o, Hence, by (3.7) and the definition of f,

—Il~F = f (¥) = — 1% in M(2) weak * .
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From this, it follows that

/v,%dxdz—>/52dxdz.
2 2

Together with the weak convergence of v, to v in L>(2), the previous equation gives
M2 = vy — vin L2(2). (3.8)
For the L9 convergence of {m,}, if 1 < g < 2, by Holder’s inequality

llmn1 — millLa2) < CE)mant — mi |12

— 0as n, k > o0.

If ¢ > 2, by Holder’s inequality and the uniform L? bound (3.4), we have

pP—q

-2

Z—Z ) p=2
/ [mup —mgi|?dxdz < / [mu1 — mpi|P dx dz / [mu1 — myp |~ dxdz
o) 2 o)

— 0 as n, k —> oo.

The Lz-convergence of my» is a consequence of (3.2), (3.4), and (3.8). O

Remark 3.3 In the previous proposition, we imposed an uniform L” bound on m,;»
in our assumptions. This is necessary since the well where the potential W vanishes
is unbounded, since we can easily pick a sequence with u, = u% /2 =C, - o0
such that the energy is zero, while the sequence is divergent. It is open as to whether
such a bound could be shown in certain scenarios, for example if {Vu,} have almost
minimizing energy for E., subject to a boundary condition for which the limiting
problem has a minimizer Vu satisfying an L? bound.

Remark 3.4 If we put our energy functional in a periodic setting, we can rewrite the
energy (2.1) in the following form:

1 1 2
E, :/ - (|32|—1 (81m1 — az—m%>> + &(damy)*dx
™ & 2

with my = uy, 91 = 9;, 92 = 9. Adapting ideas handling Burgers operator d;w —
Bz%wz from Cantero-Alvarez et al. (2007), Ignat et al. (2020) and Otto and Steiner
(2010), we can derive uniform bounds on m, in suitable Besov and L? spaces in
terms of the energy. Compactness and additional properties can be obtained via Fourier
analysis from those estimates. See Novack and Yan (xxxx) for further details.
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4 The Lower Bound

We consider the question of finding a limiting functional which provides a lower bound
for E, as ¢ — 0. In order to state the theorem, we need to recall some properties of
the space BV (£2; R?) (Ambrosio et al. 2000, Chapter 3).

First, we recall the BV Structure Theorem, which in our case states that for m €
BV (£2; R?), the Radon measure Dm can decomposed as

Dm = D%m + D'm + D°m,

where all three measures are mutually singular and can be described as follows. The
first and third components, D“m and D m, are the absolutely continuous part of Dm
(with respect to Lebesgue measure) and the Cantor part, respectively. Most important
for us is the jump part, D/m, which can be expressed as

mt—mH)@vH'L J,,

where J,, is the countably 1-rectifiable jump set of m, v is orthogonal to the approx-
imate tangent space at each point of J,,, and m™, m™~ are the traces of m from either
side of J,,.

Next, we have the BV chain rule (Ambrosio and Dal Maso 1990; Vol’pert 1967),
which says that if F € C'(R?; R?) with bounded derivatives and m € BV (£2; R?),
then F o m is in BV (£2; R?) and

D(Fom) = VF(m)VmE2 +VF@)Dm+ (Fm™) — F(m™)) ® vH' L Jm.
Here, m is the approximate limit of m and is defined off of J,, (cf. Ambrosio et al.

2000, Definition 3.63) and Vm is the matrix of approximate partial derivatives of m
defined almost everywhere. Taking the trace on both sides, we have

div (F om) = tr (VF(m)Vm)L? + tr (VF (i) Dm)
+(Fm™) = F(m™)) - vH'L J,. .1
Given those preliminary results, let us focus on the problem at hand. In the com-

pactness result Theorem 3.1, the limiting function u is in W12(£2) and satisfies
9.u = (d,u)?/2 a.e. With that in mind, we define

Ao :={u e Wh®(Q): Vu € BV(2;R?) and du = (dcu)’/2ae). (4.2)
Here, we assume that the limit function u € W1 (£2) for application of BV chain
rule. According to the previous paragraphs, the gradient of u € Ao has a jump set Jv,,.
The traces along Jv, satisfy a jump condition due to the fact that Vu is a gradient.
Indeed, application of the divergence theorem reveals that along Jv,, we have

Vut vt =vu vt 4.3)
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Next, we define the vector field

1 1
S(m) = (X1 (m), Ta(m)) := (m1m2 - gm%, —Em%) ) (4.4)

A discussion of the motivation behind the definition of X is below the statement of the
upcoming theorem and in Remark 4.2. Note that £ (Vu) is an L' function if we have

oyl € L3 and d;u € L% , which motivates the choice of convergence in Theorem 4.3;
see also Remark 4.4. If u € A, then since Vu is bounded and in BV (£2; Rz), we can
apply the BV chain rule and (4.1) to £ o Vu. A short calculation yields

div 2 (Vu) = 02u(du — (3xu)?/2)L* + (.1 — (Deu)?/2) D (Vi)
+(Z(Vut) = (Vu)) - vH'L Jy.
In the second term on the right-hand side, D¢(Vu) is the first entry in the first column

of D(Vu).
Since d,u = (d,u)?/2 a.e., we find

divZ(Vu) = (T (Vut) = =(Vu)) - vH L Jva. 4.5)
As afinal preliminary, we provide two explicit expressions for (X (Vut)—X(Vu ™)) v.
The proofs can be found in “Appendix.”

Lemma 4.1 Suppose m*, m™ satisfy mo = (m1)?/2, and set p = m* —m~, n =
p/pl, so that m™, m~ are admissible traces across a jump set with normal vector
parallel to n. Then,

_ nj - 1
(E(m™) = Zm ™) -n 7<p1pz—m1p%—§p%)
_ iy —mi P (4.6)
121+ Sonf +mp)?

Remark 4.2 The cubic growth for small jumps is the same as in the Aviles-Giga
problem (Jin and Kohn 2000), and is a common feature of lower bounds involving
“entropies” such as X (Ignat and Merlet 2012). It also occurs in scalar conservation
laws, where the entropy production is asymptotically cubic for small jumps (Ignat and
Merlet 2011). In the former setting, the energies under consideration are of the form

1
/8|Vm|2+—W(m)dxdz, V-m=0,
7 &

and an entropy @ : R?> — R? is a smooth map such that V - [&® (m)] = 0 for smooth
m with V-m = 0 and W(m) = 0. One can check that after setting m = (—d;u, d,u),
Y can be used to construct the entropy @ := —X(mo, —m1). Maps of this type are
also the basis of the compactness result in DeSimone et al. (2001).
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We now state the main theorem for this section.

Theorem 4.3 Let 2 C R? be a bounded domain. Consider €, \, 0, {u,} C H'(2)
with afu,, € L?(82) such that

OxUy —> OxU In L3(.Q) and 0;u, — 0;u in L%(.Q) “4.7)

for some u € H'(£2) with Vu € (L*NBV)(82; R?). Then,

liminf E, (u,) > / (S(Vu™) — £(Vu) - v dH. 4.8)

Jvu

Our choice of div ¥ (Vu) is motivated by the BPS decomposition. By the BPS
decomposition, we can write (1.8) as

2
E. (u) = %/Q |:é <8Zu — % (8Xu)2> + ¢ (33u)2:| dx dz

1 (1 1 2
= —/ —| o;u — < (axu)2 — 88%14 dx dz —}—/ div X (Vu) dzdz,
2 Q& 2 2

(4.9)

where = (Vu) = (d.udsu — & (dcu)®, — (dcu)?) . A direct conclusion from (4.9) is

E. (u) > / div X (Vu) (4.10)
2

and E; is minimized by mappings satisfying (1.4). Bounding the energy from below
by the integral of a total derivative is also the main idea of Jin and Kohn (2000) for
the Aviles—Giga problem, where the “Jin—Kohn” entropy plays the part of ¥ above.

Equation (4.10) is the starting point of our lower bound estimate, and we use (1.4)
in our construction of 1D ansatz in our upper bound estimate in Sect. 5.

Proof of Theorem 4.3 We begin with the calculation

1 1
div =(Vv) = 9, [axvazv — 6(axv)ﬂ + 0. [—E(axv)z]
2 1 202
= | 0;v0;v + 0, v0;0xv — 5(8xv) 0y v — 0,0y 07V

1
= 0%y (E)Zv — E(axv)2>

2
- (8zv — %(va)z) 8(8%1))2
- 2¢e 2

@.11)
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which holds for any smooth v, and hence by density any v € H'!(£2) with afv €
L%(£2). Now if we plug in Vu, to (4.11), multiply by a test function ¢ € CX(£2),
and integrate by parts, we have

/ —3(Vuy) - Veodx dz =/ div ¥ (Vu,)p dx dz
Q Q

< Ee,(up)ll@llzoe. (4.12)

As outlined in the discussion preceding the proof, we wish to take the limitasn — oo
on the left hand side of (4.12) to prove (4.8). If liminf E, (4,) = oo, then (4.8) is
immediate. Therefore, we may suppose that

liminf E;, (4,) < oo. 4.13)
o0

n—

By the convergence (4.7), it follows that ¥ (Vu,) — X (Vu) in L'(£2; R?). Then,
we can let n — o0 in (4.12):

/—E(Vu)~V<pdxdz= lim f —X(Vuy,) - Vedxdz
0 n—oo 0

< liminf Ey, )l . 4.14)
n—oQ

The lower bound (4.8) is obtained by taking the total variation of div ¥ (Vu) in (4.14)
and using the expression (4.5) for div £ (Vu). O

Remark 4.4 Upon examination of the proof of Theorem 4.3, we see that if d,u,, — d,u
in L3, 0;u, — 0,uin L%, and liminf E;, (u,) < oo, thendiv X (Vu) is a finite Radon
measure and
liminf E, (u,) > |div 2 (u)|(£2).
n—>oo

This argument holds even when Vu ¢ (L*°NBV)(£2; R?), since that assumption was
only used when applying the BV chain rule to calculate |div ¥(Vu)|. This indicates
that the space

e Wh3(Q): o € L3, d.u = (d,4)?/2 and div S (Vu) is a Radon measure}

is the natural limiting space for this sequence of variational problems, similar to the
Aviles—Giga space defined in Ambrosio et al. (1999). It is possible that this space
contains elements which are not in BV (£2; ]Rz), although we do not pursue this issue
further. We refer the reader to Ambrosio et al. (1999, pp. 338-340) for an example
of such a map in the Aviles—Giga problem. This is one reason that upper bound
Theorem 5.1 does not yield full I"-convergence; the other is the restriction that Vu €
L*°(£2). The current techniques involved in such constructions, developed in Conti
and De Lellis (2007) and Poliakovsky (2008), require both of these conditions on Vu,
and removing them is likely non-trivial.
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Remark 4.5 The identification of the cost (4.6) along defect curves could be utilized in
conjunction with the geometric rigidity induced by the requirement that d.u = 9,u>/2
to compute critical configurations for the limiting energy. See for example Golovaty et
al. (2020, Example 4.2), in which a critical configuration for a nematic-isotropic phase
transition is calculated with the far field being given by the nematic ground state. This
bears a resemblance to some of the BPS constructions for smectics from Alexander
et al. (2012a), and such ideas could be employed in the smectic context as well.

5 An Estimate for the Minimum Energy on a Square and the Upper
Bound

In light of Theorem 4.3, we would like to know whether the lower bound can be
matched by a construction, yielding a sharp lower bound. When u € Ay, we provide
an affirmative answer to this question.

Theorem 5.1 Let u € Ag and 3§2 be C?. Then there exists a sequence {u;} C C*(£2)
such that
ug — uin WhP(82) forall1 < p < oo

and
E.(uz) — (S(Vut) — T(Vu)) - v|dH . (5.1

Jvu

As a first step toward proving Theorem 5.1, we will analyze a local problem for E,
posed on a square, with boundary data chosen to induce a limiting jump set parallel
to two of the sides. We will show that up to an exponentially small error in ¢, the
minimum energy for the local problem is attained by a “one-dimensional competitor”
with constant gradient in the direction parallel to the jump set. Having done the analysis
of the local problem, the upper bound Theorem 5.1 can then be shown as a consequence
of a general theorem of Poliakovsky for proving upper bounds for singular perturbation
problems using a one-dimensional ansatz (Poliakovsky 2008). The idea is that the local
problem represents the cost per unit length along the jump set; this can then be made
rigorous with the right tools when Vu € BV (£2; IRZ) (Conti and De Lellis 2007;
Poliakovsky 2008).

For orthonormal vectors v, T, we consider the square

R:={(x,2) e R?: |(x,2)-v| < 1/2,|(x,2) - 7| < 1/2}.

If we wish to force a jump set in the limit ¢ — 0 with normal vector v, we must choose
boundary data on {(x, z) - v = 1/2} and {(x, z) - v = —1/2} which is compatible with
a jump across {(x, z) - v = 0}. Therefore, we choose m™, m™ such that

m* . m™ € {m:my =m7/2} and v is parallel to m™ —m~
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and define the class

Ag :={u € H'(R) : Vu = m* when (x,z) - v = +1/2 and Vu is periodic

with period 1 in the t direction}.
The restricted class of one-dimensional competitors is
A}QD ={ueAg:Vu-t=m" -t =m" -7 onR)}.
We set

Te =i}t1£Eg

and

ALP
Proposition 5.2 For any ¢ > 0, we have
(Em™) =Zm™) vl <re <P (5.2)
Furthermore, as ¢ — 0,
re? = 1(Em*) = £m7) - vl| < cre” (53)

where the constants ¢1 and ¢y depend only on m™, m™, so that the one-dimensional

ansatz is asymptotically minimizing and the cost is given by the jump in X.

Proof The first inequality in (5.2) is an immediate consequence of crucial calculation
(4.8) and the choice of boundary data for Ag. The second follows since ,A}QD C Ag,
so it remains to prove (5.3).

We construct a sequence of one-dimensional competitors u, such that E.(u;)
approaches |(Z(m™) — X (m™)) - v| at the desired rate. The techniques in such a
construction are well-known in the calculus of variations, but we include a proof for
the sake of completeness. For each ¢, we will define Vu, via the following ansatz:

Vi = ge((x,2) - v)(m* —m™) +m~
=g:((x.2)-v)p+m—. (5.4

Here, p = m* — m™ asin Lemma 4.1 and g, : [—1/2, 1/2] — [0, 1] is increasing

and satisfies g.(—1/2) = 0, g-(1/2) = 1. It is easy to check that since p is parallel to
v,

curl (g((x,2) -v)p+m~) =0,
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so that it is possible to find u#, whose gradient is given by (5.4), and that Vu, satisfies
the boundary conditions required to be a member of A}QD . Since the energy E. does
not depend explicitly on u, but only on its gradient, for the rest of the proof, we will,
with a slight abuse of notation, refer to the energy E.(Vu,) without making an explicit
choice of u,.

Next, let g be the local solution of the following initial value problem:

lgp2 +m5 — (gp1 +m()?/2|
2 1 = W(g),

g = pini (5.5)

g(0) =1/2.

The vectors p and n are givenby p = m™ —m™ and n = p/|p|. The first components
ni, p1 cannot be zero since m™ and m~ lie on the parabola m; = (m1)> /2. Here,
W is chosen so that when we plug g(-/¢) into the ansatz (5.4) and calculate the
resulting energy density, equality is achieved in (4.11). This is the same idea as the
transition layer ansatz for the Modica—Mortola problem (Modica and Mortola 1977)
or the Aviles—Giga problem (Aviles and Giga 1987). We collect some properties of
the solution g, all of which follow from the facts that W > 0 and vanishes linearly at
0 and 1 [see for example Sternberg (1988, Equation (1.21))].

(i) The solution g is increasing and exists for all time, and
(i) there exist ¢y, ¢; depending only on W and thus on m™, m™, such that

[1—g@®)| <cie? ast — oo and |g(t)| <cre® ast — —oo.  (5.6)

The constants ¢; will implicitly change from line to line but will always depend only
onm™ and m™~ and not on .

We would like to define g, = g(¢/¢) in (5.4); however, g(t/e) does not satisfy
the boundary conditions at +=1/2. To account for this, we will linearly interpolate if
|(x,z) - v)| > 1/4 and use the rescaled g elsewhere. We set

1 1 1 L
[g<g>+4<l—g<g>)<v~(x,z)—z>]p+m if (x,2)-v>
if [(x,2) - v] <+,

V-(X,Z _
Vug(x,2) = 38— |p+m
e 4

[8(—$>+4g<—$> (V'(X,Z)-i—%)]p-i-m’ if(x,z)-VE—%.

It is straightforward to check that due to (5.6),

FNy.
=

1 2 .
(8%ue)?, <8Zu8 - E(a,cus)2) < c1e”/* when |(x,z) - v| > 1/4. (5.7)

By (5.2), to finish the proof, it suffices to show that Vu, satisty
Ec(Vug) < [(Z(m™) = 2(m7)) - v| + cre”°. (5-8)
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Let us split up the energies as

az & l ax & 2 2
E.(Vuy) = 1/ {( ‘ 25( Ke) ) —i—e(afus)z} dx dz
R

2

2
1 O u, — L(@yu,)?
z_f (0ctte = 5(rue)”) + £(8%u)? } dxdz
2 Jyx,zywl<1/4)

&

2
1 Oty — L (Dug)?
+_/ (0zue — 5(0xue)?) teup? | drdz
{l(x,2)[-v>1/4}

2 )
=1+ 12

First, from (5.7), we have
I7 < cre™?/, (5.9)

For 1., we write

2
1 D1, — L (0,u.)?
1! :_/ (0ctte = 3(0cue)”) + £(8%u;)? } dxdz
{1(r,2)vI<1/4)

2 e

2 e e

l/1/4 {(g(,/g)pz +m; — (g(t/e)p1 +mf)2/2)2 N g/(t/e)prvlz} dr

1/4

Now v //n and both are unit vectors, so we can substitute 1)12 = n% Then by (5.5), we
have

—_

IS

1[4, . »
= ‘/ —-g'(t/e)pim (g(t/S)Pz +m5 — (g(t/e)p1 +m]) /2> dr
21) 14 €

£(1/4e)) B .
= / pini (sz +my — (sp1+my) /2> ds
g(—1/(4e))

g(1/(4¢)) o, _ 5
= f pini (spg—i—mz —s°py/2 —spim| — (m7) /2) ds
g(=1/(4e))

g(1/(4e) L, -
= / pini (spz—s p1/2—sp1m1> ds
g(=1/(4e))

In the last line we use m, = (ml_)2 /2 to cancel two of the terms in parentheses. Since
g(£1/(4¢)) approaches 1 and 0 exponentially as ¢ — 0, we can finish the calculation:

1
Ig1 < / ping <sp2 —s2p%/2—sp1mf) ds| + cre—2/®
0
ni 3 2 - —cy/e
= 7(}71172 —p1/3—pym)| +cie
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=[(Zm™) = E(m™)) - v|+cre”?* by Lemma4.1.

Thus,
Ec(Vup) = I} + I} < [(E(m™) = Z(m™)) - v| + cre” 2/,

as desired. O

Finally, we can prove the upper bound Theorem 5.1. We quote a theorem from
Poliakovsky (2008) which is valid in any dimension and for a wide range of energy
densities. Let us write the version that applies to our problem.

Theorem 5.3 [Theorem 1.2 from Poliakovsky (2008)] Let §2 be a bounded C 2_domain
and let

F(a,b) : R*”*? xR? > R
be a C' function satisfying F > 0. Let u € W% (§2) be such that Vu € BV (£2; R?)

and F(0, Vu(x)) = Oa.e. in §2. Then, there exists a family of functions {u,} C C2(R?)

satisfying
ug — uin WhP(2) for1 < p < oo

and

1
lim — | F(eVZug, Vu,)dxdz
e=>0¢€ Jo

= / inf :/ F(—r' (v, 2) @ v(x,2), rv(x, 2) + Vu~ (x,2)) dt}dHl.
Ivu

r€Ryx.2.0 |J-c0
Here, x(x, 7) is given by
x(x, 2v(x,2) = Vut(x,2) = Vu~ (x, 2),

and

Ryx,2),0 :=1{r() € CI(R) 3L > 0st.r(t) = x(x,z) fort < —L,r(t) =0fort > L}.
Proof of Theorem 5.1 In the notation of the statement of Theorem 5.3, we take
F(a,b) = (by — b1/2)*/2 + a7, /2.

so that

1
—/ F(eVzug,Vug) dxdz = E¢(ug).
& J@

By rescaling and applying Proposition 5.2, we find that the infimum in Theorem 5.3
is in fact |(Z(Vu*) — Z(Vu™)) - v|. The proof of Theorem 5.1 is complete. m|
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Remark 5.4 Theorem 5.3 does not deal with specifying boundary conditions for the
recovery sequence, and so we have not included this in our analysis either. In the
Aviles—Giga problem, this was handled in Poliakovsky (2007, Theorem 1.1) and Conti
and De Lellis (2007, Section 6), and so similar techniques could apply here as well.

Remark 5.5 Ignat and Monteil (2020, Proposition 4.19) introduced a systematic
approach for determining the 1d symmetry for minimizers of variational integrals
of the form

1
E(m) = / §|Vm|2 + W(m) withV.-m = 0.

Denoting by Ilp the projection onto traceless matrices, the map @ defined in
Remark 4.2 satisfies the “strong punctual condition”

[Ty V@ (m)[> < W(m)

from Ignat and Monteil (2020), which underlies the fact that the divergence of the
entropy bounds the energy from below. In the case where the limiting jump for Vu
has normal vector X, the results of Ignat and Monteil (2020) then yield the optimality
and uniqueness of the 1d profile.

Acknowledgements We thank Robert V. Kohn for bringing this problem into our interest. We also thank
both referees and the editor for helpful comments. M. N.’s research is supported by NSF Grant RTG-DMS
1840314. X.Y’s research is supported by a Research Excellence Grant from University of Connecticut.

Appendix

We prove Lemma 4.1.

Proof of Lemma 4.1 First, we prove

_ ni _ 1
(E(m™) — E(m ))-n=7<p1pz—m1p%—§p%). 6.1)
Let us record the identities
nipy=nap1, and m; = (my)*/2. (6.2)

We calculate
(ZmT)—Z@m™))-n
1 1
= (mimy — —m ) ) ni — s (mf)’na
6 2
S L
—|\mym, —g(ml) n1+§(m1) ny

| 1
=n [mf'm;—mlmz — g(m?')3+g(ml)3j|
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1 _
+ 52 )2 = )2
B _ _ _ 1 _ 3 1 —\3
=nj (m1 + Pl)(m2 + p2) — mym, — 6 (m1 + Pl) + E(ml )
L
+ 52 [n)? = (my + 1)’

_ _ 1 1
=ny | p1p2 + pim, + pam; —E(ml)zpl —Emlp%—gpﬂ

1 - 2
+ 5"2 [—2p1m1 — pl] .

Notice that the second and fourth terms in the first bracket add to 0 by the second
identity in (6.2). Continuing on and then using the first identity in (6.2) to cancel
nimy pp —napim; , we have

- 1 1 1 _
(B = Bm) -n=m [Plpz-l-szl —Emlplz—gpf]-i-inz [~2pim7 = pi]

1, I
=m [171172 — Smipi - gp?] - 5mpi

Finally, we finish the proof of (6.1) by again using (6.2) to rewrite n| p1 p2 — nz p% /2
asn|pip2 —ni1p1p2/2 = nyp1p2/2, which gives

() = Sn) -0 =1 | 5 pip2 — sy p} = ~pi
=n 2P1P2 2m1P1 61’1 :

Moving on to the second expression for (X (m™) — Z(m™)) - n, we show

+_ -3
|m1 _m1|

. 6.3)
12\/1 + Lt +mp)?

(Zm™) = E(m™)) -n=

The calculation is straightforward. We write n as

Comt—m (mf, 3m)?) = (my, 3m))?)

ot
T ot =m0 (o) = )

and notice that if m, = %m%, then

1 1
X(m) = <§m%, —Em%> .
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Thus,

(ZmY) —2(m™))-n
(. 3mD?) = (my, 5m)?)

Jont —mpz+ L (eH2 — mp2)?

1 1 1 1
::(50nrf——50n;9,5<m;f——50nrﬁ>-

(mf —m7) (2 _ _ _
= S (5 (e P+ 0n )=t )

(i —mp) (1, 30n +m))

m{ —my 11+ 3 Gn{ +mp)?

_ mf —my)? (Bn})? + 3Gnimy) + F0n)? = Soni +my)?)

= - -
2lm{ —my | 1+ Lot +m7)?

(L2 Lo =2 14—
|mT—m1|(5(m1) +50m) _§m1ml)

2 S+ St +my )2

-3
|mT_m1|

12,/1+ Ymf +m7)?
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